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Overview

o One of Elisabeth’s favourite themes-: Deconvolution
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One of Elisabeth’s favourite themes : Blind deconvolution

What is deconvolution ?

X~P.Y~QandZ=X+Y~R.

@ Knowing P and Q =- compute R. Direct problem Convolution
@ Knowing P and R = compute Q. Inverse problem Deconvolution
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Once upon the time, blind deconvolution

Déconvolution aveugle
par Elisabeth Gassiat

0 These de dociorat en Mathématiques

Sous la direction de Didisr Dacunha- Soutanus en 1989

Castelle 4 Paris 11, en partenariat avec
Universite de Paris-Sud. Facullé des
sciences d'Orsay (Essonne) (autre
partenaire]

Description en frangals [EEUL RIS PLPRETTS

Titre traduit

Blind deconvalution

Résumé

Considering a signal X which is a process of random variables identically
muepznuemv dsiouted, and i sigral ¥ oviained by fierng X through  Inear

study tha estimation of 5 from the observation of y in the following
semi pmmmc stuation the law of X is unknown and non Gaussian, and s has an
inverse of convolution with finite length. We need no assumption on the phase of e
systam, 1. E. ON the causality or non causality of 5. We proposs an estimation by
maximum objective. The estimates are consistent and asymptotically Gaussian this
result is stil available what-ever the dimension of the index space of the series is,
We study the asymptotic efficiency of the estimate and, in the causal case, we
compare it 1o the usual minimum square estimates. The output y being an
autorsgrossie e, wo propost & Consl. ent mathog o dendicaton of tha arder
of the model We study different types of robustness robustness to
urderpammeﬂmnom robustness to additive noise on the obsenvations. We also
inves tigate the case where he law of X has infinite mements, and we show that, for
“standardized_cumulans” as objectives, and under assumptions which are in
particular verified for laws in the attraction demains of stable laws, the obtained
estimates ara il consistant, and the speed of convergenca is, in the causal case,
better than for laws with finite variance.
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Elisabeth Ph. D main results

Aon. st Henri Poincaré,

Vol. 26, ° 1, 1990, p. 181205, Probabillés r Statistiques

Estimation semi-paramétrique d’un modéle

non
nécessairement causal JOURNAL OF MULTIVARIATE ASALYSS 32, 61-170 (1990)
por
Eiubedn GASSIAT
Univerit d P S, UA. 1761 GRS, St aonliis. Semi ofa

s e 25 31405 Ory Code o 2
B Non-nocessary Causal AR(P) Process with

Infinite Variance
Resume. — Nous étudions le probléme d'cstimation du paramétre 0 EUISADETH GAssiAT
un modile de processus autorégressi stationnaire multindice dans le Uniersi de Paris-Sud, 1405 Orsay Cée, Froncs

cas ot I'on ne fait sur @ aucune hypothése. La loi du bruit est supposée
Communicated by the Editors

on nécessairement causal).
Nous proposons une méthode demmsuon qui résoud complétement le

probléme si la loi du bruit blanc n'est pas gaussienne (dans ce cas le .‘:‘ ’E“’:; 'j:::::‘:;::f:::‘; “nf;‘" Jacumcter "’;;“"w-"y ‘;film
probléme est sans solution). Nous étudions la consistance ct I loi asympto- We propose. comsisent estmaies. In e cuusl cae, we_obtan 3 speed. of
tigue des ssimateurs ansi que leur robustesse. Nous proposons une convergence. © 1950 A P, .

estimation de I'ordre du mq
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Elisabeth Ph. D main results

Frame in a nutshell :

® (Zn)neza Observed A.R. built on an i.i.d. non Gaussian sequence

(Xn)nezdy
@ b* = (b?‘)jeg the unknown weight vector (|S| = m < o),
o Yn(b*):= Z;esb Zn_j,

Observing only Z;, ... Z,, recover both b* and Xy, ... X,

=-Blind deconvolution (much more greedy than the deconvolution!!)
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Elisabeth Ph. D main results

Results in a nutshell :
@ Build b as an M-estimator of b*,

@ The good M functions are the ones decreasing by convolution
(typically normalized cumulants),

@ Under very weak assumptions (even no variance for X !!)
convergence and asymptotic rates for b
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One step beyond : optimality

The Annals of Statisties
1993, Vol. 21, Ne. 4, 2022-2042

ADAPTIVE ESTIMATION IN NONCAUSAL STATIONARY
AR PROCESSES

By E. GassIaT
Université Paris-Sud

We consider the estimation problem of the parameter b of a stationary
AR(p) process without any of the usual causality assumptions. The aim of
the paper is to derive asymptotic minimax bounds for estimators of b.
When the distribution of the noise is known, we show LAN properties of
the model and derive locally asymptotically minimax (LAM) estimators.
The most important results are about the case of unknown distribution:
The main result shows that, if one uses the usual parametrization, these
bounds depend heavily on the causality or the noncausality of the process,
so that adaptive efficient estimation is impossible in the noncausal situa-
tion: The scaling factor is shown to give the hardest one-dimensional
subproblem, and an unusual sealing is exhibited that could lead to adaptive
efficient estimation of the rescaled parameter even in the noncausal case.

F. Gamboa (IMT Toulouse) Free multiplicative dec
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One step beyond : optimality

Results in a nutshell :

@ For the estimation of b* under assumptions on the density of X the
model is LAN

dL, .
o8 [ V) Z (h An) — ShTTpeh 4+ o (1)
g\ T4y, ) VA T g e opld,

with A, = Ny (0, Tp+)

@ First consequence : lower bound for the asymptotic variance of a
regular estimator (b is regular).

o b may bg modified using one step Newton method to built asymptotic
optimal b
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Overview

9 Sparsity and discrete mixtures
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Sparsity and discrete mixtures
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Uniqueness and stability in the generalize

problem

C. R. Acad. Sci. Paris, t. 310, Série I, p. 41-44, 1990 41

Analyse mathématique/Muathematical Analysis

Problémes des moments et concentration de mesure

Elisabeth GASSIAT

Résumé — Nous nous intéressons au probléme des moments au voisinage des points singuliers,
Nous mettons ¢n évidence des hypothéses portant sur les fonctions de moments sous lesquelles
nous étudions tout d'abord I'information apportée par les moments sur la concentration de la
mesure cherchée, ¢t nous montrons que le diamétre de Prokhorov de I'ensemble des mesures qui
sont solution du probléme des moments tend vers 0 au voisinage des points singuliers. Ces hypothéses
sont vérifiées lorsque les moments sont définis par des T-systémes. Nous indiquons des applications
en traitement du signal,

The moment problem and the concentration of measures

Abstract — We study the moment problem for constraints in the vicinily of singular poinis.  We
indicate assumptions under which: we first study the information en the concentration of the neasure
given by its moments and we then show thai the Prokhoror diameter of the convex set of the measures
solution of the moment problem tends to 0, when the eonstraint tends to singutur points.  These
assumptions hold for momenis defined by T-sistems.  We give some ideas of applications in signal
processing.

June 2023 12/34
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Sparsity and discrete mixtures
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Uniqueness and stability in the Hausdorff moment

problem

@ v*(dx) == Z}:l p}‘éx;(dx) € P(]0, 1]) is completely determined by
its 21 first algebraic moments

m;(v¥) :J XKv¥(dx), j=1...2L
10,1[

@ Hankel Matrix : Hp+1(\/) = (mi+j—2(v))1<i,j<p+1s Ve 3)(]0, 1[),
° H'p+1(V) =0
@ detHy1(v) =0 < v is supported by less than p + 1 points.
e So that det Hy,; can be used as M-function for deconvolution if the
noise is discretely supported!!
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Blind discrete deconvolution

The Annals of Staststics
1996, Vol. 24, No. 5, 1864-1881

BLIND DECONVOLUTION OF DISCRETE
LINEAR SYSTEMS

By F. GAMBOA AND E. GASSIAT

Laboratoire de Statistigues Orsay and Université Paris-Nord, and
Université d’Evry Val d’Essonne

We study the blind deconvolution problem in the case where the input
noise has a finite discrete support and the transfer linear system is not
necessarily minimum phase. We propose a new family of estimators built
using algebraic considerations. The estimates are consistent under very
wide assumptions: The input signal need not be independently dis-
tributed; the cardinality of the faite support may be estimated simultane-
ously. We consider in particular AR systems: In this case, we prove that
the estimator of the parameters is perfect as. with a finite number of
observations.

F. Gamboa (IMT Toulouse) June 2023 14/34
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Extension to source separation and mixtures

Bernoulli 3(3), 1997, 279-299

The estimation of the order of a mixture
model

5 TRASSACTIONSON SOYAL PROCSSINC, V0L 4, 0. 12, DCENBER 97
. DIDIER DACUNHA-CASTELLE' and ELISABETH GASSIAT?*
Source Separation when the Input Sources i d Mdaon S o S, U e R st o YRS 761
! Unheraid Pas Sud 91405, Oy Coder. France
Are Dlscrete or Have Constant Modulus *Equipe d'Analyse et de Probabilités, Universts & "Evry, 91025 Evry Cédex, France
Fabrioe Gamboa and Elsabets Gasiat W propose e mthod 0 it e ruerof it pelions when g sample of
mixture of these populations is observed. It is possible to define the number of different populations
s the number of points in the support of the mixing distribution. For discrete distributions having a

Abstract— In this paper, we present d for The protiem .,r interest is the restitution of the signal finite support, the number of support points can be characierized by Hankel matrices of the first
source upmu.m problem when some beor mlnnmluun on m :(r), 1 n the basis of the observations x(1), algebraic moments, or Toplitz. marics of the trigonomeric moments. Namely, for onc-dimensional
T i e e scparation problem. In distibutions, the cardinality of the support may be proved to be the least integer such that the Harkel

whers the distributions of the input signals are ml, bsence of additive noiser it can bo soved by estimaing
Tkl e Dy ofGavan O, & Geplng i T o th csvaons, wheh ey e number of populations s not & priori bounded. Our method applics 1o a large number of models such
In both situations, we prove that the estimator comverges in - scen as an estimator of some inverse matrix (up (0 scale and s transltion, mixtures with ko or unknown varianes, sl mmmf‘ﬂmmm s et
e e T maee oF e o oaee - pemuntaiion) of A. Diffecent sparaion procedres have been various multivariate models. The method has an obvious computational advantage since it avoids any
converges with a imber of obscrvations. proposed in the past few years, for instance, using higher order computation of estimates of the mixing parameters. Finally we give some numerical examples o
statistics; see (2], 5], (6], [101, (151, [17]. 122, [24], [25), [29). illustrate the effectiveness of the method in the most popular cases.
Index Terms — Estimation, Hankel forms, dentication, inde-  3nd [31]. Maximurn likelihood estmates ae considered in (1]
t sources, source separ and (11 J, ‘whereas adaptive solutions are studied in [9], (18],

matrix (or the Tocplitz matrix) degeneratcs. Our estimator is based on this property. We first prove the
convergence of the estimator, and then its exponential convergence under wide assumptions. The

Keywords: Hankel matrix; mixture models; order estimation; penalization
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Recent contribution using this sparsity paradigm

The Arnals of Statistics
2021, Vil 49, No. 3.

SUPERMIX: SPARSE REGULARIZATION FOR MIXTURES

BY Y. DE CASTRO!, S. GADAT?, C. MARTEAU® AND C. MAUGIS-RABUSSEAU*

LUiniversité Lyon, Ecole Centrale de Lyon, Institet Camille Jordan, yohann.de-castro@ec-lyan fr
2Toulouse Schaal of Economics, Université Toulouse | Capitole, sebastien. gadat @tse-fr.eu
3 Université Lyon, Université Claude Bernard Lyon 1, Institut Camitte Jordan, marteau@math.univ-lyon . fr
* Institut de Mathématiques de Toulouse, Université de Toulouse, mangis @ insa-toulause.fr

This paper investigates the statistical estimation of a discrete mixing
measure 10 involved in a kernel mixture model. Using some recent advances
in £1-regularization over the space of measures, we introduce a “data fitting
and regularization™ convex program for estimating 1.0 in a grid-less manner
from a sample of mixture law, this method is referred to as Beurling-LASSO.

Our contribution is two-fold: we derive a lower bound on the bandwidth
of our data fitting term depending only on the support of u and its so-
called “minimum " to ensure quantitative support error
bounds; and under a so-called “nondegenerate source condition” we derive
a nonasymptotic support stability property. This latter shows that for a suffi-
ciently large sample size s, our estimator has exactly as many weighted Dirac
masses as the target u, converging in amplitude and localization towards
the true ones. Finally, we also introduce some tractable algerithms for solv-
ing this convex program based on “Sliding Frank-Wolfe" or “Conic Particle
Gradient Descent”.

Statistical performances of this estimator are investigated designing a so-
called “dual certificate”, which is appropriate to our setting. Some classical
situations as, for example, mixtures of super-smooth distributions (see, e.g.,
Gaussian distributions) or ordinary-smooth distributions (see, e.g., Laplace
distributions), are discussed at the end of the paper.

F. Gamboa (IMT Tt June 2023
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Recent contribution of Elisabeth on deconvolution

The Annals of Stasssics
5. No. 1, 303-323

1214214082106

ahemaical Statisics, 2022

© Instine of

DECONVOLUTION WITH UNKNOWN NOISE DISTRIBUTION IS POSSIBLE
FOR MULTIVARIATE SIGNALS

By ELISABETH GASSIAT', SYLVAIN LE CORFF® AND LUC LEHERICY®

! Laboratvire de mathématiques d'Orsay, Université Py lay, CNRS, elisabeth. P e
2Samavar, Télécom SudParis, département CITI, TIPIC, Institut Palytechnique de Paris, sylvain.le_corff@telecom-sudparis.eu
*Laborataire J. A. Dieudonné, Université Cote d'Azur, CNRS, luc.lehericy @univ-cotedazur fr

This paper considers the deconvolution problem in the case where the tar-
get signal is multidimensional and no information is known about the noise
distribution. More precisely, no assumption is made on the noise distribu-
tion and no samples are available to estimate it: the deconvolution problem is
solved based only on observations of the corrupted signal. We establish the
identifiability of the model up to translation when the signal has a Laplace
transform with an exponential growth p smaller than 2 and when it can be
decomposed into two dependent components. Then we propose an estimator
of the probability density function of the signal, which is consistent for any
unknown noise distribution with finite variance. We also prove rates of con-
vergence and, as the estimator depends on p which is usually unknown, we
propose a model selection procedure to obtain an adaptive estimator with the
same rate of convergence as the estimator with a known tail parameter. This
rate of convergence is known to be minimax when p = 1.

F. Gamboa (IMT Toulouse) June 2023 17/34
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Overview

9 Free multiplicative deconvolution
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Classical convolutions

@ X and Y real random variables,
@ Z = X+ Y classical additive convolution
@ XY classical multiplicative convolution

If
P(X € dx) :=f(x)dx and P(Y € dy) :=g(y)dy

then
P(Z € dz) =f x4 g(x)dx = (Jf(z—y)g(y)dy> dz, and 9z = ox X @y

P(XY € dz) = f #1,, g(x)dx = (Jf(z/y)g(y)dy) dz .

F. Gamboa (IMT Toulouse) Free multiplicative deconvolution June 2023 19/34



Free multiplicative deconvolution
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Classical convolution with matrices

AM) e M, (C)
1
HAm) = — &) (spectral measure of A (™))
AESpec(A (M)

Two i.i.d. independent samples of positive random variables with laws 1
and [85) Xl,Xg, X3, Ca X and Y1 Y2 Y3, .

.y T'L'

AM) = diag(Xy, ..., X n) and B = diag(Yy, ..., Yn).
Lemma (Obvious but illustrative)
We have
M A =, lim ppe) = He
and also
nll;n l‘LA n)B (m) = Ilm u( “))%A(n)(B(“))% — I’L]. *m H2 o

F. Gamboa (IMT Toulouse) Free multiplicative deconvolution June 2023 20/34



Free multiplicative deconvolution
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Free multiplicative convolution

Two iid independent samples of positive random variables with laws 1;
and o :
X1,X2,X3 ..... Xn,... and Y]_,Y2,Y3 ..... Yn,...

AM) .= diag(Xy,..., Xn) and B := U, diag(Yy, ..., Yo)UZ,

U, Haar on the orthogonal group (independent of X and Y).

Theorem
Of course, we still have

lim pam =pa, lim pgm) = w2,
n—00 n—00

but this time :
A b iy B2
Here 11; X us, is a a deterministic measure which depends only on 1; and
uo called their free multiplicative convolution.
F. Gamboa (IMT Toulouse) Free multiplicative deconvolution June 2023 21/34




RMT for Large Cov.
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Overview

Q RMT for Large Covariance Matrices
@ Brute force SVD is wrong in large dimension for spectral recovery
@ Free deconvolution and the good transform
@ Our method
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Two pioneering papers

F. Gamboa (IMT Tt

NONLINEAR SHRINKAGE ESTIMATION OF
LARGE-DIMENSIONAL COVARIANCE MATRICES

BY OLIVIER LEDOIT AND MICHAEL WOLF!
University of Zurich

tistcal applications require an estimate of a covariance matrix

i dimension i large compared to the sam-

sample covariance matri is known

10 perform poorly and may sufer from ill-conditioning. There already exists

an extensive lterature concerning improved estimators in such situations. In

the absence of further knowledge about i et of e o condarcs
maui, the most ful n biy. b

o X linearly
shrinking the sample eigenvalues to their grand mean, while retaining the

per

car transformations of the sample cigemalucs. We show how to construct an

estimator that is asymptotically equivalent to an oracle estimator suggested

Monte C: the

m..mng bona fide cstimator can result in sizeable improvements over the
imple covariance marix and also over lincar shrinkage.

louse)

SPECTRUM ESTIMATION FOR LARGE DIMENSIONAL
COVARIANCE MATRICES USING RANDOM
MATRIX THEORY'

BY NOUREDDINE EL KAROUI
University of California, Berkeley

Estimating the eigenvalues of 2 population covariance matrix from a
sample covariance malrix is a problem of fundamental importance in mul-
tivariate satistics: the eigenvalues of covariance matrices play a ey role in
many widely used techniques, in particular in principal component analysis
(PCA). In many modem data analysis problems, statsticians are faced with
large datasets where the sample size, 1. is of the same order of magnitude as
the number of variables p. Random matrix theory predicts that n this con
text. the cigenvalues of the sample covariance matrix are not good estimators
of the eigenvalues of the population covariance.

We propose 10 use a fundamental result in random matrix theory. the
Marcenko-Pastur equation, to better estimate the cigenvalues of large di
The

wide gencrality The estimator
“ina the sample.

achange of poi
ine shoutcsimaton of high-dmemsions vesor: we o not 1y o cumalc
dircctly the veetors but rather a probability measure that describes them. We
i i thin)

esimatorgives fastand good or very good results i extended
Jaions, Our algorihc approsch i based o omex optmisation. We i
show that the proposed estimaor is consistent.

Free multiplicative deconvolution

RMT for Large Cov.
9000000

June 2023
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Our work in progress

> math > arXiv:2305.05646

Mathematics > Probability
[Submitted on @ May 2023]

Estimation of large covariance matrices via free deconvolution: computational and statistical aspects
Reda Chhaibi, Fabrice Gamboa, Slim Kammoun, Mauricio Velasco

The estimation of large covariance matrices has a high dimensional bias. Correcting for this bias can be reformulated via the tool of Free Probability Theory as a free deconvolution
The goal of this work s a computational and statistical resolution of this problem. Our approach is based on complex-analytic methods methods to invert S-transforms. In particular, one needs
transforms live and an efficient computational scheme.

Comments: vi: Preliminary version
Subjects:  Probability (math.PR): Statistics Tneory (matn.ST); Computation (stat GO)
Cileas:  arXiv:2305.05646 (math.PR]
(or arXiv:2305.05646v1 [math.PR] for his version)
hitps://doi.org/10.48550/arXiv.2305.05646 @

Submission history
From: Reda Chhaibi [view email]
[v1] Tue, 9 May 2023 17:45:04 UTG (29 KB)
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Brute force SVD is wrong in large dimension

Consider a sequence of centered observables in R4, X1, X5, .... The
empirical covariance

n

Ly P
Z:EZXiXi:HXX ,

i=1
where X = (X1, ..., Xn) € Mg n(R) is the matrix with columns given by
the Xj’s.
Take the X; having iid components as well.
o If d fixed and n — oo,

lim SXXF =1y,

n—oo N

recovering the true covariance.
@ If both d = di,, n — o0, this is not true.

F. Gamboa (IMT Toulouse) Free multiplicative deconvolution June 2023 25/34



RMT for Large Cove
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Theorem (Marchenko-Pastur 1967)

Assume that d., /n — ¢ < 1. Almost surely, as n — oo, we have the weak
convergence of probability measures limy, \1xx. = MP. # 81 where

(x =V (r—x)
27X

dx

MPc(dx) := Lixep )

is the Marchenko-Pastur distribution, | = (1 — +/c)?, v = (1 + +/c)>.

Histogram of singular values for N=2000

c=1.0/2 08
num_bins =
z
% 06
3
z
andom.normal( size=( int(c*N),N) ) g0
e
&

G.transpose() )

=]
¥

diag, U = np.linalg.eig(W)

05 15 20
Eigenvalues
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RMT for Large Cov.
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The inverse problem

Assume ;
7Z=XY withX =12X2,

with £ € Mq4(R) true covariance, and Y € Mg , (R) with iid entries with
distribution N(0, 1).

When d/n ~ ¢ > 0, how to estimate the spectrum of X ? I

More precisely, we will focuss on the case where the limit spectral

measure is
k
* *
v = E piégz
i=1

F. Gamboa (IMT Toulouse) Free multiplicative deconvolution June 2023 27/34
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Who is v*? 1
lim — Tr(Z") :Jxrv(dx), (reN).

n—+o0o dn
Very roughly speaking, d,,p; is the multiplicity of the eigenvalue o7
= Model not well defined

@ Parametric model 0* = (o%,..., 0%, P}, ... P

@ As the white Gaussian is invariant under isometry take X diagonal,

@ Diagonal elements o7, ..., oy with random multiplicity
Nin,....Nxn (Nin+-- +N,<T1 =dn),

0 limn_eo T\(Ii =p; and n( —pi) =0p(1).

F. Gamboa (IMT Toulouse) Free multiplicative deconvolution June 2023 28/34
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La La LAN

Under some assumptions on the random multiplicities :

Proposition
The model is LAN for the rate n~—!

dlg. n 1
o522 ==

with Ap = Now_1(0, Tg+)

Consequently, possible asymptotic efficient estimation could be possible
(Newton Method).
But

@ Ig+ is not yet completely computable!!
@ Our estimate (see next slides) have to be regular (not shown yet)!!
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RMT for Large Covz
@00

Definitions and notations

@ The Cauchy-Stieltjes transform of w, a probability measure on R, is :

Gu: Cy — C_
p(dv)
z = IR.,. z—v '

where
Cyi={zeC| £3z>0}.
@ The moment generating function is M, (z) = zG,,(z) — 1
@ For p # 89, M, is invertible in the neighborhood of co and the inverse is
denoted by Mff”. The S-transform of w is defined as

1+m
Sulm) = oD
mM,, 7 (m)
and is analytic in a neighborhood of m = 0. (WARNING : Inverse is
multi-valued).
@ For a diagonalizable matrix A(N) € My (R), we write S () == Sty iny s
GA(N) = GHA(N) y MA(N) = MHA(N)'
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S-transforms and free convolution

A more complete statement on free multiplicative convolution :

Theorem (Voiculesc

Consider two sequences of positive matrices, each element in My (R)

(A(N);Ngl), (B”‘”;N}l),

such that :
i = . li = .
NI HAN) SRA L (JIm_ g (N) = bz

Under the (technical) assumption of asymptotic freeness for A (N) and B(N) | there exists a deterministic probability measure
pa X g such that:

lim = X .
NS (AN ) E () (a(N) 3 THATEE
The operation X is the multiplicative free convolution. Moreover
SpABug (M) =Sua (M)Sug (). O

y
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RMT for Large Cove
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Recall X = 22 so that :

Ly — 5t <1YY*> T
n n

Assume thatY has iid coefficients, and £ has a spectral measure
converging to v. Under our assumptions, 1. converges weakly to a
measure u satisfying :

w=vxMP. .

~» We want to estimate v by free deconvolution i.e. such that
Sv(m) =S,(m)/Smp.(m) .

In particular we want to construct an empirical version ¥, such that
Sy (m) =~ S%xx*(m)/SMPc(m)
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Ingredients for the estimator ¥, :

Proposition (Inversion)

It is possible to recover moments of V., via (numerically constructible and
small) contour integrals implicating G 1 yx..

Proposition (Reconstruction)

From the observation of (noisy) moments mi, my, ..., My, one can
reconstruct an atomic probability measure ¥, having these moments.
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