
p-adic Hodge theory, deformations and local

Langlands

Christophe Breuil

Barcelona, 18-28 July 2001

WARNING: These notes are informal and are not intended to
be published. I apologize for the inaccuracies, flaws and English
mistakes that they surely contain.

Contents

1 Lecture 1: Introduction, motivation and contents 1

2 Lecture 2: Bst, Âst and the like 6
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1 Lecture 1: Introduction, motivation and con-
tents

1.1

I’ve been asked by the organizers to lecture on p-adic Hodge theory with a
view to modular forms. The result is these notes, which have three aims.

The first aim is to provide the basics of classical p-adic Hodge theory
(together with the complementary talks) and to give many examples com-
ing from modular forms. So the listener who is only interested in learning
about this subject will find, I hope, in the contents of this course and of the
complementary talks the main results he might need some day.

The second aim is to provide the audience with several open questions
which, for some of them, are open essentially because nobody made a real
effort to solve them. To give a flavour, here are three examples of such
presumably accessible problems which naturally arise from this course:
1) The problem of determining the filtered modules of p-adic Hodge theory
associated to cuspidal newforms on Γ1(N) when p2 divides N (the other
cases being known): see Lecture 3.
2) The problem of extending Henniart-Langlands correspondence from GL2

to GLn. This correspondence arose from the following question: is there a
Langlands correspondence for smooth representations of the inertia group
(instead of classically the Weil-Deligne group)? See Lecture 7.
3) The problem of determining the reduction modulo p of the p-adic rep-
resentations of Gal(Qp/Qp) associated to all newforms of low weight k on
Γ1(pN) (p - N) (the Γ1(N) case is known; for Γ1(pN), the case k even and
p -cond(char(f)) is in these notes, some cases where p |cond(char(f)) are in
[40]): see Lecture 9.
Other open questions will be mentionned during the course (in particular
in the last lecture).

The third aim is to go further than p-adic Hodge theory and to suggest
a possible link between p-adic Hodge theory for Gal(Qp/Qp) (or the Weil
group of Qp) on the one side and the theory of p-adic and modulo p rep-
resentations of GL2(Qp) on the other side (not to mention GLn of a p-adic
local field!). In other terms, to suggest hypothetic continuous p-adic and
modulo p Langlands correspondences. In fact, this question is the underly-
ing motivation of this course. It is also quite natural since there are already
archimedean, `-adic and modulo ` Langlands correspondences for GLn, and
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I do not know any instances of a mathematical theory having archimedean
and `-adic shapes and no p-adic one.

I will now describe the results of this course (with their origin) and try
to explain why they can suggest the idea of such correspondences.

1.2

The starting point is the calculations that led to the complete proof of the
full Shimura-Taniyama-Weil conjecture ([9], [17]) following Wiles’method.
In [9], the problem was to find which local residual representations of
Gal(Qp/Qp) (actually Gal(Q3/Q3) led to Barsotti-Tate deformation rings
isomorphic to Zp[[X]] (actually Z3[[X]]). All the previous computations
(e.g. [14] and [15]) suggested the deformation ring was Zp[[X]] precisely
when a certain “multiplicity 1” phenomena occured on a certain modulo p
representation of GL2(Zp) (related to the deformation problem) appearing
in spaces of weight 2 modular forms. Using these modular representations
of GL2(Zp), it was possible to guess which of the Barsotti-Tate deformation
rings could be isomorphic to Zp[[X]] and to check in [9] this was indeed true
for some of them when p = 3 (actually it was only proven that they were
non zero and “smaller” than Z3[[X]] since this was enough to get the re-
maining cases of modularity). Then a conjecture was made ([9], Conjecture
1.3.1) putting this mysterious prediction into a precise mathematical asser-
tion and in the same time generalizing and unifying earlier conjectures of
[15] (Conjectures 1.2.2 and 1.2.3). The new feature of [9] in the cases where
this conjecture was (almost) checked was the total disproportion between
the delicate computations of the deformation rings and the straightforward
computations of the modular representations of GL2(Z3). However both
computations were in perfect accord. This suggested something was going
on...

In this course, essentially based on a joint work with A. Mézard ([10]), I
will state a far reaching generalization of Conjecture 1.3.1 of [9] (although
the experienced reader will notice we only consider types and not “extended
types”) and I will explain non trivial cases (the “semi-stable cases of even
weight”) where this generalized conjecture holds. Basically the conjecture
says that the Hilbert-Samuel multiplicities of the reductions modulo p of the
various deformation rings arising from p-adic Hodge theory (in arbitrary
weight smaller than p, not just weight 2) are equal to certain multiplici-
ties computed on some modular representations of GL2(Zp) whatever their
value is (not just 1). When the multiplicity is 1, this implies the deformation
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ring must be Zp[[X]]. To check the conjecture for semi-stable deformations,
we use integral p-adic Hodge theory, which will also be surveyed in this
course. These semi-stable cases have their own interest (independantly of
the conjecture): for instance they give a very precise description of the lo-
cal residual representations at p associated to newforms of low weight on
Γ0(pN).

Now I try to explain how this conjecture could be related to some p-adic
or modulo p Langlands correspondences.
First, it is explained in this course (following Fontaine) how to associate an
n-dimensional Weil-Deligne representation, hence a classical smooth irre-
ducible representation of GLn by the local Langlands correspondence ([27],
[26]), to an n-dimensional potentially semi-stable p-adic Galois representa-
tion. This already gives a step towards the representation theory of GLn.
But there are two problems: the first is that the representations you get
are smooth, that is algebraic, and not at all p-adic, the second is that you
have lost a crucial part of the initial p-adic Galois representation, namely
the Hodge-Tate weights and the Hodge filtration. So the very rough idea
is: “Try to incorporate in some way the Hodge-Tate weights and the Hodge
filtration to these algebraic representations of GLn and you might get the
sought-after p-adic representations of GLn.” At the moment, of course, no-
one has the slightest idea how to do such a thing (assuming it is the right
thing to do). In the last lecture however, I will describe non trivial examples
where it seems one can really do something.
Secondly, our computations of the semi-stable deformation rings show that
they heavily depend on the Hodge filtration associated to 2-dimensional
semi-stable p-adic representations of Gal(Qp/Qp). And so does their Hilbert
multiplicity. However, one can still predict these various multiplicities
by taking certain smooth irreducible representations of GL2(Zp), reducing
them modulo p and looking at their decomposition. It suggests there should
be something like the Hodge filtration also somewhere on the GL2 side, or, in
other words, a possible “correspondence” between 2-dimensional semi-stable
representations of Gal(Qp/Qp) and something p-adic related to GL2(Qp)
as, may-be, p-adic (infinite dimensional) representations of GL2(Qp).

1.3

Here is the contents of this course.

In Lecture 2, I describe the various rings of p-adic Hodge theory (which
were introduced for most of them by Fontaine): BdR, Bcris, Bst, etc.
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In Lecture 3, I define potentially semi-stable p-adic representations, their
associated filtered modules (which carry the Hodge filtration) and their as-
sociated Weil-Deligne representations. I also give many examples of filtered
modules, in particular all the filtered modules coming from newforms on
Γ1(N) where either p - N or p ‖ N .

In Lecture 4, I explain integral p-adic Hodge theory, whose aim is to de-
scribe Galois stable lattices (and not just Galois Qp-representations). The
point is the definition of an integral structure also on the filtered module
side called a strongly divisible lattice. This structure will correspond to
Galois lattices. All these lattices (Galois and strongly divisible) have the
virtue of being (compatibly) amenable to reduction modulo p.

In Lecture 5, I give many examples of strongly divisible lattices: ex-
amples coming from the filtered modules of Lecture 3, geometric examples,
examples coming from p-divisible groups. . .

In Lecture 6, I explain the construction of Mazur’s deformation rings
following [37] and I use them to define the relevant deformation rings of
p-adic Hodge theory. I state a few preliminary conjectures on the structure
of the latters. Our main conjecture will deal with these rings.

In Lecture 7, following Henniart, I define what could be called a “Lang-
lands correspondence for Gal(Qp/Qunr

p )”. More precisely, I associate to
each smooth 2-dimensional representation of Gal(Qp/Qunr

p ) that extends to
the Weil group of Qp a well defined smooth irreducible representation of
GL2(Zp). This holds for general p-adic local fields (not just Qp).

In Lecture 8, I give the heuristic explanations that led to the formula-
tion of the main conjecture (predicting the Hilbert Samuel multiplicities of
deformation rings from the decomposition modulo p of the representations
of GL2(Zp) defined in Lecture 7). Then I precisely formulate this main
conjecture.

In Lecture 9, I give an overview of the proof of non trivial cases of the
previous conjecture. This heavily uses some examples given in Lecture 5
and has applications to modular forms.

Lecture 10 is about very recent results. I first state a modulo p Lang-
lands correspondence between certain infinite dimensional representations
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of GL2(Qp) over Fp and 2-dimensional semi-simple representations of
Gal(Qp/Qp) over Fp. Then I define simple and natural p-adic representa-
tions of GL2(Qp) and give stricking evidence (using the previous modulo p
correspondence and the computer science help of W. Stein and D. Savitt)
that they may be quite deeply “linked” to irreducible 2-dimensional crys-
talline representations of Gal(Qp/Qp) over Qp.

It was of course impossible to include all the proofs of all the results
stated or used in this text. But I have tried to include as many proofs, or
sketches of proofs, or examples, or references, as my courage enabled me
to. I apologize for the proofs that perhaps should be, and are not, in this
course and I welcome any (constructive) criticism.

1.4

I will use the following notations: ` and p are prime numbers (most of the
time different), Qp an algebraic closure of the field Qp of p-adic rationals,
Zp the ring of integers in Qp, OCp

the p-adic completion of Zp, Cp its
fraction field and Fp the residue field of Zp and OCp

. For [F : Qp] < +∞,
F ⊂ Qp, I denote by GF := Gal(Qp/F ), WF its Weil subgroup and IF

its inertia subgroup. Recall WF is the subgroup of elements that map to
a finite power of the Frobenius in Gal(Fp/Fp). val is the p-adic valuation
normalized by val(p) = 1. I often loosely write “modulo p” where I should
write “modulo the maximal ideal of Zp”.

2 Lecture 2: Bst, Âst and the like

In this lecture, I describe the 8 rings B+
dR, BdR, Acris, B+

cris, Bcris, B+
st, Bst

and Âst all due to Fontaine (see [21]) except Âst which was introduced by
Kato in [30] (where it was denoted lim←−Pn!).

2.1 B+
dR and BdR

Let R be the projective limit of the diagram:

OCp
/pOCp

← OCp
/pOCp

← · · · ← OCp
/pOCp

← · · ·

where the transition maps are x 7→ xp. This is an integral commutative
perfect ring of characteristic p. It is also endowed with a natural action of
GQp

via its action on OCp
. If x = (x(n))n∈Z≥0 ∈ R and if x̂(n) ∈ OCp

is
any lifting of x(n), the sequence (x̂(n))pn

converges in OCp
and we call x̂
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its limit. As R is perfect, it is tempting to consider its Witt vectors W (R).
Recall any element of W (R) can be uniquely written

∑+∞
n=0 pn[xn] where

xn ∈ R and [xn] is its multiplicative representative.

Lemma 2.1.1. There is a GQp-equivariant surjection of rings:

θ : W (R) → OCp∑+∞
n=0 pn[xn] 7→

∑+∞
n=0 pnx̂n

of kernel a principal ideal generated by p− [p] where p := (p(n)) ∈ R is such
that p(n) is the image in OCp/p of a compatible system of pn-roots of p.

Proof. (sketch) The map R 7→ OCp
, x 7→ x̂ is clearly surjective and GQp

-
equivariant (for y ∈ OCp

, choose a compatible system of pn-roots of y
and take its image in OCp

/p). Hence, so is θ. For n ∈ N, it is well
known that there is a ring homomorphism Wn(OCp/pOCp)→ OCp/pnOCp ,
[w0] + p[w1] + · · · + pn−1[wn−1] 7→ ŵpn

0 + pŵpn

1 + · · · + pn−1ŵp
n−1 where

ŵi ∈ OCp
/pnOCp

is any lifting of wi. This induces a ring homomorphism:

lim←−
n

Wn(OCp
/pOCp

) −→ OCp

with [w0] + p[w1] + · · · + pn−1[wn−1] 7→ [wp
0 ] + p[wp

1 ] + · · · + pn−2[wp
n−2]

as transition maps on the left hand side. But then, one easily checks that
W (R) ∼→ lim←−n

Wn(OCp
/pOCp

) and that the induced ring homomorphism
W (R)→ OCp

is exactly θ. It is clear that θ(p− [p]) = 0. Assume θ
(
[x0] +

p(
∑+∞

n=1[xn]pn−1)
)

= 0, then one can deduce x0 = p · x′0 in R (using that
val(x̂0) ≥ 1). Hence

∑+∞
n=0[xn]pn = (p − [p])[x′0] + p(

∑+∞
n=0[yn]pn) with

θ(
∑+∞

n=0[yn]pn) = 0. Since W (R) is separated and complete for the p-adic
topology, a straightforward induction yields

∑+∞
n=0[xn]pn ∈ (p − [p])W (R).

Definition 2.1.2. We define B+
dR to be the completion of W (R)[ 1p ] with

respect to the (p− [p])-adic topology and BdR to be its fraction field, i.e.:

B+
dR := lim←−

n

W (R)[ 1p ]

(p− [p])n
BdR := Frac(B+

dR).

Note that B+
dR is a complete discrete valuation ring of maximal ideal

(p− [p]) and residue field B+
dR/(p− [p]) ' Cp, i.e. B+

dR (resp. BdR) is non
canonically isomorphic to Cp[[T ]] (resp. Cp((T ))). Since θ(p − [p]) = 0,
θ extends to a surjection θ : B+

dR → Cp and the action of GQp
on W (R)
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also extends to B+
dR and BdR (as this action preserves Ker(θ)). We define

a filtration on BdR by FilmBdR := (p − [p])mB+
dR if m ∈ Z. In particular

Fil0BdR = B+
dR. Let ε(n) be the image in OCp/p of a compatible system

of pn-roots of 1 and let ε := (ε(n))n ∈ R. Then, [ε] − 1 ∈ Ker(θ) and
one can check log([ε]) is a uniformizer of B+

dR (i.e. generates Ker(θ)). For
any g ∈ GQp

, g(log([ε])) = ε(g)log([ε]) where ε : GQp
→ Z×p is the p-adic

cyclotomic character. In the sequel, we set t := log([ε]) (well defined up to
a scalar in Z×p ).

Lemma 2.1.3. For any finite extension F ⊂ Qp, there is a natural
identification (B+

dR)GF = BGF

dR ' F such that the diagram:

F ↪→ B+
dR

‖ ↓ θ

F ↪→ Cp

is commutative and GQp
-equivariant.

Proof. We will prove that, for m ∈ Z≤0, (FilmBdR)GF ' F . It will
be clear from the proof that the above diagram is equivariant and com-
mutative (using that θ(Fil1BdR) = 0). Since t is a uniformizer of B+

dR,
we have FilmBdR/Film+1BdR ' Cp(m) := Cp ⊗Qp

εm for any m ∈ Zp,
this isomorphism being GQp

-equivariant. But it is a result of Tate (see
[38]) that H0(GF ,Cp(m)) = 0 if m 6= 0 and = F if m = 0. Hence
(FilmBdR/Film+1BdR)GF = 0 iff m 6= 0 and = F otherwise. Using the
exact sequences:

0 −→ FilmBdR

Film+rBdR

−→ FilmBdR

Film+r+1BdR

−→ Film+rBdR

Film+r+1BdR

−→ 0,

applying the functor “GF -invariants” and taking the projective limit on r
yield the result.

2.2 Acris, B+
cris and Bcris

We call σ the Frobenius automorphism on W (R).

Definition 2.2.1. We define Acris to be the p-adic completion of the
divided power envelope of W (R) with respect to Ker(θ), i.e.:

Acris :=

{
+∞∑
n=0

wn

(p− [p])n

n!
, wn ∈W (R), wn → 0

}
⊂ B+

dR.

We define B+
cris := Acris[1/p] and Bcris := B+

cris[1/t].
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Since σ(p− [p]) ≡ (p− [p])p (p) in W (R), σ extends to a Frobenius en-
domorphism ϕ : Acris → Acris (resp. on B+

cris and Bcris). Since GQp pre-
serves the ideal (p−[p])W (R), its action extends to Acris (resp. to B+

cris and
Bcris). Note that t =

∑+∞
n=1(−1)n+1 ([ε]−1)n

n ∈ Acris since ([ε]−1)n

n ∈ (n −
1)!

(p−[p])n

n! W (R) and (n− 1)! → 0. Finally, for m ∈ Z, define FilmAcris :=
Acris ∩ FilmBdR (resp. FilmB+

cris and FilmBcris) and note that GQp
pre-

serves FilmAcris. Moreover ϕ(FilmAcris) ⊂ pm

m! Acris. In particular, one has
ϕ(FilmAcris) ⊂ pmAcris for 0 ≤ m ≤ p− 1.

Before switching to B+
st, we mention the cohomological interpretation of

Acris (a fact of high importance in the proofs of the so-called “comparison
theorems”).

Proposition 2.2.2. For m ∈ Z≥0, we have:

FilmAcris ' lim←−
n

H0
cris

(( Zp

pZp

/Wn(Fp)
)

cris
, J [m]

)

where J [m] is the “usual” sheaf of ideals on the crystalline site
( Zp

pZp
/Wn(Fp)

)
cris

.

In particular Acris ' lim←−n
H0

cris

(
Zp

pZp
/Wn(Fp)

)
. This identification com-

mutes with GQp
and ϕ (=crystalline Frobenius on the right hand side).

2.3 B+
st and Bst

On the contrary to the other rings, B+
st and Bst (and also Âst, see §2.4), to-

gether with all their structures, depend upon the choice of an element π ∈ Zp

such that val(π) > 0. We choose such an element and let F := Qp(π) and
F0 ⊂ F its maximal unramified subfield.

Let π := (π(n))n ∈ R where π(n) is the image in OCp
/p of a compatible

system of pn-roots of π and define:

log
[π]
π

:=
+∞∑
n=1

(−1)n+1

(
[π]
π − 1

)n

n
∈ B+

dR

(recall [π]
π − 1 ∈ Ker(θ)).

Definition 2.3.1. We define B+
st(π) to be the subring of B+

dR generated
by B+

cris and log [π]
π and Bst(π) := B+

st(π)[1/t].
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Theorem 2.3.2 ([21]). The element log [π]
π ∈ BdR is transcendantal over

Bcris. In particular B+
st(π) ' B+

cris[log
[π]
π ].

Lemma 2.3.3. As subrings of B+
dR and BdR, B+

st(π) and Bst(π) do not
depend on the choice of the (π(n))n (but depend on the choice of π).

Proof. Replacing π by π · ε where ε is as in §2.1 changes log [π]
π into log [π]

π +
log[ε]. But log[ε] ∈ B+

cris.

We write for short B+
st (resp. Bst) instead of B+

st(π) (resp. Bst(π)) and
endow now these rings with more structures.
We define FilmB+

st := B+
st ∩ FilmBdR (resp. FilmBst := Bst ∩ FilmBdR).

We have log [π]
π ∈ Fil1B+

st, but the filtration on B+
st is NOT the convolution

filtration, i.e.
∑m

i=0(Film−iB+
cris)

(
log [π]

π

)i  FilmB+
st if m ≥ 2.

Example 2.3.4. Assume π2 = p, then
(
1 + log [π]

π

)2 − [π]2

p ∈ Fil2B+
st, but

/∈
∑2

i=0(Fil2−iB+
cris)

(
log [π]

π

)i.
For any g ∈ GF , g

(
log [π]

π

)
= log [π]

π +log[ε(g)] where ε(g) := (ε(n)(g))n ∈

R is such that ε(n)(g) is the image inOCp
/p of g(π(n))

π(n) . Hence, B+
st and Bst as

subrings of BdR are preserved by GF . We state without proof the following
lemma (see [21]):

Lemma 2.3.5. Let F ′ ⊂ Qp be a finite extension of F and F ′
0 its maximal

unramified subfield.
(i) (B+

st)GF ′ = B
GF ′
st = F ′

0,
(ii) the map F ′ ⊗F ′

0
Bst → BdR is injective.

We define B+
st,F := F ⊗F0 B+

st (resp. Bst,F = · · · ) and FilmB+
st,F :=

B+
st,F ∩ FilmBdR (resp. FilmBst,F = · · · ). Beware that F ⊗F0 FilmB+

st (
FilmB+

st,F if m ≥ 1.

Example 2.3.6. [π]− π ∈ Fil1B+
st,F , but /∈ F ⊗F0 Fil1B+

st.

We finally endow B+
st and Bst with a Frobenius ϕ which is the already

defined ϕ on Bcris and satisfies ϕ(log [π]
π ) = plog [π]

π , and with a Bcris-
derivation N such that N(log [π]

π ) = 1. Note that Nϕ = pϕN but that
N(FilmB+

st) * Film−1B+
st if m ≥ 2 (look at Example 2.3.4).

Proposition 2.3.7. (i) The package (B+
st,Fil·B+

st, ϕ,N,GF ) doesn’t de-
pend up to isomorphism on the choice of the (π(n))n (resp. with Bst).
(ii) Furthermore, the package (B+

st, ϕ,N,GF ) doesn’t depend up to isomor-
phism on the choice of π in F (resp. with Bst).
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Proof. (i) See the proof of Lemma 2.3.3. The B+
cris-linear map such that

log [πε]
π 7→ log [π]

π + log[ε] is compatible with all the structures.
(ii) Replace π by πw with w ∈ O×F and let w := (w(n))n ∈ R where w(n)

is the image in OCp
/p of a compatible system of pn-roots of w. Let [w] ∈

OF0 ⊂ B+
st be the Teichmüller representative of the image of w in Fp. Then

the B+
cris-linear map such that log [πw]

πw 7→ log [π]
π + log [w]

[w] is compatible with

all the structures except the filtration since log [w]
[w] /∈ Fil1B+

st in general (note

that log [w]
[w] is well defined in B+

cris by the usual expansion).

Note however that B+
st(πw) and B+

st(π) do not coincide in general as
subrings of B+

dR.

2.4 Âst

The ring Âst came out of trying to give a cohomological definition of B+
st

analogous to the one of Proposition 2.2.2. Quite surprisingly, Kato found
in [30] that it was necessary for that to “enlarge” B+

st (see Lemma 2.4.2).
It is also the ring Âst that one has to use in order to produce lattices in
semi-stable p-adic representations (see Lecture 4). We give here its brute
definition, its link with B+

st and mention its cohomological definition. This
ring Âst will be of high importance in the sequel. We keep the notations of
§2.3.

As a ring, Âst is isomorphic to the p-adic completion of the divided
powers polynomial ring in one variable X over Acris, i.e.:

Âst :=

{
+∞∑
n=0

an
Xn

n!
, an ∈ Acris, an → 0

}

(recall Acris is p-adically complete). For n ∈ N, let Âst

≥n
⊂ Âst be the

subring of elements such that a0, . . . , an−1 = 0. We define:

• FilmÂst :=
∑m

i=0 Film−iAcris · Xi

i! + Âst

≥m+1

• for g ∈ GF , g(
∑

an
Xn

n! ) =
∑

g(an) g(X)n

n! where g(X) := [ε(g)]X+[ε(g)]−1
([ε(g)] as in §2.3 using the choice of the (π(n))n)

• ϕ(
∑

an
Xn

n! ) =
∑

ϕ(an)ϕ(X)n

n! where ϕ(X) := (1 + X)p − 1
• N(

∑
an

Xn

n! ) =
∑

an
N(X)n

n! where N(X) := 1 + X.

The following straightforward lemma sums up the relations between
these structures:
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Lemma 2.4.1. (i) GF preserves the filtration and commutes with ϕ, N

(ii) N(FilmÂst) ⊂ Film−1Âst

(iii) Nϕ = pϕN

(iv) ϕ(FilmÂst) ⊂ pmÂst if m ≤ p− 1.

The link with B+
st is provided by the following lemma, essentially due to

Kato:

Lemma 2.4.2. (i) We have B+
cris[log(1 + X)] ' {x ∈ Âst[1/p] | Nn(x) =

0 for some n ∈ N} where log(1 + X) is the usual expansion of log in X.
(ii) The map Âst[1/p] → B+

dR, X 7→ [π]
π − 1 induces an isomorphism

B+
cris[log(1 + X)] ∼→ B+

st which is compatible with ϕ, N and GF (but only
induces inclusions Film(B+

cris[log(1 + X)]) ( FilmB+
st).

Proof. (i) One easily checks that N((log(1+X))n) = n(log(1+X))n−1 and
that Ker(N) = B+

cris. By induction, assume Ker(Nn) = B+
cris+B+

crislog(1+
X)+ · · ·+B+

cris(log(1+X))n−1 and let x ∈ Âst[1/p] such that Nn+1(x) = 0.
Then Nn(x) = b ∈ B+

cris and Nn(x − b
n! (log(1 + X))n) = 0 which implies

x ∈ B+
cris + · · ·+ B+

cris(log(1 + X))n by induction.
(ii) is obvious if one carefully compares the definitions of ϕ, N , GF and Fil
on Âst and B+

st. See Example 2.3.4 for the last statement.

As a summary, B+
st is the part of Âst[1/p] where N is nilpotent, except

that its filtration is finer than the induced filtration. Before we state (for the
sake of completeness) the cohomological interpretation of Âst, we mention
without proof the following lemma (due to the author, see [7]):

Lemma 2.4.3. Let e := [F : F0], [n/e] the euclidian quotient of n by e

(n ∈ N) and S :=
{∑+∞

n=0 wn
un

[n/e]! , wn ∈ OF0 , wn → 0
}
. The continuous

OF0-linear map S → Âst such that u 7→ [π](1 + X)−1 induces an isomor-

phism S
∼→ Âst

GF

.

Of course, it is easily checked that [π](1 + X)−1 is Galois invariant.
Hence, we see that Âst is naturally an S-algebra. This will somewhat moti-
vate the following result (due to Kato), that we only state in a vague form
(see [30] or [5]):

Proposition 2.4.4. Let Sn := S/pnS. We have an identification Âst '
lim←−n

H0
log−cris

(
Zp

pZp
/Sn

)
which is compatible with all the structures.

Here, H0
log−cris is log-crystalline cohomology, we need to endow Zp

pZp
and

Sn with log-structures and we see Zp

pZp
as an Sn-algebra via u 7→ π. See
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Lecture 5 for a little bit more (but not much) on log-schemes and log-
structures.

3 Lecture 3: Potentially semi-stable repre-
sentations

I define potentially semi-stable representations and give their main proper-
ties.

3.1 Definition

Let F be a finite extension of Qp inside Qp, OF its ring of integers, F ⊂ Fp

its residue field, F0 ⊂ F its maximal unramified subfield, σ the (arithmetic)
Frobenius on F0, F unr the unramified closure of F inside Qp and f :=
[F : Fp]. To define Bst, we need to fix a uniformizer π ∈ F . If ` is any
prime number, an `-adic representation of GF is, by definition, a continuous
linear representation of GF on a finite dimensional Q`-vector space V . For
` 6= p, recall that a semi-stable `-adic representation of GF is an `-adic
representation such that the inertia acts unipotently.

Lemma 3.1.1. Assume ` 6= p. To give a semi-stable `-adic representation
of GF is equivalent to give a finite dimensional Q`-vector space endowed
with a continuous linear action of Gal(F unr/F ) (which plays the role of the
Frobenius) and with a nilpotent endomorphism N (the monodromy) such
that Nϕ = pfϕN where ϕ is the geometric Frobenius of Gal(F unr/F ).

Proof. Let V be a semi-stable `-adic representation of GF , (πn)n∈N a com-
patible system of `n-roots of π and t` : IF → Z`(1) ' Z` the character
defined by t`(g) := ( g(πn)

πn
)n∈N. Since Ker(t`) has pro-order prime to ` and

acts unipotently on V , it must act trivially. Hence, IF acts through Z`(1)
and we set N := 1

t`(g) log(g) for g ∈ IF (this is independant of g). Since:

Gal(F unr(πn, n ∈ N)/F ) ' Gal(F unr(πn, n ∈ N)/F unr) ·Gal(F unr/F )

(semi-direct product), we get the action of Gal(F unr/F ) with the desired
commutativity.

Lemma 3.1.2. (i) Let V be a p-adic representation of GF , then:

dimF0(Bst ⊗Qp
V )GF ≤ dimQp

(V ).

(ii) If dimF0(Bst ⊗Qp
V )GF = dimQp

(V ), then:

Bst ⊗F0 (Bst ⊗Qp
V )GF

∼−→ Bst ⊗Qp
V.

13



Proof. (i) Let Dst(V ) := (Bst ⊗Qp
V )GF and αst(V ) : Bst ⊗F0 Dst(V ) →

Bst ⊗Qp
V , b ⊗ x 7→ bx. Since Bst is a domain, it is enough to prove that

αst(V ) is injective after extending scalars to Frac(Bst). Assume not and
let n be the smallest integer such that there exists b1, . . . , bn ∈ Frac(Bst)×

and x1, . . . , xn ∈ Dst(V ) satisfying
∑n

i=1 bi ⊗ xi 7→ 0 and
∑n

i=1 bi ⊗ xi 6= 0.
We can assume b1 = 1 and n ≥ 2. Then x1 +

∑n
i=2 g(bi) ⊗ xi 7→ 0, which

implies g(bi) = bi, ∀i by the minimality of n. But one can prove that
(Frac(Bst))GF = F0 (this is a consequence of Frac(Bst) ⊂ BdR, BGF

dR = F
and F⊗F0Bst ↪→ BdR), thus bi ∈ F0 which implies

∑
bi⊗xi = 1⊗

∑
bixi = 0

and is impossible by assumption.
(ii) By (i), αst(V ) is injective. Let e1, . . . , ed be a basis of Dst(V ) and
v1, . . . , vd a basis of V . We have e1 ∧ . . . ∧ ed = det ⊗ v1 ∧ . . . ∧ vd in
Bst ⊗

∧d
Qp

V with det ∈ Bst. Since g(det) ∈ Qpdet for any g ∈ GF (as
GF acts trivially on Dst(V )), we have det ∈ B×

st (see Example 3.1.4). Thus
αst(V ) is also surjective.

Definition 3.1.3. (i) A p-adic representation V of GF is called semi-
stable if dimF0(Bst ⊗Qp

V )GF = dimQp
V .

(ii) A p-adic representation of GF is called potentially semi-stable if it be-
comes semi-stable when restricted to an open subgroup of GF .

If V is (potentially) semi-stable, then so is any Qp-subquotient of V (see
[22]). Note that Definition 3.1.3 only uses the structure of Qp[GF ]-module
of Bst and thus doesn’t depend on the choice of π (see Lecture 2).

Example 3.1.4. We will give several examples later. But let us give at
once the one dimensional case. Let V be a semi-stable representation of GF

of dimension 1, then I claim that V |IF
' εi|IF

for some i ∈ Z where ε is the p-
adic cyclotomic character. Since the action of GF on V is just a character η,
we have to find under which condition {λ ∈ Bst | g(λ) = η−1(g)λ,∀g ∈ GF }
is non zero (it is of dimension ≤ 1 by Lemma 3.1.2). But we have the
following result on Bst (see [21]): any Qp-subvector space of dimension
1 in Bst that is preserved by Galois is contained in W (Fp)[ 1p ]tZ where
t ∈ Bcris ⊂ Bst is the element defined in Lecture 2. Since g(t) = ε(g)t
and since the action of GF on W (Fp) is unramified, we are done.

3.2 Filtered (ϕ, N)-modules

Definition 3.1.3 is not very explicit. Fortunately, a recent result of Colmez
and Fontaine (see [13]) gives an alternative description of semi-stable p-adic
representations which is very explicit and gives a striking analogy with the
`-adic case. Define a filtered (ϕ, N)-module to be a finite dimensional F0-
vector space D endowed with:

14



• a σ-linear injective map ϕ : D → D (the “Frobenius”)
• a linear map N : D → D such that Nϕ = pϕN (the “monodromy”)
• a decreasing filtration (FiliDF )i∈Z on DF := F ⊗F0 D by F -vector sub-
spaces such that FiliDF = DF for i� 0 and FiliDF = 0 for i� 0.
The conditions on ϕ and N imply that N is nilpotent. If D is a filtered
(ϕ, N)-module of dimension d, so is ⊗d

F0
D by setting ϕ := ⊗dϕ, N :=

N⊗1⊗. . .⊗1+1⊗N⊗1 . . .⊗1+. . ., Fili(⊗d
F DF ) :=

∑
i1+...+id=i Fili1DF ⊗

. . . ⊗ FilidDF , and so is
∧d

F0
D by taking the image structures. Since

dimF0(
∧d

F0
D) = 1, there is a unique i0 ∈ Z such that Fili(

∧d
F DF ) =∧d

F DF for i ≤ i0 and Fili(
∧d

F DF ) = 0 for i > i0, and there is a unique
α0 ∈ Z such that, if e1 ∈

∧d
F0

D \ {0}, ϕ(e1) = λ0e1 with val(λ0) = α0. We
define (following Fontaine):

tH(D) := i0 tN (D) := α0.

By definition a filtered (ϕ, N)-submodule of D is a filtered (ϕ, N)-module
D′ equipped with an injection D′ ↪→ D that commutes with ϕ and N and
for which FiliD′

F = D′
F ∩ FiliDF .

Definition 3.2.1. A filtered (ϕ, N)-module D is called weakly admissible
if tH(D) = tN (D) and if tH(D′) ≤ tN (D′) for any filtered (ϕ, N)-submodule
D′ of D.

Lemma 3.2.2. Let V be a semi-stable p-adic representation of GF . Let
Dst(V ) := (Bst ⊗Qp V )GF and define (on Dst(V )) ϕ := ϕBst ⊗ Id, N :=
NBst

⊗ Id and FiliDst(V )F := (FiliBst,F ⊗ V ) ∩Dst(V )F . Then Dst(V ) is
a weakly admissible filtered (ϕ, N)-module.

Before giving the proof of this lemma, we give the 1-dimensional exam-
ple:

Example 3.2.3. Assume dimQp
V = 1. By Example 3.1.4, the action of

GF on V is a character ηεi where i ∈ Z and η is unramified. Hence Dst(V ) =
F0(λt−i ⊗ v1) where v1 ∈ V \ {0} and λ ∈ W (Fp) \ {0} satisfies g(λ) =
η−1(g)λ for g ∈ GF (one easily finds such a λ). This implies Dst(V ) = F0e1

with ϕ(e1) = σ(λ)
λ p−ie1, N(e1) = 0, e1 ∈ Fil−iDst(V )F and σ(λ)

λ ∈ W (F)×

(since σf (σ(λ)
λ ) = σ(λ)

λ ). In particular, Dst(V ) is clearly weakly admissible.

Proof. (sketch of proof of Lemma 3.2.2)
Let d := dimQp

V . If d = 1, this is OK by Example 3.2.3. The map
Bst ⊗F0

∧d
F0

Dst(V ) → Bst ⊗Qp

∧d
Qp

V is an isomorphism (since αst(V ) is

an isomorphism by Lemma 3.1.2). Thus
∧d

F0
Dst(V ) ' Dst(

∧d
Qp

V ) which
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implies tH(Dst(V )) = tN (Dst(V )) by the case d = 1. Let D′ ⊂ Dst(V ) be a
filtered (ϕ, N)-submodule of dimension d′. Then

∧d′

F0
D′ ⊂

∧d′

F0
Dst(V ) is a

filtered (ϕ, N)-submodule of dimension 1. Assume tH(D′) ≥ tN (D′) and let
∆ be the same (ϕ, N)-module as

∧d′

F0
D′ but with tH(∆) = tN (D′). Then,

by the case d = 1, ∆ = Dst(V ′) for some V ′ of dimension 1 and the mor-
phism of filtered (ϕ, N)-modules ∆ →

∧d′

F0
Dst(V ) induces a commutative

diagram:
Bst ⊗F0 ∆ ∼−→ Bst ⊗Qp

V ′

↓ ↓
Bst ⊗F0

∧d′

F0
Dst(V ) ∼−→ Bst ⊗Qp

∧d′

Qp
V.

From this diagram, we can deduce first that V ′ ⊂
∧d′

Qp
V (taking Fil0ϕ=1

N=0

on the right hand side) and second that tH(∆) = tN (D′) must be the
induced filtration by

∧d′

F Dst(V )F (looking again on the right hand side).
But this filtration is greater or equal than tH(D′) (≥ tH(∆)), thus tH(∆) =
tH(D′) = tN (D′). Finally, we always have tH(D′) ≤ tN (D′).

The aforementioned result of Colmez and Fontaine is:

Theorem 3.2.4. ([10]) The functor Dst : V 7→ (Bst ⊗Qp V )GF estab-
lishes an equivalence of categories between the category of semi-stable p-adic
representations of GF and the category of weakly admissible filtered (ϕ, N)-
modules.

The functor Dst does depend on the choice of π but the (ϕ, N)-module
Dst(V ) (forgetting the filtration) doesn’t by Proposition 2.3.7 (ii). When
N = 0 on Dst(V ) (this doesn’t depend on π), V is said to be crystalline and
in that case Dst(V ) with its full structure doesn’t depend on π. In the se-
quel, we will often use the contravariant functor D∗

st(V ) := Dst(V ∗), where
V ∗ is the dual representation of V (semi-stable/crystalline if and only if V
is). If V has positive Hodge-Tate weights (i.e. if Fil0D∗

st(V )F = D∗
st(V )F ),

then we have D∗
st(V ) ' HomGF

(V,B+
st) and V ' Homϕ,N,Fil·(D∗

st(V ), B+
st).

In this last isomorphism, we mean F0-linear maps that commute with ϕ, N
and send FiliD∗

st(V )F to FiliB+
st,F .

In the rest of this course, we often consider p-adic representations of GF

which are finite dimensional E-vector spaces with E ⊂ Qp and [E : Qp] <
∞, i.e. which are endowed with an injection E ↪→ EndQp[GF ](V ). Their
corresponding filtered modules are free F0⊗Qp

E-modules with all structures
being E-linear. If F0 = Qp, we again get E-vector spaces. However, if F0 6=
Qp, the filtered F0⊗Qp

E-module (with ϕ and N) can be quite complicated.
In this course, we only deal with the case F0 = Qp.
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3.3 Potentially semi-stable representations and Weil-
Deligne representations

Recall that a representation of the Weil-Deligne group is a continuous rep-
resentation of WF on a finite dimensional vector space W (over an alge-
braically closed field of characteristic 0 with the discrete topology) together
with a nilpotent endomorphism N : V → V such that Ng = p−α(g)gN
where g ∈ WF and g 7→ Frobα(g) ∈ Gal(Fp/Fp) (α(g) ∈ Z≥0). Here Frob
denotes the absolute arithmetic Frobenius on Fp. Let V be a potentially
semi-stable `-adic representation of GF with ` = or 6= p. If ` 6= p, using
Lemma 3.1.1, it is easy to associate to V a representation of the Weil-Deligne
group. We show here (following Fontaine) that a similar construction also
exists for ` = p.

Let V be a potentially semi-stable p-adic representation of GF with
coefficient in E ⊂ Qp. Let F ′ ⊃ F be a Galois extension such that V |GF ′

is semi-stable and D := Dst(V |GF ′ ) = (Bst ⊗Qp
V )GF ′ which is endowed

with the residual action of Gal(F ′/F ). Thus, D is a free F ′
0 ⊗Qp

E-module
of rank dimEV endowed with a nilpotent F ′

0 ⊗Qp E-endomorphism N :
D → D. Let WF act F ′

0 ⊗Qp E-linearly on D via g 7→ g ◦ ϕ−α(g) (g =
image of g in Gal(F ′/F )). Since WF and N act linearly, if we write D ⊗E

Qp =
∏[F ′

0:Qp]
i=1 Di, each Di is naturally a representation of (WF , N) (the

commutativity condition is easily verified).

Lemma 3.3.1. The isomorphism class of Di as a representation of
(WF , N) doesn’t depend on the choice of F ′ or on i.

Proof. By a result of Deligne, there exists a Qp[WF ]-automorphism fi :
Di → Di such that N◦fi = 1

pfi◦N . Then one checks that ϕ◦fi : Di
∼→ Di+1

is a Qp-automorphism that commutes with both WF and N . To prove it
doesn’t depend on F ′, it is enough to show one can replace F ′ by F ′′ ⊃ F ′.
But then Dst(V |GF ′′ ) ' F ′′

0 ⊗F ′
0
Dst(V |GF ′ ), hence Dst(V |GF ′′ )⊗F ′′

0 ⊗E Qp '
Dst(V |GF ′ )⊗F ′

0⊗E Qp and the Di’s are the same.

The isomorphism class of Lemma 3.3.1 is by definition the Weil-Deligne
representation associated to V .

Example 3.3.2. Here is the filtered module corresponding under D∗
st

to a potentially crystalline representation of GQp with Hodge-Tate weights
(0, k−1) that becomes crystalline over F := Qp(π̃) = Qp(

p
√

1) where π̃p−1 =
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−p:
D = Ee1 ⊕ Ee2

ϕ(e1) = νe1

ϕ(e2) = pk−1

ν µe2

Filk−1(DF ) = F ⊗Qp
E(e1 + π̃ie2)

N = 0
g(e1) = e1

g(e2) = ω̃(g)−ie2

val(ν) ∈ [0, k − 1]
µ ∈ O×E
i ∈ {1, . . . , p− 2}
g ∈ Gal(F/Qp).

Here, ω̃ is the Teichmüller lift of the cyclotomic character modulo p. The
Weil-Deligne representation associated to this potentially crystalline repre-
sentation is:

W = Qpe1 ⊕Qpe2

N = 0
g(e1) = να(g)e1

g(e2) = ω̃(g)i(pk−1

ν µ)α(g)e2

(we have to dualize since we have used D∗
st).

3.4 Examples and relation to modular forms

Here are some other important explicit examples of weakly admissible fil-
tered modules for F = Qp. The corresponding representations are two
dimensional over some finite extension E of Qp inside Qp. Since I do not
want to make precise this extension, I loosely write Qp.

Example 3.4.1. (i) V crystalline and decomposable:
ϕ(e1) = pk−1µ1e1

ϕ(e2) = µ2e2

Filk−1D = Qpe1

µ1, µ2 ∈ Zp
×

(ii) V crystalline and indecomposable:
ϕ(e1) = pk−1(µ1e1 + e2)
ϕ(e2) = µ2e2

Filk−1D = Qpe1

µ1, µ2 ∈ Zp
×
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(iii) V crystalline and irreductible:
ϕ(e1) = pk−1µe2

ϕ(e2) = −e1 + νe2

Filk−1D = Qpe1

µ ∈ Zp
×

ν ∈ mZp

(iv) V semi-stable non crystalline:

ϕ(e1) = pk/2µe1

ϕ(e2) = pk/2−1µe2

Filk−1D = Qp(e1 − Le2)
N(e1) = e2

N(e2) = 0
µ ∈ Zp

×

L ∈ Qp.

We will see geometric examples of semi-stable representations in Lecture
5. Let us just say here that the cohomology of any “reasonnable” scheme
over F should be (is?) a potentially semi-stable representation.

To conclude this lecture, let us describe the filtered modules coming from
modular forms on Γ1(N) with either (p, N) = 1 or (p |N and (p, N

p ) = 1).
Fix embeddings Q ↪→ C and Q ↪→ Qp and let f be a normalized cuspidal
newform of weight k ≥ 2 on Γ1(N), N being any integer ≥ 1. Deligne,
using Grothendieck’s étale cohomology, constructed continuous irreducible
representations:

ρf,p : Gal(Q/Q)→ GL2(Qp)

satisfying the following properties (some of them were proven much later):
• detρf,p = εk−1χ
• ρf,p|GQ`

is unramified if (`,Np) = 1
• if (`,Np) = 1, then the characteristic polynomial of an arithmetic Frobe-
nius at ` is X2 − a`X + `k−1χ(`) where T`(f) = a`f
• ρf,p|GQp

is potentially semi-stable.

The following theorem will be studied in the other course:

Theorem 3.4.2 (Langlands, Deligne, Carayol, Saito). Up to F -
semi-simplification, WD(ρf,p|GQ`

) doesn’t depend on p.
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Recall that the semi-simplification of a Weil-Deligne representation is
the semi-simplification of the underlying Weil representation together with
the operator N (N still acts on the semi-simplification because N = 0 on
any irreducible subspace for the action of the Weil group). It is a conse-
quence of the p-adic Eichler-Shimura isomorphism (a very special case of
Faltings’ comparison theorems with coefficients, see [19]) that the Hodge-
Tate weights of ρf,p |GQp

are (0, k − 1), but in some cases, one can easily
draw this from 3.4.2 (see the last remark of this lecture). Together with
3.4.2 and, e.g., Lemma 4.2.2 of [15], we deduce the complete description of
ρf,p|GQp

when (p, N) = 1 or p ‖ N :
(i) If (p, N) = 1, then ρf,p|GQp

is crystalline and its filtered module (under
D∗

st) is as in Example 3.4.1 (i) or (ii) with µ1µ2 = χ(p) and pk−1µ1+µ2 = ap

if val(ap) = 0, or as in Example 3.4.1 (iii) with µ = χ(p) and ν = ap if
val(ap) > 0 (Tp(f) = apf).
(ii) If p ‖ N , then there are two cases:
• if p is prime to the conductor of χ, then ρf,p |GQp

is semi-stable (non
crystalline) and its filtered module (for the choice π = p) is as in Example
3.4.1 (iv) with L = Lp(f) and µ = ap

p
k
2−1

(this implies val(ap) = k
2 − 1).

• if p divides the conductor of χ, then ρf,p |GQp
becomes crystalline over

Qp(
p
√

1) and its filtered module is as in Example 3.3.2 with ν = ap and µ, i
such that µ = χ′(p) and χ = ω̃iχ′ with (p, cond(χ′)) = 1.

As far as I know, it is an open question to determine explicitly all the
filtered modules coming from modular forms when an arbitrary power of p
divides the level.

Remark 3.4.3. Because of the determinant, the Hodge-Tate weights are
necessarily (a, b) with a, b ≥ 0 and a + b = k − 1. When (p, N) = 1 and
val(ap) = 0, one checks the weak admissibility condition implies (a, b) =
(0, k − 1).

4 Lecture 4: Integral p-adic Hodge theory

We keep the same notations as for Lecture 3. We have seen how to build
semi-stable representations of GF from filtered modules. Since GF is com-
pact, these representations always admit Galois stable Zp-lattices. So one
can ask if there exists corresponding integral structures on the filtered mod-
ules. This lecture gives a conjectural answer to this question as soon as the
filtration (on the filtered module) doesn’t “spread” too much. The general
problem is still open, even conjecturally.
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4.1 Where S enters

We call σ the Frobenius automorphism on W (F). Let E(u) ∈ W (F)[u] be
the minimal polynomial of π (an Eisenstein polynomial of degree e := [F :
F0]) and S the p-adic completion of W (F)[u, uie

i! ]i∈N where u is an indeter-
minate. This ring is noting else than the ring S already introduced at the
end of Lecture 2. Thinking about Lemma 2.4.3 of Lecture 2, we endow S
with the following structures:
• a continuous σ-linear Frobenius still denoted σ : S → S such that
σ(u) = up

• a continuous linear derivation N : S → S such that N(u) = −u
• a decreasing filtration (FiliS)i∈N where FiliS is the p-adic completion of∑
j≥i

S E(u)j

j! (one checks E(u)j

j! ∈ S).

Note that Nσ = pσN , N(Fili+1S) ⊂ FiliS for i ∈ N and σ(FiliS) ⊂ piS for
i ∈ {0, ..., p−1}. In fact, these structures are exactly the structures induced
on S by Âst (see Lecture 2).

Let D be a weakly admissible filtered (ϕ, N)-module and assume Fil0DF =
DF (this is harmless since, up to twist, one can always assume Galois rep-
resentations have positive Hodge-Tate weights). Let:

D := S ⊗W (F) D

and define :
• ϕ := σ ⊗ ϕ : D → D
• N := N ⊗ Id + Id⊗N : D → D
• Fil0D := D and, by induction:

Fili+1D := {x ∈ D | N(x) ∈ FiliD and fπ(x) ∈ Fili+1DF }

where fπ : D � DF is defined by s(u)⊗ x 7→ s(π)x.

The filtered module D has the advantage over the filtered module D
that all of its data are defined at the same level (no need to extend scalars
to F ).

Example 4.1.1. In the following examples, we have F = F0 = Qp and
we choose π = p (hence E(u) = u− p).
(i) Assume D is as in Example 3.4.1 (i) or (ii) (with trivial coefficients for
simplicity), then one finds FiliD = S · e1 + FiliS ⊗ D if i ≤ k − 1 and
FiliD = Fili−k+1S · e1 + FiliS ⊗D if i > k − 1.
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(ii) Assume D is as in Example 3.4.1 (iv) (with trivial coefficients), then
the FiliD are more involved. For instance, if k − 1 ≥ 3, one finds:

Fil1D = S · (e1 − Le2) + Fil1S ⊗D

Fil2D = S · (e1 − Le2 +
u− p

p
e2) + Fil1S · (e1 − Le2) + Fil2S ⊗D

Fil3D = S ·
(

e1 − Le2 +
u− p

p
e2 −

1
2

(u− p)2

p2
e2

)
+Fil1S ·

(
e1 − Le2 +

u− p

p
e2

)
+ Fil2S · (e1 − Le2) + Fil3S ⊗D

etc.

4.2 Strongly divisible lattices

Now, we define integral structures inside the D’s:

Definition 4.2.1. Let D be a weakly admissible filtered (ϕ, N)-module
such that Film+1DF = 0 with m < p. A strongly divisible lattice (or module)
in D is an S-submodule M of D such that:
(1) M is free of finite rank over S and M[ 1p ] ∼→ D
(2) M is stable under ϕ and N
(3) ϕ(FilmM) ⊂ pmM where FilmM :=M∩ FilmD.

One can show this definition doesn’t depend on m (provided of course
Film+1DF = 0 and m < p). In fact, one can prove the following (see [2] and
[8]):

Theorem 4.2.2. The condition ϕ(FilmM) ⊂ pmM in Definition 4.2.1
is equivalent to the condition ϕ(FilmM) spans pmM.

The point is that once you have ϕ(FilmM) ⊂ pmM, the weak admissi-
bility of D forces ϕ(FilmM) to actually span pmM.

We will spend the next lecture giving non trivial examples of such mod-
ules. So, here is a trivial example:

Example 4.2.3. Let D be the trivial filtered module (i.e. D = F0 with
Fil1DF = 0, N = 0 and obvious ϕ). Then S is a strongly divisible lattice
in D = S[ 1p ].

LetM be a strongly divisible module in some S⊗W (F) D with D weakly
admissible as in Definition 4.2.1. Then one can associate toM the Zp[GF ]-
module:

T ∗st(M) := HomS,ϕ,N,Film(M, Âst)
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where one considers S-linear maps from M to Âst that commute with ϕ
and N and preserve Film. The action of GF is (g · f)(x) := g(f(x)). Note
that this is well defined since GF commutes with all the other structures.

Proposition 4.2.4. Let V be a semi-stable p-adic representation of GF

and D := D∗
st(V ). Assume Fil0DF = DF and Film+1DF = 0 with m < p.

LetM be a strongly divisible lattice in D := S⊗D, then T ∗st(M) is a Galois
stable Zp-lattice in V .

Proof. First, T ∗st(M) is clearly a Galois stable Zp-lattice in V ∗
st(D) :=

HomS,ϕ,N,Film(D, Âst[1/p]). By lemma 2.4.2 (Lecture 2) and using that
D = {x ∈ D | Nn(x) = 0 for some n ∈ N} (easy), we get that any f ∈
V ∗

st(D) sends D to B+
st. Also f(FilmD) ⊂ FilmÂst[1/p] implies f(FiliD) ⊂

FiliÂst[1/p] for any i ∈ N (easy again). For f ∈ V ∗
st(D), let f : DF → B+

dR

be the unique F -linear map such that the diagram:

D f−→ Âst[1/p]
fπ ↓ ↓

DF
f−→ B+

dR

commutes, where the map Âst[1/p] → B+
dR is that of Lemma 2.4.2 (ii).

Then, f(FiliDF ) ⊂ FiliB+
dR (one can check fπ : FiliD → FiliDF is surjec-

tive). We finally get a Qp[GF ]-linear map:

V ∗
st(D) −→ V ∗

st(D) := Homϕ,N,Fil·(D,B+
st) = V

sending f to f|D which is clearly injective. It is also surjective because one
can check that for any f ∈ V ∗

st(D), the map Id⊗f : D = S⊗D → S⊗B+
st ↪→

Âst[1/p] automatically respects the filtration (and it clearly respects the
rest). Hence, T ∗st(M) ⊂ V ∗

st(D) ' V is a Galois stable Zp-lattice.

Definition 4.2.5. Let D be a weakly admissible filtered module such that
Fil0DF = DF , FilmDF 6= 0 and Film+1DF = 0 (m ∈ N). We call D
unipotent if D has no non trivial quotient D (in the category of weakly
admissible filtered (ϕ, N)-modules; DF has the quotient filtration) such that
FilmDF = DF .

Conjecture 4.2.6. Let V be a semi-stable p-adic representation of GF

and D := D∗
st(V ). Assume Fil0DF = DF and Film+1DF = 0.

(i) If m < p − 1, the functor M 7→ T ∗st(M) induces an anti-equivalence of
categories between strongly divisible lattices of D = S ⊗ D and GF -stable
lattices of V .
(ii) If m = p− 1 and D is unipotent, the same holds.
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The following theorem sums up what is essentially known about this
conjecture:

Theorem 4.2.7. Conjecture 4.2.6 is true in the following two cases:
(i) m < p− 1 and F = F0

(ii) m < p− 1 and m ≤ 1.

Case (i) is proven in [8] using the torsion theory of the next §. Case (ii)
is proven in [6] and [3] using the theory of p-divisible groups (see Lecture
5).

4.3 Reducing modulo p

As with Galois lattices, it is tempting to reduce strongly divisible lattices
modulo p. To do this, we first give an alternative definition of strongly
divisible lattices (Theorem 4.3.2) from which we derive the definition of a
category of “torsion strongly divisible modules”.

For m < p, let Cm be the category of quadruples (M,FilmM, ϕm, N)
where:
• M is an S-module
• FilmM⊂M is an S-submodule containing (FilmS)M
• ϕm : FilmM → M is an additive map such that ϕm(sx) = σ(s)ϕm(x)
(s ∈ S, x ∈ FilmM) and ϕm(sx) =

σ
pm (s)

σ
pm (E(u)m)ϕm(E(u)mx) (s ∈ FilmS,

x ∈M)
• N : M → M is an additive map such that N(sx) = N(s)x + sN(x),
(Fil1S)N(FilmM) ⊂ FilmM and ϕm ◦ (E(u)N|Film) = σ

p (E(u))N ◦ ϕm.
Of course, morphisms in Cm are S-linear maps preserving all these struc-
tures. For simplicity, we will just denote by M an object of Cm. For any
M in Cm, define ϕ :M→M by ϕ(x) := pm

σ(E(u)m)ϕm(E(u)mx). If M has
no p-torsion, the knowledge of ϕm : FilmM→M is equivalent to that of ϕ
(via ϕm = ϕ

pm |Film). For instance, Âst, Âst/pnÂst and Âst ⊗Zp Qp/Zp are

objects of Cm for any m < p (recall ϕ(FilmÂst) ⊂ pmÂst if m < p).

Definition 4.3.1. A sequence 0 → M′ → M → M′′ → 0 in Cm is
exact if the two sequences of S-modules 0 → M′ → M → M′′ → 0 and
0→ FilmM′ → FilmM→ FilmM′′ → 0 are exact.

Define the category of strongly divisible modules of weight ≤ m as the
full subcategory of Cm of objects that are isomorphic to a strongly divisible
lattice in some S ⊗D with D weakly admissible as in Definition 4.2.1. One
can describe directly this category:
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Theorem 4.3.2. The category of strongly divisible modules of weight ≤ m
(m < p) is the full subcategory of Cm of objects M such that:
(i) M is free of finite rank over S
(ii) FilmM∩ pM = pFilmM
(iii) M is spanned by ϕm(FilmM).

The point is to prove that (1)M[1/p] ' S⊗D with D a filtered (ϕ, N)-
module (see [7]) and (2) D is weakly admissible (see [8]).

We introduce now the torsion analogue of strongly divisible modules,
which is motivated by Theorem 4.3.2.

Let Mm be the full subcategory of Cm of objects M such that:
• M ' ⊕n∈I(S/pnS)rn (I finite)
• M is spanned by ϕm(FilmM).
One can then prove in that case that FilmM∩ pnM = pnFilmM for any
n ∈ N. Define a functor to Galois representations by:

T ∗st(M) := HomCm(M, Âst ⊗Zp Qp/Zp).

Note that ifM is a strongly divisible module of weight ≤ m, thenM/pnM
is naturally an object ofMm for any n ∈ N.

Theorem 4.3.3. Assume F = F0 and m < p− 1.
(i) The category Mm is abelian.
(ii) The functor T ∗st is exact and fully faithful.
(iii) If M is a strongly divisible module of weight ≤ m, then:

T ∗st(M)/pnT ∗st(M) ' T ∗st(M/pnM).

Proof. (very rough sketch) For (i), we just refer the reader to [2]. For the
exactness in (ii), it is enough to prove that Ext1Cm(M, Âst ⊗Zp Qp/Zp) = 0
for simple objects M of Mm. But simple objects of Mm admit a simple
description which was already given by Fontaine and Laffaille in [23] twenty
years ago. Using this description (together with properties of Âst), one
explicitly builds a section M ↪→ E in Cm to any extension 0 → Âst ⊗Zp

Qp/Zp → E →M→ 0 in Cm. For the full faithfulness, one is reduced (by
exactness and a standard devissage) to prove that:
(1) HomMm(M′,M′′) = HomZp[GF ](T ∗st(M′′), T ∗st(M′))
(2) Ext1Mm(M′,M′′) ↪→ Ext1Zp[GF ](T

∗
st(M′′), T ∗st(M′))

for M′ and M′′ simple objects of Mm. (1) is done in [23] by explicit
computation (as already mentionned, simple objects of Mm were already
known). (2) is more delicate. One must prove that any extension 0→M′ →

25



M→M′′ → 0 inMm that splits on the Galois side already splits inMm.
This is done in three steps (and follows an idea of Faltings [20]). First, one
checks that pT ∗st(M) = 0 implies pM = 0 (one uses for this the exactness
of T ∗st and a direct computation of dimFpT ∗st(M) when pM = 0 which gives
dimFpT ∗st(M) = rkS/pSM). Second, one proves by explicit computations
on T ∗st(M) that any f ∈ T ∗st(M) is such that f(N(ϕm(FilmM))) = 0.
This implies N(ϕm(FilmM)) = 0. Using the relation ϕm ◦ (E(u)N|Film) =
σ
p (E(u))N ◦ ϕm, we get N(FilmM) ⊂ FilmM. This implies that M has a
simple description, and is in fact one of the objects introduced in [23] (as
are M′ and M′′). But we are done since full faithfulness of T ∗st is known
when restricted to such objects (this was first proved by tedious explicit
computations in [23], then a more conceptual proof was given recently in
[41]). (iii) is an easy corollary from (ii).

A first corollary of the above theorem is that if M ' ⊕n∈I(S/pnS)rn ,
then T ∗st(M) ' ⊕n∈I(Zp/pnZp)rn with the same rn. A second is the full
faithfulness in Theorem 4.2.7 (i) (we won’t really need the essential surjec-
tivity in the sequel, since we will only treat examples where explicit compu-
tations will directly furnish as many (isomorphism classes of) strongly di-
visible lattices as there are (isomorphism classes of) Galois stable lattices).
I’ll give several examples of applications of Theorem 4.3.3 in Lectures 8 and
9. In these applications, one has F0 = Qp and one works with additional
non trivial coefficients OE acting on objects of Mm (OE being the ring
of integers of a finite extension E of Qp). In particular, strongly divisible
modules are free S ⊗Zp

OE-modules of finite rank.

Let me finally mention that Theorem 4.3.3 should remain true more
generally for [F : F0]m < p− 1 (one lacks the full faithfulness).

5 Lecture 5: Various examples of strongly di-
visible modules

In this lecture, I will give various examples of strongly divisible modules.
In §5.1, I will describe concrete and explicit examples, in §5.2, I will give
examples coming from algebraic varieties and in §5.3, I will give examples
coming from p-divisible groups. Only §5.1 will be used in the sequel.

5.1 Explicit examples

In this §, S := {
∑∞

n=0 an
un

n! , an ∈ Zp, an → 0, [Qp(an)n∈N : Qp] <∞} and
π = p. I give examples of some strongly divisible lattices in D := S ⊗D for
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D as in Example 3.4.1 (Lecture 3).

Proposition 5.1.1. (i) Let D be as in Example 3.4.1 (i), (ii) or (iii)
with k ≤ p, then M := Se1 ⊕ Se2 is a strongly divisible lattice in S ⊗D.
(ii) Let D be as in Example 3.4.1 (iv) with k = 2:
• if val(L) < 1, then M := S p

Le1 ⊕ Se2 is a strongly divisible lattice in
S ⊗D
• if val(L) ≥ 1, thenM := Se1⊕Se2 is a strongly divisible lattice in S⊗D.

Proof. (i) is obvious. For (ii), in the first case, one easily checks that Fil1D∩
M = Fil1S · M+ S(−p

L e1 + pe2). Since ϕ(e2) = µe2 and ϕ
p (−p

L e1 + pe2) =
µ(−p

L e1 + e2), it is clearM is strongly divisible. In the second case, one has
Fil1D∩M = Fil1S ·M+S(e1−Le2). Since ϕ(e2) = µe2 and ϕ

p (e1−Le2) =
µ(e1 − L

p e2),M is strongly divisible.

It is much more delicate to find strongly divisible lattices in S⊗D for D
as in Example 3.4.1 with k ≥ 4 (and k ≤ p). We give below strongly divisible
lattices in the case k = 4 and, at least for one of them, the complete proof
that it is really strongly divisible. Recall from Lecture 4 that the filtration
on D := S ⊗D (or just the Fil3) is this time more involved:

Fil3D = Fil3S · D +
{

C0(e1 − Le2) +
u− p

p

(
C1(e1 − Le2) + C0e2

)
+

(u− p)2

p2

(
C2(e1 − Le2) +

(
C1 −

C0

2
)
e2

)
, Ci ∈ Qp

}
.

In the sequel, we set γ := (u−p)p

p ∈ FilpS and we note that s + γ ∈ S× if
s ∈ S×.

Theorem 5.1.2. Let D be as in Example 3.4.1 (iv) with k = 4 (and
p ≥ 5).
(i) If val(L+ 3/2) = 0 and val(L+ 2) < 1, then:

M1 := S
(
e1 +

γ

1 + γ

2− L
p

e2

)
⊕ S
L+ 2

p
e2

M2 := S
(
e1 −

L+ 3
2 − 2γ + 1

2γ2

p
e2

)
⊕ Se2

are non isomorphic strongly divisible lattices in S ⊗D.
(ii) If val(L+ 3/2) = 0 and val(L+ 2) ≥ 1, then:

M1 := S
(
e1 +

γ

1 + γ

2− L
p

e2

)
⊕ Se2

M2 := S
(
e1 −

L+ 3
2 − 2γ + 1

2γ2

p
e2

)
⊕ Se2
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are non isomorphic strongly divisible lattices in S ⊗D.
(iii) If val(L+ 3/2) > 0, then:

M := S
(
e1 +

γ

1 + γ

2− L
p

e2

)
⊕ S

e2

p
= Se1 ⊕ S

e2

p

is a strongly divisible lattice in S ⊗D.
(iv) If val(L+ 3/2) < 0 i.e. val(L) < 0, then:

M := S
(
e1 −

L+ 3
2 − 2γ + 1

2γ2

p
e2

)
⊕ SLe2

is a strongly divisible lattice in S ⊗D.

Proof. (sketch) For reasons of time, length and boredom of the audience,
I only give a complete proof for M1 (the other cases proceed in the same
way, and the brave reader can find them in much greater generality in
[10]). We have to prove that ϕ(Fil3M1) ⊂ p3M1 (see Lecture 4). Let
E1 := e1 + γ

1+γ
2−L

p e2, E2 := L+2
p e2 and note that M1 is stable under ϕ

and N , that e1 − E1 ∈ Fil3S · D and that γ ≡ up

p (p). By the previous
description of Fil3D, any element of Fil3D can be written x + y where
y ∈ Fil3S · D and x = x0 + (u− p)x1 + (u− p)2x2 with:

x0 = C0E1 −
pLC0

L+ 2
E2

x1 =
C1

p
E1 −

LC1 − C0

L+ 2
E2

x2 =
C2

p2
E1 −

LC2 − C1 + C0
2

p(L+ 2)
E2.

Let α := val(L + 2) (0 ≤ α < 1). Since (E1, E2) is a basis of D, any
element of Fil3D ∩ M1 can be written x + y where y ∈ Fil3S · M1 and
x is as above with C0 ∈ Zp, C1 ∈ pZp, C2 ∈ p2Zp, val(LC1 − C0) ≥
α and val(LC2 − C1 + C0

2 ) ≥ α + 1. This easily implies C0 ∈ pZp and
val(C0 − 2C1) ≥ α + 1. Moreover, since σ(γ) ∈ pp−1S, one checks that
ϕ(E1) + µγ(2−L)

1+γ pe2 ∈ p2M1, or equivalently ϕ(E1) + µup

p
2−L
1+ up

p

p2

L+2E2 ∈

p2M1 (which implies ϕ(E1) ∈ pM1). Using val(LC2 − C1 + C0
2 ) ≥ α + 1

and C2 ∈ p2Zp, one finds:

ϕ(x) =
[
C0+

(up

p
−1
)
C1

]
ϕ(E1)+µ

[(up

p
−1
)
(C0−LC1)−LC0

] p2

L+ 2
E2+p3z
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where z ∈ M1. Since Ci ∈ pZp, up to an element of p3M1 one can re-
place ϕ(E1) by −µup

p
2−L
1+ up

p

p2

L+2E2 and L by −2 in the above expression. A

straightforward computation then yields:

ϕ(x) = µ
[
C0−2C1 +

up

up + p

(
−3C0 +6C1 +

up

p
(C0−2C1)

)] p2

L+ 2
E2 +p3z

for some z ∈ M1. But since C0−2C1
L+2 ∈ pZp, we finally have ϕ(x) ∈ p3M1

and we are done.

5.2 Geometric examples

One can also realize strongly divisible modules as some cohomology groups.
This section and the next are purely expository.

We keep the notations of Lectures 3,4 (so S is now as in Lecture 4) and
we let X be a proper smooth scheme over Spec(F ) admitting a proper semi-
stable model X over OF (i.e. X has an étale covering which is smooth over
OF [X1, ..., Xr]/(X1 · · ·Xr − π) for some r). Let Y := X ×Spec(OF ) Spec(F)
and X1 := X ×Spec(OF ) Spec(OF /pOF ). In this situation, one can endow
X , Y and X1 with an extra data called a log-structure. We won’t need the
precise definition here (see [29]). Let us just say that, although the schemes
X , Y, X1 are not smooth, the log-schemes X , Y, X1 (i.e. endowed with
their log-structure) behave as “smooth objects”. This allows to apply the
techniques that worked in the smooth case, correctly modified. For m ∈ N
denote by:

Hm
ét (X ×F Qp,Zp) := lim←−Hm((X ×F Qp)ét,Z/pnZ)

Hm
ét (X ×F Qp,Qp) := Hm

ét (X ×F Qp,Zp)⊗Zp Qp

Grothendieck’s usual p-adic étale cohomology groups of X. By [39], Hm
ét (X×F

Qp,Qp) is a semi-stable p-adic representation of GF with Hodge-Tate weights
in {−m, ..., 0}. Moreover, if V m := Hm

ét (X ×F Qp,Qp)∗ (Qp-dual) and
Dm := D∗

st(V
m) is the associated filtered (ϕ, N)-module (as in Lecture 3),

then:

Dm ' Hm
log−cris(Y/W (F))⊗ F0 (1)

where:

Hm
log−cris(Y/W (F)) := lim←−Hm

log−cris

(
Y/Spec(Wn(F))

)
is the log-crystalline cohomology of the log-scheme Y with respect to the
base scheme Spec(Wn(F)) endowed with the log-structure

(
N→Wn(F), 1 7→
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0
)
. More precisely, it is proven in [28] that this cohomology is naturally en-

dowed with operators ϕ, N and that one has:

F ⊗W (F) Hm
log−cris(Y/W (F)) ' Hm

dR(X)

where Hm
dR(X) is the usual de Rham cohomology of X endowed with its

Hodge filtration, and it is proven in [39] that (1) is then an isomorphism of
filtered (ϕ, N)-modules.

Now we come to S. Define:

Dm := S ⊗W (F) Dm

and endow it with the same structures as in Lecture 4, §4.1. It is shown in
[28] that there is an isomorphism of S[1/p]-modules:

Dm ' Hm
log−cris(X1/S)⊗ F0

where:
Hm

log−cris(X1/S) := lim←−Hm
log−cris

(
X1/Spec(S/pnS)

)
is the log-crystalline cohomology of the log-scheme X1 with respect to the
base scheme Spec(S/pnS) endowed with the log-structure

(
N→ S/pnS, 1 7→

u
)
. Here the log-scheme X1 is viewed over Spec(S/pnS) via the embedding

Spec(OF /pOF ) ↪→ Spec(S/pnS), u 7→ π. Assume m < p and consider:

Tm := Zp−dual of
(
Hm

ét (X ×F Qp,Zp)/torsion
)

which is a Galois lattice in V m. Consider:

Mm := Hm
log−cris(X1/S)/torsion.

One can prove that Mm ⊂ Dm and that it is stable under ϕ and N ([28]).
But what is more interesting is thatMm is really a strongly divisible lattice
(at least in some cases) when m < p− 1:

Theorem 5.2.1. Assume either that F is unramified (and m + 1 < p) or
that m = 1 (and 2 < p), then Mm is a strongly divisible lattice in Dm and
its associated Galois lattice is isomorphic to Tm.

The first case is proven in [5] and the second in [18]. One can ask whether
this result doesn’t hold assuming only m < p− 1, or even m < p.
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5.3 Examples coming from p-divisible groups

Let F , OF , F, π be as in the previous section and let G be a p-divisible group
over OF . Recall that, by definition, G = (G[n], in)n∈N where G[n] is a finite
flat commutative OF -group scheme killed by pn and in : G[n] → G[n + 1]
is a group scheme homomorphism such that the sequence 0 → G[n] in→
G[n + 1]

pn

→ G[n + 1] is exact.
Let G1 := G ×Spec(OF ) Spec(OF /p). Berthelot, Breen and Messing, gener-
alizing ideas of Grothendieck, have associated to G1 a crystal D(G1) (see
[1]) whose evaluation on the thickening Spec(OF /p) ↪→ Spec(S), u 7→ π we
denote by M(G). This is a free S-module of finite rank equipped with a
σ-linear endomorphism ϕ :M(G)→M(G) (the crystalline Frobenius) and
the data (M(G), ϕ) only depends on G1. Now, let G′ be a deformation of
G over Spec(S) (S as in Lecture 4), i.e. a p-divisible group over S such that
the diagram:

G ↪→ G′

↓ ↓
Spec(OF ) ↪→ Spec(S)

is cartesian (such a G′ always exists in our situation). Associated to G′, we
have the Hodge filtration M1(G′) ⊂ M(G) which is a direct summand as
an S-module. Define:

Fil1M(G) :=M1(G′) + Fil1S · M(G) ⊂M(G),

one can prove that Fil1M(G) only depends on G and not on the deformation
G′ and that, at least for p > 2, ϕ(Fil1M(G)) ⊂ pM(G) and ϕ

p (Fil1M(G))
generatesM(G) over S (see e.g. [6] or [18]). This gives a contravariant func-
tor from p-divisible groups over OF to the category of triples (M,Fil1M, ϕ)
satisfying the above properties. It is proven in [6] that this functor is an
equivalence of categories. Moreover, one has the easy lemma:

Lemma 5.3.1 ([6]). Every (M,Fil1M, ϕ) as above can be endowed with
a unique additive map N :M→M such that:
(i) N(sx) = N(s)x + sN(x), ∀s ∈ S, x ∈M
(ii) Nϕ = pϕN

(iii) N(M) ⊂ uM+
∑

i≥1
uie

i! M.

All this finally gives a way (in theory) to obtain examples of strongly
divisible modules:

Corollary 5.3.2. Assume p 6= 2. There is an anti-equivalence of cate-
gories between p-divisible groups over OF and strongly divisible modulesM
of weight ≤ 1 such that N(M) ⊂ uM+

∑
i≥1

uie

i! M.
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6 Lecture 6: Mazur’s deformation theory and
local deformation rings

For simplicity, we now write Gp instead of GQp , Wp for the Weil subgroup
and Ip for the inertia subgroup. We give the main statement of deformation
theory for representations of a profinite group G, namely the existence of a
“universal” deformation, together with a sketch of the proof. Then we define
the deformation rings that are relevant in p-adic Hodge theory (for G = Gp)
as suitable quotients of the coefficient ring of the universal deformation. For
§6.1 and §6.2, we have heavily used [37].

6.1 The main statement

Let G be a profinite group, F ⊂ Fp a finite field and T a finite dimensional
F-vector space endowed with the discrete topology and with a continuous
action of G. We assume H1(G, EndF(T )) to be finite dimensional over F
(where G acts on EndF(T ) by g · f := g ◦ f ◦ g−1). This holds for instance
when G is the Galois group of a local field with finite residue field. Let O be
a complete discrete valuation ring with residue field F and C the category
of local topological O-algebras A such that the natural map O → A/mA

is surjective and the map A → lim←−a
A/a from A to its discrete artinian

quotients is a topological isomorphism. If A is noetherian, this is equivalent
to having a topological isomorphism A ' lim←−A/mm

A .

Definition 6.1.1. Let A ∈ C.
(i) A representation of G over A, or a A-representation, is a finitely gener-
ated free A-module T with a continuous A-linear action of G (for the product
topology on T ' An).
(ii) A deformation of T over A, or a A-deformation, is an isomorphism
class of A-representations T of G for which T ⊗A/mA ' T .

We denote by Def(T , A) the set of A-deformations of T .

Theorem 6.1.2. (Mazur) Assume EndF[G](T ) = F.
(i) There are a ring R ∈ C and a deformation D ∈ Def(T , R) such that for
any A ∈ C, we have a bijection HomC(R,A) ∼→ Def(T , A), f 7→ D ⊗R,f A.
(ii) The pair (R,D) is unique up to unique isomorphism.
(iii) The ring R is noetherian, mR-adically complete and for any A ∈ C, we
have a bijection HomC(R,A) ∼→ HomO−alg(R,A).
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6.2 Idea of the proof

Note that (ii) of Theorem 6.1.2 follows from (i) by uniqueness of universal
objects.

Fix once and for all a basis v1, . . . , vn of T so that one can write the
action of G on T as a continuous group homomorphism ρ : G → GLn(F).
For any A ∈ C, let Homρ(G, GLn(A)) be the set of continuous group homo-
morphisms G→ GLn(A) such that G→ GLn(A)→ GLn(F) is ρ.

Proposition 6.2.1. There are a ring R̃ ∈ C and a map ρ̃ ∈
Homρ(G, GLn(R̃)) such that for any A ∈ C, we have a bijection:

HomC(R̃, A) ∼→ Homρ(G, GLn(A)), f̃ 7→
(
G→ GLn(R̃)

f̃→ GLn(A)
)
.

Moreover, the pair (R̃, ρ̃) is determined up to unique isomorphism.

Proof. (sketch) The uniqueness property follows again from the universal
property. Assume first that G is finite and denote by e its identity element.
Let O[G, n] be the commutative O-algebra whose generators are Xg

ij for
g ∈ G and 1 ≤ i, j ≤ n and whose relations are Xe

ij := 1 if i = j, Xe
ij := 0 if

i 6= j and Xgh
ij :=

∑n
`=1 Xg

i`X
h
`j for g, h ∈ G and 1 ≤ i, j ≤ n (for instance

O[G, 1] is the group algebra of Gab). For every O-algebra A, one has a bi-
jection HomO−alg(O[G, n], A) ' Hom(G, GLn(A)), f 7→

(
g 7→ (f(Xg

ij))i,j

)
.

In particular, ρ gives rise to a morphism O[G, n] → F whose kernel is a
maximal ideal mρ of O[G, n]. Let R̃ be the completion of O[G, n] at mρ,
then R̃ ∈ C, is noetherian and the canonical map O[G, n] → R̃ gives a
morphism ρ̃ ∈ Homρ(G, GLn(R̃)). Let A ∈ C and ρ ∈ Homρ(G, GLn(A)), ρ
corresponds to a unique O-algebra homomorphism f : O[G, n]→ A and we
have f(mρ) ⊂ mA. Since any mA-Cauchy sequence in A converges (because
any ideal a such that A/a is artinian contains some mn

A), it extends uniquely
to a (continuous) O-algebra homomorphism f̃ : R̃→ A and the diagram:

G
ρ̃−→ GLn(R̃)

‖ ↓ f̃

G
ρ−→ GLn(A)

commutes. This gives the isomorphism HomC(R̃, A) ' Homρ(G, GLn(A))
in the case G is finite. For the general case, write G = lim←−H, H ranging over
those finite quotients of G for which ρ factors through ρH : H → GLn(F).
The above construction produces a projective system (RH)H in C and a
compatible system of group homomorphisms ρ̃H : H → GLn(RH). We
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then define R̃ := lim←−RH ∈ C and ρ̃ := lim←−ρ̃H . For the last details, see
[37].

Note that the condition EndF[G](T ) = F is not needed in the proof
of Proposition 6.2.1 and that if O is replaced by O′ with O ⊂ O′ (and
F ⊂ F′ := O′/mO′), then R̃ is replaced by R̃⊗O O′.

Assume first that T is absolutely irreducible, i.e. T ⊗F Fp is irreducible.
This implies in particular Fp = EndFp[G](T ⊗F Fp) ' EndF[G](T ) ⊗F Fp

hence EndF[G](T ) = F. We omit the proof of the following lemma (see [37]):

Lemma 6.2.2. (Serre, Carayol) Assume T is absolutely irreducible. Let
A′ ⊂ A be an inclusion in C and T ∈ Def(T , A). Suppose A′ contains
the traces of all endomorphisms of T coming from G, then there is T ′ ∈
Def(T , A′) such that T ' T ′ ⊗A′ A.

This lemma says one can realize any residually irreducible representation
(or deformation) over the ring generated by the traces.

Corollary 6.2.3. Assume T is absolutely irreducible, then statement (i)
of Theorem 6.1.2 holds.

Proof. Denote by R the smallest closed sub-O-algebra of R̃ that contains
the traces of all matrices ρ̃(g) for g ∈ G. Then R ∈ C and by 6.2.2, we
can realize ρ̃ over R. Let D be the corresponding deformation of T over
R, we have to show the map HomC(R,A) ∼→ Def(T , A) is surjective and
injective. Surjectivity comes from Proposition 6.2.1 since by Nakayama’s
lemma, one can always find a basis of any element of Def(T , A) lifting the
previous fixed basis of T . Let f, f ′ ∈ HomC(R,A) giving rise to isomorphic
representations. Then their traces are the same. This means f and f ′ agrees
on the dense subring of R generated by traces, hence on R by continuity.
This proves injectivity.

I explain now the general case EndF[G](T ) = F. The point is Lemma
6.2.2 which is not true anymore. One has to pass to a different subring of R̃
since it’s not sufficient to consider the traces. We keep our fixed basis of T .
Thanks to the assumption EndF[G](T ) = F, we can choose g1, . . . , gr ∈ G
such that the only matrices of Mn(F) commuting with ρ(g1), . . . , ρ(gr) are
the scalars and we fix M1, . . . ,Mr ∈ GLn(O) lifting ρ(g1), . . . , ρ(gr). For
any A ∈ C, let M0

n(A) := Mn(A)/A. We have M0
n(A) = M0

n(O)⊗O A. One
easily checks there is a split injection of O-modules:

iO : M0
n(O) ↪→ Mn(O)r

M 7→ (MMi −MiM)1≤i≤r
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and we fix a splitting πO : Mn(O)r � M0
n(O) of iO. Tensoring by A, we get

injections iA : M0
n(A) ↪→ Mn(A)r and surjections πA : Mn(A)r � M0

n(A)
such that πA ◦ iA = IdM0

n(A).

Definition 6.2.4. (Faltings) We say ρ ∈ Homρ(G, GLn(A)) is well placed
if πA

(
ρ(g1), . . . , ρ(gr)

)
= πA(M1, . . . ,Mr).

The following lemma plays the role of Lemma 6.2.2:

Lemma 6.2.5. (Faltings) For every ρ ∈ Homρ(G, GLn(A)) there is M ∈
GLn(A) reducing to 1 ∈ GLn(F) such that MρM−1 is well placed. Moreover
M is determined uniquely modulo scalars in 1 + mA.

Proof. Since any mA-Cauchy sequence converges in A, we can build M
modulo mm

A , mm+1
A , etc. For m = 1, it’s clear that M = Id works. Assume

we have M ∈ GLn(A) such that πA

(
(Mρ(gi)M−1)i

)
≡ πA

(
(Mi)i

)
(mm

A ).
Changing ρ into MρM−1, we see we have to find δ ∈ Mn(mm

A ) such that
πA

(
((1 + δ)ρ(gi)(1 + δ)−1)i

)
≡ πA

(
(Mi)i

)
(mm+1

A ) i.e.:

πA

(
(δρ(gi)− ρ(gi)δ)i

)
≡ πA

(
(Mi)i

)
− πA

(
(ρ(gi))i

)
(mm+1

A ).

Since ρ(gi) ≡Mi (mA), we have:

πA

(
(δρ(gi)− ρ(gi)δ)i

)
≡ πA

(
(δMi −Miδ)i

)
(mm+1

A ).

But πA

(
(δMi −Miδ)i

)
= πAiA(δ) = δ (still denoting δ the image of δ in

M0
n(A)). Hence, up to scalars in 1 + mA, we have only one possibility,

namely δ = πA

(
(Mi)i

)
− πA

(
(ρ(gi))i

)
∈Mn(mm

A ).

Corollary 6.2.6. Statement (i) of Theorem 6.1.2 holds.

Proof. By Lemma 6.2.5, let ρ be the well-placed conjugate of ρ̃ (see the proof
of 6.2.1). Denote by R the smallest closed sub-O-algebra of R̃ that contains
all entries of matrices ρ(g) for g ∈ G. Then R ∈ C and we can clearly
realize ρ over R. Let D be the corresponding deformation of T over R, we
have to show the map HomC(R,A) ∼→ Def(T , A) is surjective and injective.
Surjectivity comes again from Proposition 6.2.1. Let f1, f2 ∈ HomC(R,A)
giving rise to isomorphic representations. Then:

ρ1, ρ2 : G
ρ−→ GLn(R)

f1,f2−→ GLn(A)

are both well placed and conjugate. By the unicity of M in Lemma 6.2.5
(modulo scalars), we must have ρ1 = ρ2 hence f1 = f2 by the definition of
R. This proves injectivity.
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If O is replaced by O′ with O ⊂ O′ (and F ⊂ F′ := O′/mO′), then R is
replaced by R⊗O O′. Finally, we have:

Proposition 6.2.7. Assume statement (i) of Theorem 6.1.2 holds, then
statement (iii) of Theorem 6.1.2 holds.

Proof. (sketch) Once R is noetherian, some standard commutative algebra
yields the other statements (see [37] for details). One can check that the
F-vector space HomC(R,F[X]/X2) is finite dimensional if and only if R is
noetherian. But by part (i) of Theorem 6.1.2, we have HomC(R,F[X]/X2) '
Def(T ,F[X]/X2), hence it’s enough to prove the latter is finite dimen-
sional. From EndF[X]/X2(T⊗FF[X]/X2) ' EndF(T )⊕XEndF(T ) one gets
AutF[X]/X2(T ⊗F F[X]/X2) ' AutF(T ) ⊕XEndF(T ). Thus, any element
of Def(T ,F[X]/X2) can be written as a map G → AutF(T ) ⊕XEndF(T ),
g 7→ (1 + c(g)X)ρ(g) where c : G → EndF(T ) is a continuous 1-cocycle.
Moreover, one easily checks using EndF[G](T ) = F that two such maps de-
fine the same deformation if and only if the corresponding 1-cocycles differ
by a coboundary. Since H1(G, EndF(T )) is finite dimensional by assump-
tion, this proves our statement.

6.3 Some local deformation rings

Assume from now on G = Gp = Gal(Qp/Qp) and n = 2.

Definition 6.3.1. A Galois type of degree 2 for Ip (or just a Galois type)
is an isomorphism class of smooth representations τ : Ip → GL2(Qp) that
extend to the Weil group Wp.

Since Ip is compact, the smoothness implies τ(Ip) is a finite group. We
will determine the structure of all Galois types of degree 2 for p 6= 2 in the
next lecture. We consider the following data:
• k is a positive integer (hence non zero)
• τ : Ip → GL2(Qp) is a Galois type
• ρ : Gp → GL2(Fp) is a continuous representation such that EndFp[G](ρ) =
Fp.

We fix O ⊂ Zp as in §6.1 such that both τ and ρ are defined over O
(i.e. ρ is defined over F := O/mO). We denote by R(ρ) the universal O-
algebra of Theorem 6.1.2 associated to ρ and by ρuniv : Gp → GL2(R(ρ))
the corresponding universal deformation. Recall R(ρ) is a local noetherian
complete O-algebra with residue field F.
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Definition 6.3.2. A prime ideal p of R(ρ) is of type (k, τ) if there exists a
O-algebra homomorphism ι : R(ρ)→ Zp of kernel p such that the composite
map:

ρ : Gp
ρuniv

−→ GL2(R(ρ)) ι−→ GL2(Zp)

satysfies the following properties:
(i) ρ⊗Qp is potentially semi-stable with Hodge-Tate weights (0, k − 1)
(ii) WD(ρ⊗Qp)|Ip

' τ .

By a O-algebra homomorphism R(ρ) → Zp, I really mean a O-algebra
homomorphism R(ρ) → O′ ⊂ Zp where O′ is a complete discrete valua-
tion ring. Such a homomorphism is automatically continuous since R(ρ) is
noetherian. If p is of type (k, τ), then properties (i) and (ii) are satisfied for
any deformation ρ coming from an O-algebra homomorphism R(ρ)→ Zp of
kernel p. Thinking in terms of representations coming from modular forms,
condition (i) of Definition 6.3.2 amounts to fixing the weight whereas condi-
tion (ii) amounts roughly speaking to fixing the level (in fact the type which
is more precise than the level). As one usually subdivides modular forms
into subspaces indexed by the weight and the level, it is quite natural to
subdivide potentially semi-stable deformations (which are usually numer-
ous) into subsets indexed by the Hodge-Tate weights and the type.

The main deformation rings we are interested in are the following:

Definition 6.3.3. Let (k, τ, ρ) be as above.
(i) If there are no p of type (k, τ, ρ), R(k, τ, ρ) := 0.
(ii) Otherwise, R(k, τ, ρ) := R(ρ)

∩k,τ p where the intersection is over all p of type
(k, τ).

The ring R(k, τ, ρ) is quite natural to introduce: it is the biggest quotient
of R(ρ) through which all potentially semi-stable deformations of ρ satisfy-
ing properties (i) and (ii) of 6.3.2 factor. It is a local complete noetherian
flat O-algebra with residue field F.

Remark 6.3.4. The experienced reader will notice that these rings are
not exactly the rings considered in [9] or [10] since no condition is required
on the determinant of the deformations. But this is harmless and sim-
pler: if R(k, τ, ρ)det denote the rings defined in loc.cit., one can show that
R(k, τ, ρ) ' R(k, τ, ρ)det[[D]] if det(τ) is tame (this condition also appeared
in [10]). So this doesn’t change the Hilbert-Samuel multiplicity (see Lecture
8) when det(τ) is tame and makes this assumption useless.

Lemma 6.3.5. If O is replaced by O′ ⊂ Zp such that O ⊂ O′, then
R(k, τ, ρ) is replaced by R(k, τ, ρ)⊗O O′.
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Proof. Since R(ρ) is replaced by R(ρ) ⊗O O′, it is enough to prove that if
p ⊂ R(ρ) is of type (k, τ), then p⊗O′ = ∩q where the intersection is over all
prime ideals of R(ρ)⊗O O′ containing p (these q are automatically of type
(k, τ)). It follows from the following general result: if A→ B is a morphism
of rings and p a ideal of A such that B/pB has no nilpotent elements, then
pB = ∩p⊂qq where the q are the prime ideals of B containing p.

We now state two conjectures on R(k, τ, ρ). The first conjecture gives
the Krull dimension it should have:

Conjecture 6.3.6. If non zero then R(k, τ, ρ) is equidimensional of Krull
dimension 3.

Recall that a noetherian local ring A is equidimensional if dim(A) =
dim(A/p) for any minimal prime ideal p of A.

Example 6.3.7. Typically, one find rings such as O[[X, D]],
O[[X, Y,D]]
(XY − p)

,
O[[X, Y,D]]

(X2 − p(Y + 1))
, O[[X, D]] ×O/mO

O[[X, Y,D]]
(XY − p)

, etc. In the

last example, I mean the subring of the product ring of elements (a, b) that
map to the same element in O/mO under O[[X, D]] → O/mO, X, D 7→ 0
and O[[X,Y,D]]

(XY−p) → O/mO, X, Y,D 7→ 0.

The second conjecture states that Sp(R(k, τ, ρ)) should exactly be the
parameter space inside Sp(R(ρ)) of potentially semi-stable deformations of
ρ satisfying (i) and (ii) of 6.3.2.

Conjecture 6.3.8. Let p be the kernel of an O-algebra homomorphism
R(ρ)→ Zp that factors through R(k, τ, ρ), then p is of type (k, τ).

These conjectures are essentially only known when τ is scalar and 1 <
k < p with k even (see Lecture 9).

After the Krull dimension, the next integer one can may-be associate
to a noetherian local ring A is its Hilbert-Samuel multiplicity µ(A). Recall
this is defined as follows: by a standard result of commutative algebra,
lengthA(A/mn

A) is a polynomial in n when n � 0 of degree dim(A). By
definition, µ(A) is dim(A)! times the leading coefficient of this polynomial.
We define:

µgal(k, τ, ρ) := µ

(
R(k, τ, ρ)

mOR(k, τ, ρ)

)
which is easily seen using Lemma 6.3.5 to be independant of O as chosen
before. We call µgal(k, τ, ρ) the “Galois multiplicity”. The main conjecture
of this course will predict the value of µgal(k, τ, ρ) (at least) for 1 < k < p
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(although I have no counter-example it shouldn’t be true for just 1 < k and,
say, p > 2): see Conjecture 8.3.1 of Lecture 8. The interesting feature is
that this prediction involves a variant of the local Langlands correspondence
for GL2(Qp). That’s why in the next lecture, I switch to local Langlands
and show how to associate a smooth representation of GL2(Zp) to a Galois
type of degree 2.

7 Lecture 7: Local Langlands and Henniart’s
theorem on the unicity of GL2(Zp)-types

In this section, we give an overview of the proof of a theorem of Henniart on
GL2(Zp)-types in GL2(Qp)-representations (we actually work in a broader
context than Qp). We take advantage to catch a glimpse on local Langlands
correspondence for GL2. All representations in this lecture are over C and
we assume p 6= 2.

7.1 The main statement

Recall that a smooth representation (π, V ) of a topological group G on a C-
vector space is by definition a map π : G→ AutC(V ) such that the stabilizer
of any x ∈ V is open in G (and necessarily non empty). For instance, if G
is compact and π is irreducible, then π factors through a finite quotient of G.

Let F be a complete discrete valuation field of finite residue field of char-
acteristic p > 2 and denote by OF its ring of integers, pF its maximal ideal,
$F a generator of pF , WF its Weil group and IF the inertia subgroup. We
normalize the reciprocity maps of local class field theory so that geometric
Frobeniuses map to uniformizers. We let G := GL2(F ), K := GL2(OF ),
I ⊂ K the Iwahori subgroup (i.e. upper triangular matrices modulo pF ),
K(0) := K and K(N) := 1 + M2(pN

F ) (N ≥ 1). The local Langlands cor-
respondence for G is a “natural” bijection between the isomorphism classes
of smooth irreducible representations of G and the isomorphism classes of
smooth 2-dimensional representations of the Weil-Deligne group of F such
that their restriction to WF is semi-simple. If π is a smooth irreducible
representation of G, we denote by WD(π) the corresponding representation
of (WF , N).

Theorem 7.1.1 (Henniart). Let τ be a Galois type of degree 2 for
IF (same definition as for Ip = IQp

). There exists (up to isomorphism) a
unique smooth irreducible representation σ(τ) of K such that for any infinite

39



dimensional smooth irreducible representation π of G:

π|K contains σ(τ)⇐⇒WD(π)|IF
' τ.

Remark 7.1.2. The only finite dimensional smooth representations of G
are the 1-dimensional characters.

In other words, this theorem gives a way to select the π giving rise to
those WD(π) such that WD(π) |IF

' τ . It can also be seen as defining a
Langlands correspondence for smooth 2-dimensional representations of IF

that extend to WF .

Remark 7.1.3. One can prove that any π contains σ(τ) with multiplicity
0 or 1.

Let us start by describing Galois types of degree 2:

Lemma 7.1.4. Let τ be a Galois type of degree 2 for IF . Then:
(i) Either τ is reducible and sum of two characters of IF that extend to WF .
(ii) Either τ is reducible and sum of two characters of IF that don’t extend
to WF , in which case τ ' θ ⊕ θconj where θ : IF → C× doesn’t extend to
WF but extends to WE where [E : F ] = 2, E unramified.
(iii) Either τ is irreducible, in which case τ ' IndIF

IE
θ where [E : F ] = 2, E

is ramified and θ : IE → C× doesn’t extend to IF but extends to WE.

Proof. We prove only (iii), the rest being obvious. Let PF ⊂ IF be the wild
inertia and recall τ(PF ) is hypersolvable since it is a p-group. If τ |PF

is
irreducible, then it is the induction of a character (see e.g. [35]) which is
impossible since dim(τ) = 2 and p 6= 2. Hence τ|PF

' χ1⊕χ2. If χ1 ' χ2, let
e1 be an eigenvector of τ(i) where i ∈ IF generates the tame inertia of the
finite group τ(IF ), then e1 is preserved both by PF and i hence by IF which
is impossible by assumption. Thus χ1 6= χ2. Denote by ρ an extension of τ
to WF and by (e1, e2) a basis of eigenvectors for ρ|PF

= τ |PF
. Since ρ(PF )

is normal in ρ(WF ), one has either ρ(w)e1 ∈ Ce1 or ρ(w)e1 ∈ Ce2 for any
w ∈WF . It is easy to deduce the result from this.

Let us now give a few useful definitions.

Definition 7.1.5. We say two smooth irreducible representations π, π′

of G are in the same component if WD(π)|IF
'WD(π′)|IF

.

We will describe all the components in the sequel.

Definition 7.1.6. Let σ be a smooth irreducible representation of K and
s a component as in Definition 7.1.5.
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(i) We say σ is typical for s if the only smooth irreducible π such that π|K
contains σ are in s.
(ii) We say σ is a type for s if σ is typical for s and if any π ∈ s contains
σ (when restricted to K).

The following proposition is straightforward:

Proposition 7.1.7. Let η be a character of F×, π a smooth irreducible
representation of G and σ a smooth irreducible representation of K. Then σ
is typical (resp. a type) for the component of π if and only if σ⊗ (η ◦det)|K
is typical (resp. a type) for the component of π ⊗ (η ◦ det).

Finally, recall that the (exponent of the) conductor of a 2-dimensional
representation of the Weil-Deligne group of F is the (exponent of the) Artin
conductor of the underlying representation of IF plus ε where ε = 0 if N = 0
and ε = 1 if N 6= 0.

7.2 Proof of the theorem for types of case (i)

Principal and special series π are such that WD(π)|IF
belongs to case (i)

of Lemma 7.1.4. Special series are the twists of the special or Steinberg
representation StG. Let B ⊂ G be the subgroup of upper triangular matri-
ces, q the cardinality of OF /pF and | · | the character |x|:= q−valF(x) where
valF ($F ) = 1. Principal series are defined as π(θ1, θ2) := IndG

B(θ1 | · |1/2

⊗θ2 | · |−1/2) where θi are two characters of F× such that θ1θ
−1
2 /∈ {| · |, | · |−1}

and π(θ | · |1/2, θ | · |−1/2) = π(θ | · |−1/2, θ | · |1/2) := θ ◦ det. Here, IndG
B means

“parabolic induction”, i.e. locally constant functions f : G → C such that

f(bg) =| b1/b2 |1/2θ1(b1)θ2(b2)f(g) (where b =
(

b1 ∗
0 b2

)
∈ B, g ∈ G), the

group G acting by (gf)(g′) := f(g′g) and note that π(θ1, θ2) ' π(θ2, θ1)
for all θi. We have WD(π(θ1, θ2)) = θ1 ⊕ θ2 (as characters of WF ) and
WD(StG ⊗ (θ ◦ det)) is the unique non trivial extension between θ | · |1/2

and θ | · |−1/2. The components are:

{StG ⊗ (η1θ ◦ det), π(η2, η3)⊗ (θ ◦ det), ηi unramified}

{π(ε0, 1)⊗ (ηθ ◦ det), η unramified}
where θ (resp. ε0) is a character (resp. a ramified character) of F×. Note
that s(1) := {StG ⊗ (η1 ◦ det), π(η2, η3), ηi unramified} is the component of
the trivial representation of IF .

For N ∈ N, let K0(N) be the group of matrices
(

a b
c d

)
with c ∈ pN

F

(so K0(0) := K). For any character ε0 of O×F and any integer N ≥ cond(ε0)
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define uN (ε0) to be the complement of IndK
K0(N−1)ε0 in IndK

K0(N)ε0 where

ε0

(
a b
c d

)
:= ε0(a). The representations uN (ε0) are irreducible represen-

tations of K. Recall that the (exponent of the) conductor of a smooth irre-
ducible representation π is the smallest integer c(π) such that πK1(c(π)) 6= 0

where K1(N) :=
{(

a b
c d

)
∈ K0(N) | d− 1 ∈ pN

F

}
. It is also the conductor

of WD(π). We will use the following result of Casselman:

Theorem 7.2.1 ([12]). (i) Any π ∈ s(1) of infinite dimension is such
that π|K= ⊕N≥0uN (1) except StG for which StG|K= ⊕N≥1uN (1).
(ii) Let ε0 : O×F → C× non trivial and s(ε0) := {π(θ1, θ2), θ1|O×F = ε0, θ2|O×F =
1} (the component of ε0 ⊕ 1), then any π ∈ s(ε0) is such that π |K=
⊕N≥cond(ε0)uN (ε0).
(iii) Let π be any smooth irreducible representation of G of conductor c(π) ≥
1 and let ε0 be the restriction to O×F of its central character, then:

π|K= πK(c(π)−1) ⊕
(
⊕N≥c(π) uN (ε0)

)
.

We will also admit that u1(1) is typical for s(1) and, if ε0 6= 1, ucond(ε0)(ε0)
is typical for s(ε0): see [11].

Corollary 7.2.2. (i) If ε0 = 1, then u1(1) is the only smooth irreducible
representation of K which is typical for s(1) and which is contained in all
the infinite dimensional π ∈ s(1) .
(ii) If ε0 6= 1, then ucond(ε0)(ε0) is a type for s(ε0) and is the only one.

Proof. (i) Taking π supercuspidal such that πK(1) 6= 0 and with central
character trivial on O×F (this implies c(π) = 2, such representations exist),
by Theorem 7.2.1 (iii), π|K contains uN (1) for N ≥ 2. Thus u1(1) is the
only possibility and it is contained in all infinite dimensional π ∈ s(1) by
Theorem 7.2.1 (i). (ii) By Theorem 7.2.1 (ii), ucond(ε0)(ε0) is a type for
s(ε0). If cond(ε0) = 1, one can again take a supercuspidal π with central
character isomorphic to ε0 (after restriction toO×F ) and such that πK(1) 6= 0.
By Theorem 7.2.1 (iii), π|K contains uN (ε0) for N ≥ 2 which implies u1(ε0)
is the only type. If cond(ε0) ≥ 2, let η be a tamely ramified non trivial
character of O×F (which exists since q 6= 2) and θ1, θ2 : F× → C× such
that θ1 |O×F = ηε0 and θ2 |O×F = η−1. Then π := π(θ1, θ2) /∈ s(ε0) and
c(π) = cond(ε0)+1. By Theorem 7.2.1 (iii), π(θ1, θ2)|K contains uN (ε0) for
N ≥ cond(ε0) + 1. This proves that ucond(ε0)(ε0) is the only type.

Using Proposition 7.1.7, we get that the result holds for any component
such that the corresponding Galois type is as in Lemma 7.1.4 (i).
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7.3 Proof of the theorem for types of case (ii) and (iii)

Supercuspidals π are such that WD(π) |IF
belongs to cases (ii) or (iii) of

Lemma 7.1.4. This implies WD(π) is an irreducible representation of WF .
An application of the classification lemma 7.1.4 gives that any irreducible
representations ρ, ρ′ of WF such that ρ|IF

' ρ′|IF
must differ by an unram-

ified character. Thus all supercuspidal π in the same component differ by
an unramified character.

The supercuspidal representations of G are all defined as c-IndG
J λ where

J ⊂ G is a certain open subgroup which is compact modulo the center
F×, λ a certain smooth irreducible representation of J and c-IndG

J λ means
“compact induction”, i.e. functions f : G → Vλ (space of λ) with compact
support modulo F× such that f(jg) = λ(j)f(g) (j ∈ J, g ∈ G), the group G
acting by (gf)(g′) := f(g′g). The pair (J, λ) is defined up to conjugation in
G, hence we can assume the maximal compact subgroup J0 of J is contained
in K, i.e J0 = J ∩K. The existence (but not the unicity!) of types in that
case is also well known:

Proposition 7.3.1. The representation σ := IndK
J∩Kλ|J∩K is irreducible

and is a type for the component of π := c-IndG
J λ.

Proof. (rough sketch) First, in all cases, λ|J∩K turns out to be still irre-
ducible (one can check this case by case). If g ∈ G, denote by λg(·) :=
λ(g−1 · g) defined on gJg−1. Since c-IndG

J λ is irreducible, the Mackey cri-
terion (see e.g. [35]) tells us that any g ∈ G such that λg |gJg−1∩J and
λ|gJg−1∩J have commun subrepresentations (we say g intertwins λ) is in J .
By a case by case check (see below for more about the representations λ),
one can see the same result holds for λ0 := λ|J∩K , i.e. the set of g ∈ G
that intertwins λ0 is still J . Hence, the set of g ∈ K that intertwins λ0 is
J ∩K which implies σ is irreducible (again by the Mackey criterion). Let
π′ = c-IndG

J′λ
′ be another supercuspidal representation of G in a different

component. By Frobenius reciprocity, π′ contains σ iff π′ is a quotient of c-
IndG

J∩Kλ|J∩K . But it turns out any irreducible quotient of c-IndG
J∩Kλ|J∩K

is a twist of π by an unramified character, and hence cannot be isomorphic
to π′. Thus σ is a type for the component of π.

We now prove it’s the only type. For this, we need more about the pairs
(J, λ).

First, let τ ' IndIF

IE
θ be a type as in Lemma 7.1.4 (iii) with θ : WE → C×

and s(τ) := {π |WD(π)|IF
' τ} the corresponding component (which only

depends on θ |IE
). We denote by θconj the conjugate of θ under the non
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trivial element of Gal(E/F ). We say θ is minimal if its Artin conductor
is the smallest one among the conductors of all its twists by characters of
WF (restricted to WE). By an application of Hilbert 90, this turns out to
be equivalent to cond(θconjθ−1) = cond(θ) which is, in that case, a positive
even integer (see e.g. [25]). Assume θ is minimal and denote by c its (even)
conductor. Choose a F -basis of E so that E× ↪→ G and denote by ι the
matrix corresponding to the non trivial element of Gal(E/F ) acting on E.
Let J := E×(1+ p

c/2
E ι) which is a compact open subgroup of G modulo F×

and define a character λ : J → C× by λ|E× := θ and λ|
1+p

c/2
E ι

:= 1. It is a

character because if x, y ∈ 1 + p
c/2
E ι, we have xy ∈ (1 + pc

E)(1 + p
c/2
E ι) and

λ(x)λ(y) = 1 = λ(xy) (θ|1+pc
E
= 1 by definition of c).

Proposition 7.3.2. Let π := c-IndG
J λ ∈ s(τ). Any constituant of π |K

other than σ is also a constituant of π′|K for some π′ /∈ s(τ).

Proof. Assume first c ≥ 4 and let µ : E× → C× be a character of conductor
2 (hence ramified) which is trivial on F×. Then θ′ := θµ is still minimal
of conductor c, and one can define λ′, π′ and σ′ as previously by replac-
ing everywhere θ by θ′. As µ|IE

� θconjθ−1 |IE
(compare the conductors),

θ′|IE
� θconj|IE

and IndIF

IE
θ′ � IndIF

IE
θ. Hence π and π′ are not in the same

component. We are going to compare π|K and π′|K . Let K ′ := E×I and

write G =
∐

g KgK ′ where g ∈
{(

$n
F 0
0 1

)
, n ∈ Z≥1

}
(the class KK ′

corresponding to n = 1 since
(

$F 0
0 1

)
∈ E×K). Let ν := IndK′

J λ and

ν′ := IndK′

J λ′ (one checks that J ⊂ K ′), then π = c-IndG
K′ν and by the

Mackey decomposition:

π|K= ⊕gIndK
K∩gK′g−1(νg|K∩gK′g−1)

(resp. with π′|K) where the sum is for g as above and νg(·) := ν(g−1 · g).

For g =
(

$F 0
0 1

)
, one gets σ (resp. σ′). For g =

(
$n

F 0
0 1

)
and n ≥ 2,

I claim that IndK
K∩gK′g−1(νg) ' IndK

K∩gK′g−1(ν′g). It is enough to prove
νg|K∩gK′g−1' ν′

g|K∩gK′g−1 or, since νg|K∩gK′g−1' (ν|g−1Kg∩K′)g:

(IndK′

J λ)|g−1Kg∩K′' (IndK′

J λ′)|g−1Kg∩K′ .

Note that g−1Kg∩K ′ = K0(n). Writing K ′ =
∐

h(g−1Kg∩K ′)hJ for some
h ∈ I, we are led by the Mackey formula to compare ⊕hλh|g−1Kg∩K′∩hJh−1

and ⊕hλ′
h |g−1Kg∩K′∩hJh−1 . Let I(c/2) := 1 + P c/2 ⊂ J where P is the
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group of matrices
(

a b
c d

)
∈ M2(OF ) with a, c, d ∈ pF and note that J =

E×I(c/2) and that I(c/2) is a normal subgroup of I. Hence:

g−1Kg ∩K ′ ∩ hJh−1 = K0(n) ∩ (h(1 + pE)h−1I(c/2)O×F ).

Let 1 + x ∈ h(1 + pE)h−1 \ h(1 + p2
E)h−1 and 1 + y ∈ I(c/2). If z :=

(1 + x)(1 + y) ∈ g−1Kg ∩ K ′, then z =
(

1 + $F α β
$2

F 1 + $F δ

)
, hence

valF (det(z − 1)) ≥ 2 which is impossible. Thus g−1Kg ∩ K ′ ∩ hJh−1 ⊂
h(1 + p2

E)h−1I(c/2)O×F . But on this group, one easily checks that λh and
λ′

h coincide (using the assumption on µ) which finishes the proof for c ≥ 4.
For c = 2, note that by a result of Casselman (see the proof of th.3 of
[12]) the K(2)-invariant vectors in π are an irreducible representation of K.
Since K(2) ⊂ J ∩K and λ|K(2)= 1, HomK(2)(1, σ) is non zero by Frobenius
reciprocity. As σ is irreducible, one has exactly σ = πK(2). By Theorem
7.2.1, the complement of σ in π|K is ⊕N≥3uN (ε0) where ε0 := λ|O×F is the
restriction of the central character. We have seen in §7.2 that none of these
constituants can be typical for s(τ).

This proves that σ is the unique possible type of s(τ). Using Proposition
7.1.7, it is clear the same result holds without assuming θ minimal.

Now, let τ ' θ|IE
⊕θconj |IE

be a type as in Lemma 7.1.4 (ii) with θ :
WE → C× and s(τ) := {π | WD(π)|IF

' τ} the corresponding component
(which only depends on θ |IE

). Assume θ is minimal and denote by c its
(positive) conductor. Choose a F -basis of E so that E× ↪→ G and denote by
ι the matrix corresponding to the non trivial element of Gal(E/F ) acting
on E. We will only consider here the case when c is even, the odd case
being slightly more involved, although the argument below is essentially the
same: see the appendix of [10] for the general case. Let J := E×(1 + p

c/2
E ι)

which is a compact open subgroup of G modulo F× and define a character
λ : J → C× by λ|E× := θ and λ|

1+p
c/2
E ι

= 1.

Proposition 7.3.3. Let π := c-IndG
J λ ∈ s(τ). Any constituant of π |K

other than σ is also a constituant of π′|K for some π′ /∈ s(τ).

Proof. let µ : E× → C× be a character of conductor 1 (hence tamely
ramified) which is trivial on F× (it is easy to see that such characters
exist). Then θ′ := θµ is still minimal of conductor c, and one can de-
fine J ′, λ′, π′ and σ′ as previously by replacing everywhere θ by θ′. As
previously, π and π′ are not in the same component and we are going to
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compare π |K and π′ |K . Writing G =
∐

g KgE×K =
∐

g KgF×K where

g ∈
{(

$n
F 0
0 1

)
, n ∈ Z≥0

}
and π = c-IndG

F×K(IndF×K
J λ), we get as pre-

viously π |K= ⊕gIndK
K∩gKg−1(σg |K∩gKg−1) and the analogue formula for

π′ |K . For g =
(

$n
F 0
0 1

)
with n ≥ 1, I claim that IndK

K∩gKg−1(σg) '

IndK
K∩gKg−1(σ′g). As previously, it is enough to compare the restrictions of

λh and λ′
h to (g−1Kg∩K)∩h(J∩K)h−1 = (g−1Kg∩K)∩(hO×Eh−1K(c/2))

for h ∈ K such that K =
∐

h(g−1Kg ∩ K)h(J ∩ K). But any matrix in
g−1Kg ∩ K is upper triangular modulo pF , hence (g−1Kg ∩ K) ∩ h(J ∩
K)h−1 ⊂ h(1 + pE)h−1K(c/2)O×F . On this group, one easily checks using
the assumption on µ that λh and λ′

h coincide.

This proves that σ is the unique possible type of s(τ). Using Proposition
7.1.7, the same result holds without assuming θ minimal.

One can actually prove the assumption p 6= 2 is not necessary in the case
of supercuspidal representations (i.e. there is still unicity of types for the
corresponding components even if p = 2). Following Henniart, one can con-
jecture that the same result holds for supercuspidal representations on GLn

for any n ∈ N (and no assumption on p). That is, to each n-dimensional
smooth representation of IF that extends to an irreducible representation
of WF , one should be able to associate a well defined smooth irreducible
representation of GLn(OF ) by the same trick as in Theorem 7.1.1. . .

8 Lecture 8: The Deligne-Fontaine-Serre the-
orem and statement of the main conjecture

In Lecture 6, I have defined a Galois multiplicity and said it should be pre-
dicted by an “automorphic” recipe. In Lecture 7, I have given a fine idea of
the proof of Henniart’s theorem, namely that there existed a unique smooth
irreducible representation σ(τ) of GL2(Zp) that could “select” those smooth
irreducible representations of GL2(Qp) giving rise to the Weil-Deligne rep-
resentations with restriction to inertia ' τ . Now, I will use σ(τ) to define an
“automorphic multiplicity” and state the main conjecture. But first, I need
a key result due to Deligne, Fontaine and Serre, and also some heuristic
considerations.
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8.1 The Deligne-Fontaine-Serre theorem

Denote by ω the cyclotomic character modulo p and by ω2 Serre’s funda-

mental character of order 2. Recall that ω(g) =
g
(
(−p)

1
p−1
)

(−p)
1

p−1
if g ∈ Gp,

ω2(g) =
g
(
(−p)

1
p2−1

)
(−p)

1
p2−1

if g ∈ Ip and that we have assumed p 6= 2.

Lemma 8.1.1. dimFp
H1(Gp, ω) = 2.

Proof. (well known) The exact sequence of Gp-modules: 1 → µp(Qp) →
Qp

× ↑p→ Qp
× → 1 yields an exact sequence (since H1(Gp,Qp

×
) = 0 by

Hilbert 90): 1 → Q×
p

↑p→ Q×
p → H1(Gp,Fp(1)) → 0. Hence H1(Gp, ω) '

Q×
p /(Q×

p )p which is an Fp-vector space of dimension 2 when p > 2 (gener-
ated for instance by p and 1− p).

Note that the map Q×
p /(Q×

p )p → H1(Gp, ω) ' Ext1Fp[Gp](1, ω) is given

explicitely by the 1-cocycle u 7→
(
g 7→ g( p

√
u)

p
√

u
∈ µp(Qp)

)
which, up to

coboundary, is independant of any choice. Hence, the Galois action on the
corresponding extension factors through Gal

(
Qp[

p
√

1, p
√

u]/Qp

)
. There is a

distinghished line in H1(Gp, ω) given by the image of Z×p /(Z×p )p and called
the “peu ramifiée” line ([34]). Since H1(Gp, ω ⊗ Fp) ' H1(Gp, ω) ⊗ Fp,
we can (and will) consider extensions over Fp. We call an extension in
H1(Gp, ω)⊗Fp “peu ramifiée” if it is 0 or if it is coming from the peu ram-
ifiée line (thus, there is just one up to scalar in Fp and it factors through
Gal
(
Qp[

p
√

1, p
√

1− p]/Qp

)
). Following Serre, we call all the other extensions

in H1(Gp, ω)⊗ Fp “très ramifées”.

Denote by NMF 1 the category of fivefolds (M,Fil1M,ϕ, ϕ1, N) where
M is a finite dimensional Fp-vector space, Fil1M a Fp-subvector space and
ϕ, ϕ1, N three linear maps ϕ : M → M , ϕ1 : Fil1M → M , N : M →
M such that ϕ(M) + ϕ1(Fil1M) = M , Nϕ = 0 and Nϕ1 = ϕN . One
has an obvious functor “extension of scalars” M 7→ S ⊗M from NMF 1

to M1 (with F = Qp, π = p and S as in §5.1) and one can check it
induces an equivalence of categories between NMF 1 and the subcategory
of M1 of objects killed by p (this would be false in higher “weights”). By
Lecture 4 there is an exact fully faithful contravariant functor T ∗st from
NMF 1 to continuous representations of Gp over Fp. Recall that the object
Fp(1) := (Fpe1,Fpe1, ϕ(e1) = 0, ϕ1(e1) = e1, 0) is sent to ω (this is derived
from Example 3.2.3 and from Theorem 4.3.3 (iii)). This can be directly
seen by noticing that the corresponding Galois character factors through
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Gal
(
Qp[x]/Qp

)
where x 6= 0 and xp = −px: this is just the alternative

definition of ω. Let Fp(0) := (Fpe0, 0, ϕ(e0) = e0, 0, 0) which is clearly sent
to the trivial character.

Lemma 8.1.2. dimFp
Ext1NMF 1(Fp(1),Fp(0)) = 2.

Proof. Any extension 0 → Fp(0) → M → Fp(1) → 0 can be written M =
Fpe0 +Fpe1 with Fil1M = Fpe1, ϕ(e0) = e0, ϕ1(e1) = e1 +λe0, N(e0) = 0,
N(e1) = µe1. Hence we see they are parametrized by (λ, µ) ∈ Fp

2
.

Lemma 8.1.1 and the full faithfulness of T ∗st imply:

Ext1NMF 1(Fp(1),Fp(0)) ∼→ Ext1
Fp[Gp]

(1, ω).

Lemma 8.1.3. The extensions with N = 0 correspond to the peu ramifiées
ones. The extensions with N 6= 0 correspond to the très ramifiées ones.

Proof. (sketch) By the full faithfulness, it is enough to prove the first state-
ment. We can assume the extension is non trivial. Up to isomorphism, we
then have M = Fpe0 + Fpe1, Fil1M = Fpe1, ϕ(e0) = e0, ϕ1(e1) = e1 + e0

(and N = 0). A careful analysis of T ∗st(M) shows that the Galois ac-
tion on T ∗st(M) factors through Gal(F/Qp) where F is the compositum of
Qp[x0, x1] for all x0, x1 ∈ Qp such that xp

0 = x0 and xp
1 = (−p)(x1 + x0).

If x0 = 0, we have seen that Qp[x1] = Qp[
p
√

1]. If x0 6= 0, the equations
imply x0 ∈ [F×p ] ⊂ Z×p and, replacing x1 by x1

x0
, (x1 + 1)p = (1− p)w where

w ∈ 1 + px2
1Zp[x1] = (1 + x1Zp[x1])p (val(x2

1) = 2
p > 1

p−1 since p > 2).
Hence Qp[x1] contains Qp[ p

√
1− p] if x0 6= 0. Since these two extensions

have degree p, they are equal and F = Qp[
p
√

1, p
√

1− p]: we are in the peu
ramifié case.

We keep the notations of Lecture 3 §3.4 and we denote by ρf,p the semi-
simplification modulo p of ρf,p (as a representation of GQ).

Theorem 8.1.4. (Deligne) Let f be a cuspidal newform of weight k ≥ 2
for Γ1(N) with (p, N) = 1. Let ap be the eigenvalue of the Hecke operator

Tp and assume val(ap) = 0. Then ρf,p|Ip
'
(

ωk−1 ∗
0 1

)
with ∗ peu ramifié

if k = 2.

Proof. Let χ be the character of f . By Lecture 3, we know that the filtered
module giving rise to ρf,p|Gp is D = Qpe1⊕Qpe0, Filk−1D = Qpe1, ϕ(e1) =
pk−1(µ1e1 +δe0), ϕ(e0) = µ0e0 and N = 0 where δ ∈ {0, 1} and µi ∈ Zp

×
is

such that pk−1µ1+µ0 = ap and µ1µ0 = χ(p). Up to unramified characters, it
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is an extension 0→ Qp(0)→ D → Qp(k−1)→ 0 (with obvious notations),
thus we get an extension as in the lemma. The only thing that remains
is the peu ramifiée condition for k = 2 (in the non-split case δ = 1). But
by Proposition 5.1.1, Se1 ⊕ Se0 is a strongly divisible lattice in S ⊗D, the
reduction of which is isomorphic to S⊗M with M as in the proof of Lemma
8.1.3 (up to unramified characters). Hence the result follows from Lemma
8.1.3.

Theorem 8.1.5. (Fontaine, Serre) Let f be a cuspidal newform of
weight k ≥ 2 for Γ1(N) with (p,N) = 1. Let ap be the eigenvalue of
the Hecke operator Tp and assume val(ap) 6= 0 and k ≤ p + 1. Then

ρf,p|Ip
'

(
ωk−1

2 0
0 ω

p(k−1)
2

)
.

Proof. (sketch) We give the proof for k < p + 1 (see [16] for k = p + 1). By
Lecture 3, we know that the filtered module giving rise to ρf,p|Gp

is D =
Qpe1⊕Qpe0 with Filk−1D = Qpe1, ϕ(e1) = pk−1χ(p)e0, ϕ(e0) = −e1+ape0

and N = 0, and by Lecture 5 we know that Se1⊕Se0 is a strongly divisible
lattice in S ⊗D, the reduction of which is S ⊗M with M = Fpe1 ⊕ Fpe0,
Filk−1M = Fpe1, ϕk−1(e1) = χ(p)e0, ϕk−1(uk−1e0) = (−1)ke1 and N = 0.
Since it is an irreducible object in Mk−1 (this is readily checked), so is

ρf,p|Gp
by the full faithfulness of T ∗st. Thus ρf,p|Ip

'
(

ωa+pb
2 0
0 ωpa+b

2

)
with

a, b ∈ {0, ..., p−1}. Now, we use a theorem of Fontaine and Laffaille ([23],§5)
which says that, in our situation, the digits {a, b} are just the Hodge-Tate
weights, i.e. {a, b} = {0, k − 1}.

8.2 Heuristic considerations

Fix a Galois type τ (of degree 2) and let σ(τ) be the associated repre-
sentation of GL2(Zp) (see Lecture 7). Let N ∈ N such that (N, p) = 1,
Γ := Γ1(N), YΓ := Y1(N) and assume Γ doesn’t contain any element of
finite order (e.g. N > 4). In that case, π1(YΓ) = Γ. Let Γ act on σ(τ) (i.e.
on its underlying vector space) via Γ ↪→ GL2(Zp) and consider H1(Γ, σ(τ))
= usual group cohomology. Then, if Fτ is the corresponding local system
on YΓ, one has H1(Γ, σ(τ)) = H1(YΓ,Fτ ). Denote by H1

par(Γ, σ(τ)) the im-
age of H1

c (YΓ,Fτ ) in H1(Γ, σ(τ)). Let T := Zp[T`, < ` >]`-Np (polynomial
algebra). Then T acts on H1

par(Γ, σ(τ)) by the usual action of the Hecke
and Diamond operators (see e.g. [36], we won’t need the explicit definition
of this action). It is known that the systems of eigenvalues of T acting on
H1

par(Γ, σ(τ)) are the same as the systems of eigenvalues of eigenforms f
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in S2(Γ1(Npcond(τ)+δ)) such that πf,p |GL2(Zp) contains σ(τ). Here, δ = 0
(resp. δ = 1) if τ is not scalar (resp. is scalar) and if τ is not scalar,
such an f is automatically new at p (f can be old at p if τ is scalar since
we do not know whether the monodromy operator on WD(πf,p) is 0 or not).

Thus, to such an eigensystem (a`, b`)`-Np, one can associate (via eigen-
forms) a continuous Galois representation:

ρp : Gal(Q/Q)→ GL2(Zp)

unramified outside Np, such that the trace (resp. determinant) of an arith-
metic Frobenius at ` - Np is a` (resp. `b`) and such that ρp|Gp

is potentially
semi-stable with Hodge-Tate weights (0, 1) and with WD(ρp|Gp

)|Ip
isomor-

phic to τ (see Lecture 3). Let ρp be the reduction of ρp (over Fp).

Question: What are the possible ρp |Ip
associated to the systems of

eigenvalues of T on H1
par(Γ, σ(τ)) ?

(This question was studied for instance in [31]). Fix such a ρp and
assume it is irreducible. Let m := Ker(T→ Fp) (with T` 7→ a` and < ` >7→
b`). By Čebotarev, the knowledge of ρp is equivalent to that of m. Let

H1
par(Γ, σ(τ))m := H1

par(Γ, σ(τ))⊗T Tm

and note that the systems of eigenvalues of T acting on H1
par(Γ, σ(τ))m

are those lifting (a`, b`)`-Np. By assumption H1
par(Γ, σ(τ))m 6= 0 hence

H1(Γ, σ(τ))m 6= 0 (this is actually equivalent since ρp is irreducible).

Denote by σ(τ)
ss

the semi-simplification modulo p of σ(τ) (that is, take
a Zp-lattice stable by the compact group GL2(Zp), reduce it modulo the
maximal ideal of Zp and semi-simplify: by Brauer-Nesbitt the result doesn’t
depend on the choice of the lattice).

Lemma 8.2.1. The irreducible representations of GL2(Zp) over Fp are
given by:

σn,m := (SymmnF
2

p)⊗ detm

with n ∈ {0, ..., p− 1} and m ∈ {0, ..., p− 2}.
Proof. One easily checks these p(p− 1) representations are irreducible and
non equivalent. The irreducible representations of GL2(Zp) over Fp are
those of GL2(Fp) since the pro-p-group Ker(GL2(Zp) → GL2(Fp)) acts
trivially. The number of irreducible representations of GL2(Fp) in charac-
teristic p is equal to the number of conjugacy classes of order prime to p,
i.e. p(p− 1).

50



Thus one has:
σ(τ)

ss
=
⊕
n,m

σan,m
n,m

for some an,m ∈ Z≥0 (with σ
an,m
n,m = 0 if an,m = 0).

Lemma 8.2.2. H1(Γ, σ(τ))m 6= 0 iff
⊕

n,m|an,m 6=0 H1(Γ, σn,m)m 6= 0.

Proof. (sketch) Let 0 → σ′ → σ → σ′′ → 0 be an exact sequence of Zp[Γ]-
modules, then one has an exact sequence: 0→ H1(Γ, σ′)m → H1(Γ, σ)m →
H1(Γ, σ′′)m → 0 (see e.g. Lemma 6.1.2 of [15]). Applying this to 0 →
σ(τ) π→ σ(τ) → σ(τ) ⊗ Zp/(π) → 0 for all π ∈ Zp such that val(π) > 0
yields H1(Γ, σ(τ))m 6= 0 iff H1(Γ, σ(τ))m 6= 0. Applying it again to the
various Jordan-Hölder sequences in σ(τ) gives the result.

Lemma 8.2.3. H1(Γ, σn,m)m 6= 0 implies m corresponds to ρp with:

ρp|Ip
'
(

ωn+1
2 0
0 ω

p(n+1)
2

)
⊗ ωm

or:

ρp|Ip
'
(

ωn+1 ∗
0 1

)
⊗ ωm

with ∗ peu ramifié if n = 0.

Proof. Since Γ ⊂ SL2(Z), det(γ) = 1 ∀γ ∈ Γ and H1(Γ, σn,m) ' H1(Γ, σn,0)
as Fp-vector spaces, the difference being only in the action of T. (a`, b`)
is a system of eigenvalues of T on H1(Γ, σn,m) iff (`−ma`, `

−2mb`) is a
system of eigenvalues of T on H1(Γ, σn,0). Hence, H1(Γ, σn,m)m 6= 0 iff
H1(Γ, σn,0)m′ 6= 0 with m′ corresponding to ρp ⊗ ω−m. Up to twist, we are
thus reduced to the case m = 0 and the same argument as in the proof
of the previous lemma yields H1(Γ, σn,0)m 6= 0 iff H1

par(Γ,SymmnZp
2
)m 6=

0. But the systems of eigenvalues of T on H1
par(Γ,SymmnQp

2
) are just

those of weight n + 2 cuspidal eigenforms on Γ. Since n + 2 ≤ p + 1, the
Deligne-Fontaine-Serre theorem tells us that ρp must be such that ρp |Ip

'(
ωn+1

2 0
0 ω

p(n+1)
2

)
or ρp|Ip

'
(

ωn+1 ∗
0 1

)
with ∗ peu ramifié if n = 0.

Thus we see that ρp|Ip
must be in the list:{(

ωn+1
2 0
0 ω

p(n+1)
2

)
⊗ ωm,

(
ωn+1 ∗

0 1

)
⊗ ωm with ∗ peu ramifié if n = 0

}
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for (n, m) such that σn,m occurs in σ(τ)
ss

. On the other end, it is easy
to see (using the Deligne-Fontaine-Serre theorem and twisting for instance)
that any representation in this list is the restriction to Ip of some irreducible
ρf,p coming from an eigenform f on Γ1(N). Moreover, if m is the maximal
ideal that corresponds to this ρf,p, H1

par(Γ, σ(τ))m 6= 0 by Lemma 8.2.2
and we see finally that the above list is exactly those ρp |Ip

coming from
the systems of eigenvalues of T acting on H1

par(Γ, σ(τ)). Equivalently, since
nothing in the list depends on the level, it is also exactly the ρf,p |Ip com-
ing from weight 2 cuspidal eigenforms f such that ρf,p is irreducible and
ρf,p |Gp

satisfies the two conditions: its Hodge-Tate weights are (0, 1) and
its associated Weil-Deligne representation restricted to Ip is isomorphic to τ .

Changing notations, we switch to our purely local situation. Let ρ be
a p-adic potentially semi-stable representation of Gp of dimension 2 such
that:
(i) the Hodge-Tate weights of ρ are (0, 1)
(ii) WD(ρ) |Ip

' τ .

Idea 1: the possible ρ|Ip should just be the ones of the above list (that
are dictated by the semi-simplification modulo p of σ(τ)), i.e. you won’t get
more than what you get from cuspidal eigenforms.

This “idea” implies for instance that R(2, τ, ρ) 6= 0 if and only if ρ|Ip

appears in the above list (which is already something mysterious from the
local point of view of p-adic Hodge theory). But one should get much more:

Idea 2: the multiplicities of σn,m in the decomposition of σ(τ)
ss

should

indicate how “big” R(2, τ, ρ) is for ρ|Ip
'
(

ωn+1
2 0
0 ω

p(n+1)
2

)
⊗ ωm or ρ|Ip

'(
ωn+1 ∗

0 1

)
⊗ ωm (with ∗ peu ramifié if n = 0).

All this was for weight 2. Now, for arbitrary weight k (with, say, k ∈
{2, ..., p−1}), one has to replace σ(τ) by σ(τ)⊗Symmk−2Qp

2
. We are now

in position to state the main conjecture.

8.3 Statement of the main conjecture

For α ∈ Fp
×

, we denote by unr(α) the unramified character of Gp sending
an arithmetic Frobenius to α.
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For ρ : Gp → GL2(Fp) and (n, m) ∈ {0, ..., p − 1} × {0, ..., p − 2}, we
define:

(i) µ0,m(ρ) := 1 if ρ |Ip
'
(

ω2 0
0 ωp

2

)
⊗ ωm or if ρ |Ip

'
(

ω ∗
0 1

)
⊗ ωm with

∗ peu ramifié and µ0,m(ρ) := 0 otherwise

(ii) for 1 ≤ n ≤ p − 2, µn,m(ρ) := 1 if ρ |Ip
'
(

ωn+1
2 0
0 ω

p(n+1)
2

)
⊗ ωm or if

ρ |Ip'
(

ωn+1 ∗
0 1

)
⊗ ωm and µn,m(ρ) := 0 otherwise

(iii) µp−1,m(ρ) := 1 if ρ '
(

ωm+1unr(α) ∗
0 ωmunr(β)

)
with α, β ∈ F

×
p , α 6=

β or if ρ '
(

ωm+1unr(α) ∗
0 ωmunr(α)

)
with α ∈ F

×
p and ∗ très ramifié or if

ρ|Ip
'
(

ω2 0
0 ωp

2

)
⊗ ωm, µp−1,m(ρ) := 2 if ρ '

(
ωm+1unr(α) ∗

0 ωmunr(α)

)
with α ∈ F

×
p and ∗ peu ramifié, and µp−1,m(ρ) := 0 otherwise.

Fix τ , σ(τ) as before and let k ∈ Z>1. Define:

σ(k, τ) := σ(τ)⊗Qp
Symmk−2(Qp

2
)

(thus σ(2, τ) ' σ(τ)) and let σ(k, τ)
ss

be its semi-simplification modulo p.
To each integer k > 1, to each Galois type τ of degree 2 and to each finite
representation ρ : Gp → GL2(Fp), we define the “automorphic multiplicity”
µaut(k, τ, ρ) as follows :

µaut(k, τ, ρ) :=
∑
n,m

µn,m(ρ)dimFp
HomGL2(Zp)

(
σn,m, σ(k, τ)

ss)
where (n, m) runs through {0, ..., p− 1} × {0, ..., p− 2}.

Conjecture 8.3.1. Assume k ∈ {2, ..., p − 1} and EndFp[Gp](ρ) = Fp,
then :

µaut(k, τ, ρ) = µgal(k, τ, ρ).

The assumption EndFp[Gp](ρ) = Fp is needed so that the rings R(k, τ, ρ)
are defined (see Lecture 6). The assumption k ∈ {2, ..., p − 1} is only here
because in the few cases where I’ve been able to check this conjecture, I
needed it for the computations to be carried on. It may not be a crucial
assumption.
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9 Lecture 9: Computations of deformation
rings and proof of a special case of the main
conjecture

In this lecture, I will look a little bit at the case τ = Id for the special values
k = 2, 4. I will then just state the result for the values k = 2k′, 1 < k < p.

9.1 Description of lattices

The case τ = Id is the case of (indecomposable) semi-stable representa-
tions V of Hodge-Tate weights (0, k − 1). We recall that under the functor
V 7→ D∗

st(V ) = D (with π = p) they correspond to the following weakly
admissible filtered modules D (see Lecture 3):
(i) V crystalline and reducible (non split):

ϕ(e1) = pk−1(µ1e1 + e2)
ϕ(e2) = µ2e2

Filk−1D = Qpe1

µ1, µ2 ∈ Zp
×

(ii) V crystalline and irreductible:
ϕ(e1) = pk−1µe2

ϕ(e2) = −e1 + νe2

Filk−1D = Qpe1

µ ∈ Zp
×

ν ∈ mZp

(iii) V semi-stable non crystalline:

ϕ(e1) = pk/2µe1

ϕ(e2) = pk/2−1µe2

Filk−1D = Qp(e1 − Le2)
N(e1) = e2

N(e2) = 0
µ ∈ Zp

×

L ∈ Qp.

There are no isomorphisms between these modules for different values of
the parameters. We are going to compute all Galois stable Zp-lattices T in
those V such that the reduction modulo p satisfies EndFp[Gp](T ) = Fp for
k = 2 and k = 4.
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Lemma 9.1.1. Up to isomorphism, there are 1 or 2 such lattices in each
V .

Proof. If T is irreducible, then T is the only lattice (up to isomorphism). If

T '
(

χ1 ∗
0 χ2

)
(with ∗ 6= 0), one easily checks using χ1 6= χ2 and ∗ 6= 0 that

any other lattice giving (after reduction) a non zero extension
(

χ1 ∗′
0 χ2

)
must be isomorphic to T (and thus ∗ = ∗′). Hence, granting Brauer-Nesbitt,
the only other possibility for the reduction is a (necessarily unique) non zero

extension
(

χ2 ∗
0 χ1

)
. This gives at most 2 isomorphism classes.

Let us firt recall the crystalline cases. Let k, D and V be as in examples
(i), (ii) above and let D := S ⊗D be as in Lecture 4 (with S as in §5.1).

Proposition 9.1.2. For any crystalline V as in (i) and (ii) (with 1 <
k < p), there is only 1 isomorphism class of lattices T ⊂ V such that
EndFp[Gp](T ) = Fp.

(i) If V is reducible, T '
(

unr(µ1)ωk−1 ∗
0 unr(µ2)

)
with ∗ 6= 0 and peu

ramifié if k = 2.

(ii) If V is irreducible, T |Ip
'

(
ωk−1

2 0
0 ω

p(k−1)
2

)
with det(T ) = unr(µ)ωk−1.

Proof. The existence of T follows from §8.1. The unicity follows from the
proof of the previous Lemma.

Now, let k = 2 and D, V be as in example (iii) above (with D = S⊗D):

Proposition 9.1.3. For any semi-stable V as in (iii) with k = 2 (and
p ≥ 3), there is only 1 isomorphism class of lattices T ⊂ V such that
EndFp[Gp](T ) = Fp.

(i) If val(L) < 1, T '
(

unr(µ)ω ∗
0 unr(µ)

)
with ∗ 6= 0 and peu ramifié.

(ii) If val(L) ≥ 1, T '
(

unr(µ)ω ∗
0 unr(µ)

)
with ∗ 6= 0 and très ramifié.

Proof. Take the strongly divisible lattices of Proposition 5.1.1,(ii), reduce
them modulo p and use Theorem 4.3.3 (iii) and Lemma 8.1.3.

We now go on with the case k = 4 and D, V as in (iii).
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Theorem 9.1.4. Let V be as in (iii) with k = 4 (and p ≥ 5).
(i) If val(L + 3/2) = 0 and val(L + 2) < 1, there are 2 isomorphism
classes of lattices T1, T2 ⊂ V such that EndFp[Gp](T i) = Fp. One has

T 1 '
(

unr( µ
3+2L )ω2 ∗
0 unr((3 + 2L)µ)ω

)
with ∗ 6= 0 and peu ramifié and

T 2 '
(

unr((3 + 2L)µ)ω ∗
0 unr( µ

3+2L )ω2

)
with ∗ 6= 0.

(ii) If val(L + 3/2) = 0 and val(L + 2) ≥ 1, there are 2 isomorphism
classes of lattices T1, T2 ⊂ V such that EndFp[Gp](T i) = Fp. One has

T 1 '
(

unr(−µ)ω2 ∗
0 unr(−µ)ω

)
with ∗ 6= 0 and très ramifié and T 2 '(

unr(−µ)ω ∗
0 unr(−µ)ω2

)
with ∗ 6= 0.

(iii) If val(L+3/2) > 0, there is 1 isomorphism class of lattices T ⊂ V such

that EndFp[Gp](T ) = Fp. One has T |Ip'
(

ω1+2p
2 0
0 ω2+p

2

)
with det(T ) =

unr(µ2)ω3.
(iv) If val(L + 3/2) < 0 i.e. val(L) < 0, there is 1 isomorphism class of

lattices T ⊂ V such that EndFp[Gp](T ) = Fp. One has T |Ip'
(

ω3
2 0
0 ω3p

2

)
with det(T ) = unr(µ2)ω3.

Proof. (sketch) For k ≥ 4, V is irreducible. Then, by a general lemma of

Ribet ([33]), if there is a lattice in V reducing to
(

χ1 ∗
0 χ2

)
with ∗ non

zero, there is also one reducing to
(

χ2 ∗
0 χ1

)
with ∗ non zero. Thus one

only has to prove one case of (i) and (ii). For reasons of time, length and
boredom of the audience, I only give a complete proof for (i). Let T1 be the
Zp-lattice corresponding to the strongly divisible module M1 of Theorem
5.1.2. Then I claim its reduction T 1 is as in (i). For this, we compute the
reduction ofM1, keeping the notations of the proof of 5.1.2. Let: U1 := (u− p)(L+ 2)

(
E1 − Le2 + u−p

p e2

)
U2 := p

(
E1 − Le2 + u−p

p

(
1
2 (E1 − Le2) + e2

))
.

One easily checks that U1, U2 ∈M1∩Fil3D. Moreover, an easy computation
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gives:
ϕ
p3 (U1) = µ(up

p − 1)
(
(L+ 2)E1 −

(
1 + L − up

p + γ(2−L)
1+γ

)
E2

)
+ pW1

ϕ
p3 (U2) = µ

2

(
(1 + up

p )E1 − E2

)
+ p

L+2W2

where Wi are certain elements of M1 (which can be computed explicitely)
and recall that val( p

L+2 ) > 0. By Theorem 4.3.3 (iii), we have to compute
the reduction ofM1. Modulo p and FilpS, we get:

U1 = (L+ 2)uE1 + u2E2

U2 = 1
2uE1

ϕ3(U1) = µ
(
(L+ 1)E2 − (L+ 2)E1

)
ϕ3(U2) = µ

2 (E1 − E2)

which gives: ϕ3

(
u2
(
E2 − 2 2+L

3+2LE1

))
= µ(3 + 2L)

(
E2 − 2 2+L

3+2LE1

)
ϕ3(uE1) = (−µ)

(
1

3+2LE1 +
(
E2 − 2 2+L

3+2LE1

))
.

From this, we easily deduce the result on T 1 using Lemma 8.1.3 (note that
we find an object of NMF 1 “twisted by Fp(1)”). One can prove that the
lattice reducing to the other extension corresponds to the strongly divisible
module M2 of 5.1.2,(i).

Remark 9.1.5. From the above proof, one can in fact easily deduce that
Fil3D ∩M1 = SU1 ⊕ SU2 + Fil3S · M1.

From Lecture 3, we obtain the following corollaries:

Corollary 9.1.6. Let f be a cuspidal newform of weight 2 for Γ1(pN)
with (p, N) = 1 and p ≥ 3. Assume p doesn’t divide the conductor of the
character of f and let Lp be the L-invariant attached to f .

(i) If val(Lp) < 1, then ρf,p|Ip
'
(

ω ∗
0 1

)
with ∗ peu ramifié.

(ii) If val(Lp) ≥ 1, then ρf,p|Ip
'
(

ω ∗
0 1

)
with ∗ très ramifié if non zero.

Corollary 9.1.7. Let f be a cuspidal newform of weight 4 for Γ1(pN)
with (p, N) = 1 and p ≥ 5. Assume p doesn’t divide the conductor of the
character of f and let Lp be the L-invariant attached to f .

(i) If val(Lp + 3
2 ) = 0 and val(Lp + 2) < 1, then ρf,p|Ip

'
(

ω2 ∗
0 ω

)
with ∗
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peu ramifié or ρf,p|Ip
'
(

ω ∗
0 ω2

)
.

(ii) If val(Lp + 3
2 ) = 0 and val(Lp + 2) ≥ 1, then ρ|Ip

'
(

ω2 ∗
0 ω

)
with ∗

très ramifié or ρf,p|Ip
'
(

ω ∗
0 ω2

)
.

(iii) If val(Lp + 3
2 ) > 0, then ρf,p|Ip

'
(

ω2+p
2 0
0 ω1+2p

2

)
.

(iv) If val(Lp + 3
2 ) < 0, then ρf,p|Ip

'
(

ω3
2 0
0 ω3p

2

)
.

The previous computations allow to determine ρf,p |Gp
and not just

ρf,p |Ip
but the latter is shorter to describe. The reader will find in [10]

the generalization of the above results to the case k even, k < p. In [40],
he will also find the description of ρf,p |Gp

for some newforms f of weight
< p on Γ1(pN) (p - N) when p divides the conductor of the character of f
(with additional hypothesis). See Lecture 3 for the description of the filtered
modules attached to f in that case. This suggests one more open question:
can the method of [40] be adapted to the “semi-stable” setting and yield an-
other proof of the above two corollaries using congruences between modular
forms?

9.2 Deformation rings

Fix ρ : Gp → GL2(F) such that EndF[Gp](ρ) = F (F ⊂ Fp). For any
noetherian local complete W (F)-algebra R with residue field F, let:

SR := R̂<u>=

{ ∞∑
n=0

rn
un

n!
, rn ∈ R, rn → 0

}

endowed with the R-linear extensions of ϕ, N and Fili. We explain how to
(almost) compute R(4, Id, ρ) (for R(2, Id, ρ) the method is the same and is
much simpler).

The first step in computing the deformation rings R(4, Id, ρ) is to “select”
those lattices T computed in §9.1 such that T ' ρ. For instance, assume

ρ '
(

ω2unr(α) ∗
0 ωunr(α)

)
with α ∈ F×, ∗ 6= 0 and peu ramifié. Then the

only T giving rise to ρ are those coming from the lattices M1 of Theorem
9.1.4 (i) for µ

3+2L = µ(3 + 2L) = α i.e. (L, µ) ∈ {(−1, α), (−2,−α)}. These
lattices naturally form “families”: consider the lattices M1 = SE1 ⊕ SE2
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of Theorem 9.1.4 (i) with Ei as in the proof of loc.cit. and (L, µ) such that
(L, µ) ∈ {(−1, α), (−2,−α)}. These strongly divisible lattices are defined
by ϕ, N and Fil3 which one can write as matrices (resp. vectors) in the basis
(E1, E2). Replacing formally L by −1+X and µ by [α]+D in the expression
of these matrices and vectors, one gets a strongly divisible module “with
coefficients in W (F)[[X, D]]”. Concretly, this gives:

M = SW (F)[[X,D]]E1 ⊕ SW (F)[[X,D]]E2

ϕ(E1) = ([α] + D)
(

p2E1 +
(

pϕ(γ)
1+ϕ(γ) −

p2γ
1+γ

)
3−X
1+X E2

)
ϕ(E2) = ([α] + D)pE2

N(E1) = p
1+X

(
1 + N(γ)

p
3−X
1+γ2

)
E2

N(E2) = 0
Fil3M = Fil3SW (F)[[X,D]]M+ SW (F)[[X,D]]U1 ⊕ SW (F)[[X,D]]U2

U1 := (u− p)
(
(1 + X)E1 + (u− pX)E2

)
U2 := 1

2 (u + p)E1 + 1
2

(
u(3−X)− p(1 + X)

)
p

1+X E2.

In the same way, one can replace formally L by −2+X, µ by −[α]+D and
p

2+L by Y (recall the condition val(2 + L) < 1) in the definition of ϕ, N

and Fil3 and obtain a strongly divisible module over W (F)[[X,Y,D]]
(XY−p) . Thus,

for ρ '
(

ω2unr(α) ∗
0 ωunr(α)

)
with ∗ peu ramifié, one gets two strongly

divisible modules (one over W (F)[[X, D]] and one over W (F)[[X,Y,D]]
(XY−p) ) and

any strongly divisible module over W (F) giving rise to ρ is a unique spe-
cialization of one of these two. Moreover, by a mild generalization of the
results of Lecture 4, one can extend the functor “strongly divisible mod-
ules 7→ Galois lattices” to the case of coefficients and associate continuous
representations Gp → GL2(R) to strongly divisible modules over R (R as

above). Thus, for ρ '
(

ω2unr(α) ∗
0 ωunr(α)

)
as above, we obtain two de-

formations Gp → GL2(W (F)[[X, D]]) and Gp → GL2(
W (F)[[X,Y,D]]

(XY−p) ) of ρ

from the previous two strongly divisible modules, and any lattice in a semi-
stable representation of Gp of Hodge-Tate weights (0, 3) deforming ρ comes
from a unique specialization of one (and only one) of these two deforma-
tions.
For any ρ such that EndF[Gp](ρ) = F, one can build in a similar way local
complete noetherian W (F)-algebras Ri(ρ) of residue field F and deforma-
tions ρi : Gp → GL2(Ri(ρ)) of ρ such that any Galois lattice as above
deforming ρ factors in a unique way through one ρi. We give the complete
description of the Ri(ρ) below for each ρ.
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The second step in computing the R(4, Id, ρ) is the following theorem:

Theorem 9.2.1. Fix ρ as above.
(i) For any i, there is a surjection of W (F)-algebras: R(ρ) � Ri(ρ).
(ii) For any i, this surjection factors trough R(4, Id, ρ).
(iii) These surjections induce an isomorphism: R(4, Id, ρ)[ 1p ] ∼−→ ΠiRi(ρ)[ 1p ].

Proof. (sketch) (i) By the universal property of R(ρ), we know there is a
morphism of W (F)-algebras R(ρ) → Ri(ρ). To prove it is surjective, it’s
enough to prove that the map R(ρ) → Ri(ρ)/(p, m2

Ri(ρ)) is surjective, or
that the deformation Gp → GL2

(
Ri(ρ)/(p, m2

Ri(ρ))
)

cannot be defined over
a W (F)-subalgebra of Ri(ρ)/(p, m2

Ri(ρ)). Equivalently, one has to check
that the corresponding object of M3 over Ri(ρ)/(p, m2

Ri(ρ)) is not coming
by extension of scalars from a subobject defined over a strict F-subalgebra.
This is an explicit computation that is checked for each Ri(ρ) (for instance,
in the above examples, one has to prove that it’s impossible to dispense
with X, Y or D): see [10].
(ii) Let x ∈ ∩4,Idp ⊂ R(ρ) (see Lecture 6) and xi the image of x in Ri(ρ).
One has to prove xi = 0. But for all W (F)-algebra homomorphisms Ri(ρ)→
Zp, one has x ∈ Ker(R(ρ)→ Ri(ρ)→ Zp), hence xi 7→ 0 for all Ri(ρ)→ Zp.
This easily implies xi = 0.
(iii) From (ii), we thus have a morphism of W (F)-algebras R(4, Id, ρ) →
ΠiRi(ρ). We first prove it is injective. Let x ∈ R(ρ) such that xi = 0,∀i (xi

as in (ii)). Since every W (F)-algebra morphism R(ρ)→ Zp of kernel of type
(4, Id) factors through a (unique) Ri(ρ), we see that x ∈ ∩4,Idp, hence x = 0
in R(4, Id, ρ). Granting R(4, Id, ρ) ↪→ ΠiRi(ρ) and R(4, Id, ρ) � Ri(ρ),
one can prove that the isomorphism (iii) is equivalent to

∐
i Ri(ρ)(Zp)

∼→
R(4, Id, ρ)(Zp) (this is just some commutative algebra). We now prove this
last statement. Injectivity is clear since a Galois lattice cannot come from
two different specializations. For surjectivity, it is enough to prove that
any morphism R(ρ) → Zp that factors through R(4, Id, ρ) has a kernel
of type (4, Id) (this is Conjecture 6.3.8!), since then it will factor through
some Ri(ρ). But one can consider another quotient of R(ρ), namely the one
that is a universal parameter for deformations of ρ over artinian local W (F)-
algebras that come from objects ofM3 (this uses the factM3 is preserved by
subobjects, quotients and direct sums). Let us call R(ρ)/I this quotient. We
have I ⊂ ∩4,Idp by definition of being of type (4, Id). Thus, any morphism
R(ρ) → Zp that factors through R(4, Id, ρ) also factors through R(ρ)/I.
This implies the corresponding deformation Gp → GL2(Zp) comes modulo
pn for any n from an object of M3, hence comes from a strongly divisible
module. Thus Ker(R(ρ)→ Zp) is of type (4, Id). This finishes the proof.
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Recall from Lecture 6 that µ(Ri(ρ)/p) is the Hilbert-Samuel multiplicity
of Ri(ρ)/p.

Corollary 9.2.2. For any ρ as above, µgal(4, Id, ρ) =
∑

i µ(Ri(ρ)/p).

Proof. This is a general result of commutative algebra. Let R and R1, . . . , Rr

be noetherian local complete flat W (F)-algebras of residue field F and of
the same Krull dimension. Assume that for each i there is a surjection (of
W (F)-modules) R � Ri that induces an isomorphism R[ 1p ] ∼→ ΠiRi[ 1p ].
Then I claim that µ(R/(p)) =

∑
i µ(Ri/(p)). We prove this result by in-

duction on r. The case r = 1 being trivial, we assume r = 2. Let n ∈ N
be such that pn(R1 ⊗R R2) = 0, from the exact sequence of R-modules
0 → R → R1 × R2 → R1 ⊗R R2 → 0, we get an exact sequence of R/pn-
modules of finite type:

0→ R1 ⊗R R2 → R/pn → R1/pn ×R2/pn → R1 ⊗R R2 → 0

from which we deduce µ(R/pn) = µ(R1/pn) + µ(R2/pn) (well-behaviour
of the Hilbert-Samuel multiplicity with respect to exact sequences). Since
µ(R/pn) = nµ(R/p) (resp. with Ri), we are done for r = 2. For greater
r, let R′ := R/(∩r−1

i=1 Ii) where Ii := Ker(R → Ri) and apply the induction
hypothesis to R′ and the case r = 2 to R1 = R′ and R2 = Rr.

Since µ(F[[X, D]]) = 1 and µ
(F[[X,Y,D]]

(XY )

)
= 2, we get µgal(4, Id, ρ) =

1 + 2 = 3 for ρ '
(

ω2unr(α) ∗
0 ωunr(α)

)
with ∗ peu ramifié. We give now

the result of all the computations in the case τ = Id, k = 2, 4. We write
R ∼ ΠiRi if R � Ri (∀i) and R[ 1p ] ∼→ ΠiRi[ 1p ].

Theorem 9.2.3. Let ρ : Gp → GL2(F) such that EndF[Gp](ρ) = F.

(i) If ρ|Ip
/∈
{(

ω ∗
0 1

)
,

(
ω2 0
0 ωp

2

)}
, then R(2, Id, ρ) = 0 and µgal(2, Id, ρ) =

0.

(ii) If ρ|Ip∈
{(

ω ∗
0 1

)
with ∗ très ramifié,

(
ω2 0
0 ωp

2

)}
or if

ρ '
(

ωunr(α) ∗
0 unr(β)

)
with α 6= β, then R(2, Id, ρ) ' W (F)[[X, D]] and

µgal(2, Id, ρ) = 1.

(iii) If ρ '
(

ωunr(α) ∗
0 unr(α)

)
with ∗ peu ramifié, then R(2, Id, ρ) ∼

W (F)[[X, D]]×W (F)[[X, D]] and µgal(2, Id, ρ) = 2.
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Theorem 9.2.4. Let ρ : Gp → GL2(F) such that EndF[Gp](ρ) = F.

(i) If ρ|Ip
/∈
{(

ω3 ∗
0 1

)
,

(
ω2 ∗
0 ω

)
,

(
ω ∗
0 ω2

)
,

(
ω3

2 0
0 ω3p

2

)
,

(
ω2+p

2 0
0 ω1+2p

2

)}
,

then R(4, Id, ρ) = 0 and µgal(4, Id, ρ) = 0.

(ii) If ρ|Ip∈
{(

ω2 ∗
0 ω

)
with ∗ très ramifié,

(
ω3 ∗
0 1

)}
, then R(4, Id, ρ) '

W (F)[[X, D]] and µgal(4, Id, ρ) = 1.

(iii) If ρ|Ip
∈
{(

ω ∗
0 ω2

)
,

(
ω2+p

2 0
0 ω1+2p

2

)}
or if ρ '

(
ω2unr(α) ∗

0 ωunr(β)

)
with α 6= β, then R(4, Id, ρ) ∼W (F)[[X, D]]×W (F)[[X, D]] and
µgal(4, Id, ρ) = 2.

(iv) If ρ|Ip'
(

ω3
2 0
0 ω3p

2

)
, then R(4, Id, ρ) ∼W (F)[[X, D]]×W (F)[[X, D]]×

W (F)[[X, D]] and µgal(4, Id, ρ) = 3.

(v) If ρ '
(

ω2unr(α) ∗
0 ωunr(α)

)
with ∗ peu ramifié, then R(4, Id, ρ) ∼

W (F)[[X, D]]× W (F)[[X,Y,D]]
(XY−p) and µgal(4, Id, ρ) = 3.

Corollary 9.2.5. Conjectures 6.3.6, 6.3.8 and 8.3.1 hold for τ = Id,
k = 2, 4.

Proof. For 6.3.6, it is clear from 9.2.3 and 9.2.4. We proved 6.3.8 (for k = 4
but k = 2 is similar) in the course of proving Theorem 9.2.1. By Lecture 7,
Corollary 7.2.2 (i), we have σ(Id) = u1(1) =

(
IndGL2(Zp)

Γ0(p) 1
)
/1 where Γ0(p)

is the subgroup of modulo p lower triangular matrices. Moreover, one easily
checks that σ(2, Id) = Symmp−1Fp

2
= σp−1,0 (see Lecture 8) and that

σ(4, Id) =
(
Symmp−1Fp

2 ⊗ Symm2Fp
2)ss = σ2

p−3,2 ⊕ σ2,0 ⊕ σ0,1 ⊕ σp−1,1.
Then the recipe of §8.3 immediately gives µaut(2, Id, ρ) = µgal(2, Id, ρ) and
µaut(4, Id, ρ) = µgal(4, Id, ρ) for any ρ.

We refer the reader to [10] for the generalization of the above results in
the case k even, k < p.

Let me finally mention, as an (accessible) open question, that the com-
putations we made in §9.1 and §9.2 for k even remain to be done for k
odd. Also, thinking about [40], it would be interesting to do the parallel
computations with the filtered modules of Example 3.3.2 (i.e. for the type
τ ' ω̃i ⊕ 1, 0 < i < p− 1).
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10 Lecture 10: Towards modulo p and p-adic
Langlands correspondences for GL2(Qp)?

As mentionned in the introduction of this course, the title of this last Lec-
ture is the true motivation. The conjecture we made (and proved in some
cases) could be some weak by-product and is also some kind of consolation,
waiting for more...

This lecture presents results of a somewhat different flavour that un-
doubtedly go into the direction of such correspondences. We do not provide
notes for this last lecture which is a survey of [4].
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réductifs et formes automorphes I, Université Paris VII, 1978, 37-77.
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