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Abstract

We study the scattering theory for a class of non-relativistic quantum field theory models
describing a confined non-relativistic atom interacting with a massless relativistic bosonic
field. We construct invariant spaces H±c which are defined in terms of propagation properties
for large times and which consist of states containing a finite number of bosons in the region
{|x| ≥ ct} for t → ±∞. We show the existence of asymptotic fields and we prove that
the associated asymptotic CCR representations preserve the spaces H±c and induce on these
spaces representations of Fock type. For these induced representations, we prove the property
of geometric asymptotic completeness, which gives a characterization of the vacuum states
in terms of propagation properties. Finally we show that a positive commutator estimate
imply the asymptotic completeness property, ie the fact that the vacuum states of the induced
representations coincide with the bound states of the Hamiltonian.

1 Introduction

In this section we describe the class of models that we will consider in this paper, discuss the
hypotheses and describe the main results.

1.1 Massless Nelson models

We will consider in this paper a quantum field theory model which describes a confined atom
interacting with a field of massless scalar bosons. This model is usually called the Nelson model
(see [Ne], [A], [Ar], [LMS]). It was originally introduced in [Ne] as a phenomenological model of
non-relativistic particles interacting with a quantized scalar field.

The atom is described with the Hilbert space

K := L2(IR3P ,dx),

where x = (x1, . . . , xP ), xi is the position of particle i, and the Hamiltonian:

K :=
P∑
i=1

−1
2mi

∆i +
∑
i<j

Vij(xi − xj) +W (x1, . . . , xP ),
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where mi is the mass of particle i, Vij is the interaction potential between particles i and j and
W is an external confining potential.

We will assume

(H0)
Vij is ∆− bounded with relative bound 0,
W ∈ L2

loc(IR
3N ), W (x) ≥ c0|x|2α − c1, c0 > 0, α > 0.

It follows from (H0) that K is symmetric and bounded below on C∞0 (IR3P ). We still denote by
K its Friedrichs extension. Moreover we have D((K+ b)

1
2 ) ⊂ H1(IR3P )∩D(|x|α), which implies

that
|x|α(K + b)−

1
2 is bounded.(1.1)

Note also that (H0) implies that K has compact resolvent on L2(IR3P ). The one-particle space
for bosons is

h := L2(IR3, dk),

where the observable k is the boson momentum. An important role will be played by the
observable

x := i
d
dk
, acting on h.

The observable x has the interpretation of the Newton-Wigner position. In fact the one-particle
space for relativistic massless scalar bosons can be written as L2(IR3, dk

|k|). In this representation
the selfadjoint operator

xNW := i|k|
1
2
∂

∂k
|k|−

1
2

is called the Newton-Wigner position observable (see eg [Sch, Chap. 3c]). By the unitary map
h(k) 7→ |k|−

1
2h(k) between L2(IR3, dk

|k|) and L2(IR3, dk) the observable xNW is sent onto the
observable x. Hence x has the interpretation of the Newton-Wigner position.

The bosonic field is described with the Fock space Γ(h) and the Hamiltonian dΓ(|k|).
The non-interacting system is described with the Hilbert space

H := K ⊗ Γ(h)

and the Hamiltonian
H0 := K ⊗ 1lΓ(h) + 1lK ⊗ dΓ(|k|)

We assume that the interaction is of the form

V :=
N∑
j=1

φ(v̌j(xj)),(1.2)

for
φ(v̌j(xj)) =

1√
2

∫
vj(k)e−ik.xja∗(k) + v̄j(k)eik.xja(k)dk,

where f̌ denotes the inverse Fourier transform of f and the functions vj satisfy

(I0)
∫

(1 + |k|−1)|vj(k)|2dk <∞, 1 ≤ j ≤ P.
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The Hamiltonian describing the interacting system is now:

H := H0 + V.

The assumption (I0) implies, using Prop. A.1, that φ(v̌j(xj)) is H0−bounded with infinitesimal
bound and hence that H is selfadjoint and bounded below on D(H0).

Note that the interaction is translation invariant (although the full Hamiltonian H is not
because of the confining potential W ). Note also that using the notation introduced in (2.1) we
can write:

V = φ(v),

where v ∈ B(K,K ⊗ h) is defined by

vψ(x1, . . . , xP ) =
P∑
j=1

e−ik.xjvj(k)ψ(x1, . . . , xP ).(1.3)

1.2 Scattering theory for confined Nelson models

The mathematical framework of scattering theory for confined Nelson models, known as the LSZ
approach, is based on the asymptotic Weyl operators. These are defined as the limits:

W±(f) := s- lim
t→±∞

eitHW (ft)e−itH ,

where ft = e−itω(k)f and f belongs to a suitably chosen dense subspace h0 of h.
Once constructed they define two regular CCR representations called the asymptotic CCR

representations. The asymptotic fields φ±(f) are the hermitian fields associated to these repre-
sentations.

In very broad terms, the basic goal of scattering theory is to study the nature of these
representations and in particular to understand the nature of their Fock sub-representations (if
they exist).

To discuss the scattering theory of confined Nelson models more in details, we will first
generalize the discussion to include the massive case, ie consider a dispersion relation ω(k) =
(k2 + m2)

1
2 for m ≥ 0, and introduce some terminology: a Nelson model satisfying (H0) and

(I0) is called infrared convergent if assumption (I3) below is satisfied, ie∫
(1 + ω(k)2)|vj(k)|2dk <∞, 1 ≤ j ≤ P,

and infrared divergent if (I3) is not satisfied, ie∫
(1 + ω(k)2)|vj(k)|2dk = +∞, for some j.

Note that if m > 0, (I0) implies (I3), ie massive Nelson models are always IR convergent. Note
also that a massless model with an infrared cutoff (ie such that vj(k) ≡ 0 for |k| ≤ ε) is clearly IR
convergent and is actually very similar to (and in some aspects simpler than) a massive Nelson
model.

In the physical case with an ultraviolet-cutoff interaction, we have vj(k) = ω(k)
1
2χ(k) for

χ(k) ∈ C∞0 (IR3), so the massless Nelson model is IR divergent.

3



Let us now discuss two basic results on confined Nelson models.
- It is known (see [DG2] in the massive case and [G] in the massless case) that IR convergent

Nelson models admit a ground state in Hilbert space, and (see [LMS]) that IR divergent Nelson
models do not admit a ground state in Hilbert space (an elementary proof of this fact can be
found in [DG4]). It is believed but not proved that IR divergent Nelson models do not have
bound states at all.

- The existence of asymptotic fields is known to hold both for IR convergent and IR divergent
Nelson models. A proof is given in Sect. 8 under the (very weak) assumption (I4). (It turns
out that the behavior of vj(k) for small k does not play any role for the existence of asymptotic
fields). The natural vector space h0 is then D(ω−

1
2 ).

Finally let us point out that the bound states of the Hamiltonian play a fundamental role
because it is easy to see that they are vacua for the asymptotic CCR representations.

IR convergent Nelson models
For IR convergent Nelson models, due to the existence of bound states, the asymptotic CCR

representations admit a non trivial sub-representation of Fock type (ie unitarily equivalent to a
direct sum of Fock representations).

One can then define isometric operators Ω± called the wave operators between a direct sum
of copies of Fock spaces and subspaces H± of H.

One can then ask the following two fundamental questions:
1) are the asymptotic CCR representations entirely of Fock type?
if this property holds the wave operators are unitary.
2) are the spaces K± of vacua for the asymptotic CCR representations identical to the space

of bound states of the Hamiltonian?
this second property is called the asymptotic completeness property.
Properties 1) and 2) were first proved in [DG2] for massive Nelson models. Later they

were proved in [FGS] by similar methods for non confined massless Nelson models, with an
infrared cutoff on the interaction, for energies below the ionization energy of the atom. Let us
finally mention the paper by Spohn [Sp] where the author considers a quantized photon field
interacting with a confined electron in the dipole approximation. The confining potential is
supposed to be a small perturbation of a quadratic potential and hence the full Hamiltonian is a
small perturbation of a solvable, quadratic Hamiltonian. It is then possible to prove asymptotic
completeness directly using a Dyson expansion for the full evolution. Unfortunately the method
of [Sp] does not seem to extend to more general interactions.

IR divergent Nelson models
For IR divergent Nelson models, we expect that H has no bound states in Hilbert space, and

therefore that the asymptotic CCR representations contain no sub-representation of Fock type.
The basic framework for confined IR divergent Nelson models is studied in [DG4], using ideas

from [Fr2]. Note that in [Fr2] (see also [P]) the more complicated translation invariant model
was studied, where the Haag-Ruelle approach is used instead of the LSZ approach.

It turns out that any question concerning the scattering theory of an IR divergent Nelson
model can be reduced to a similar question for an IR convergent Nelson model.

In fact it is shown in [DG4] that there exist a IR convergent Nelson model Hren, called the
renormalized Hamiltonian, an element g in the dual h′0 of h0 such that g 6∈ h, and unitary maps
U± on H such that:

W±(f)U± = U±W±ren(f)e−iIm(f,g), f ∈ h0,
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where W±ren(f) are the asymptotic Weyl operators for Hren.
The factor e−iIm(f,g) correspond to a phase translation and, since g 6∈ h, indicates that the

asymptotic CCR representations for an IR divergent Nelson model should be coherent state
representations.

Moreover from the above formula, we see that any information on the asymptotic CCR rep-
resentations for Hren immediately gives an information on the asymptotic CCR representations
for H.

For example from the fact that the representations W±ren admit a Fock sub-representation,
we see that W± admit a coherent state sub-representation. Similarly if asymptotic completeness
holds for Hren, then the CCR representations for H are coherent state representations. Note
also that the Hamiltonian Hren is exactly the Hamiltonian considered by Arai [Ar], where the
Nelson model is considered in a non-Fock representation.

Finally let us mention that for IR divergent Nelson models, it is also possible to define the
modified wave operators and the scattering operator.

1.3 Results and methods

We now describe the results and methods of this paper. We start by briefly recalling how
asymptotic completeness was shown in [DG2] for the massive case.

The answer to question 1) is rather easy in the massive case, and relies on the fact that the
total number of particles is dominated by the energy.

Question 2) is more difficult, even in the massive case. In [DG2], this problem was solved
in two steps: first a direct geometric characterization of the asymptotic vacua, in terms of
their propagation properties for large times, is obtained: one shows that the asymptotic vacua
coincide with the states having no particles in {|x| ≥ εt} for large t and ε > 0 arbitrarily
small. This property is called in [DG2] the geometric asymptotic completeness. In a second step
this geometric characterization of the asymptotic vacua is combined with a Mourre estimate to
obtain the asymptotic completeness.

In this paper we give some partial answers to the second problem for IR convergent massless
Nelson models.

Since IR convergent massless Nelson models admit bound states in the Hilbert space, we
expect that properties 1) and 2) should also hold in this case.

There are two problems to extend the results of [DG2] to the massless case.
The first problem is that one needs a bound on the number of asymptotically free particles.

This problem shows up in connection with property 1) and property 2).
The second problem is the lack of smoothness of the dispersion relation |k| at k = 0. Since

we cannot a priori exclude bosons of small momenta, propagation estimates with this dispersion
relation are not easy to obtain.

Let us now describe the new methods used in this paper do deal with these problems:

singularity of the dispersion relation:

to handle this difficulty we will use a trick due to Derezinski and Jaksic in [DJ]. The idea
is to add to the system a field of non-physical bosons with dispersion relation −|k|. Note that
there is an analogy with a method used by Jaksic and Pillet in [JP] for the study of return
to equilibrium for similar models at positive temperature, where particles of negative energy
appear as holes in the equilibrium distribution. The next step is to go to polar coordinates
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r = |k| and to glue together the two Fock spaces of bosons of positive/negative energy. In
this way one obtains a Fock space over he = L2(IR, dσ) ⊗ L2(S2) with the (smooth) dispersion
relation σ. This construction is described in details in Subsect. 3.3 and leads to the so called
expanded objects, like the expanded Hilbert space He and Hamiltonian He.

All the analytical work will be done on expanded objects. Results on asymptotic observ-
ables or asymptotic fields for the expanded Hamiltonian He can be converted to the original
Hamiltonian H using results shown in Subsects. 3.10 and 8.6.

Note however that a result for the expanded Hamiltonian, based on a one-particle observable
a on he, converts to a result for the original Hamiltonian only if a commutes with the projection
1l{σ≥0}. This is not the case for the observable s = i ∂∂σ , which plays a key role in our paper.
Therefore a lot of technical work will be needed to overcome this difficulty in Sects. 10 and 11,
by replacing s by another observable commuting with 1l{σ≥0}.

bound on the number of particles:

To show that the asymptotic CCR representations are of Fock type is equivalent to show
that the asymptotic number operators (see Subsect. 8.2) have dense domains, which are then
equal to the range of the wave operators. Experience from time-dependent scattering theory
suggests that it is better to replace this algebraic description of the range of the wave operators
by a geometric description in terms of propagation properties for large, but finite times. This is
done in our paper in the following way:

we construct in Sect. 5 projections P e±
c for 0 < c < 1, commuting with He, whose range

He±
c are the states in He having only a finite number of particles in {|s| ≥ c′|t|} for each c < c′.

Converting these results to H, we obtain spaces H±c which are invariant under the evolution and
which contain the states having a finite number of particles in {|x| ≥ c′t} for each c < c′. We
show in Thms. 12.3, 12.5 that the spaces H±c have the following properties:

1) H±c are non trivial if the Hamiltonian has bound states;
2) the asymptotic CCR representations preserve H±c and are of Fock type when restricted

to H±c . Recalling that the ranges of the wave operators Ω± are denoted by H± this property
means that H±c ⊂ H±.

3) on H±c the geometric asymptotic completeness holds: the asymptotic vacua in H±c are
exactly the states in H±c having no particles in {|x| ≥ c′t} for all c < c′, t→ ±∞.

4) if a Mourre estimate holds on an energy interval ∆ with the generator of dilations as conju-
gate operator, then a restricted version of asymptotic completeness holds on ∆: the asymptotic
vacua in H±c with energy in ∆ coincide with the bound states of the Hamiltonian in ∆.

The proof of geometric asymptotic completeness is done by working with He and introducing
asymptotic partitions of unity and geometric inverse wave operators as in [DG2]. The simpler
approach to geometric asymptotic completeness used in [DG3] does not seem to be applicable
here, since it relied on the fact that in the massive case the wave operators are known to be
unitary.

Let us also note that all the observables used in [DG2] to show geometric asymptotic com-
pleteness are unbounded observables dominated only by the number operator. This was not
an issue in the massive case, since these observables are then bounded by the total energy.
In the massless case, this is no longer true and we have to use different observables to prove
corresponding propagation estimates.

There are two questions which remain open: first of all one would like to show that the
spaces H±c are equal to the whole Hilbert space H. This would imply that the asymptotic CCR
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representations are of Fock type and that the wave operators are unitary. We believe that it
should be easier to show that H±c = H than to show that H± = H since we have a geometric
description of H±c instead of the algebraic description of H± given by the asymptotic number
operators.

A more modest question would be to show that the spaces H±c for different 0 < c < 1 are all
identical, which is very likely since the speed of propagation for massless bosons is equal to 1, so
no particles should be found in the intermediate regions {c1t ≤ |x| ≤ c2t} for 0 < c1 < c2 < 1.

The second remaining open problem is to show a Mourre estimate for the Hamiltonian H
outside of a discrete set of points. Up to now a Mourre estimate has been shown only for
sufficiently small coupling constant g and outside some intervals whose size depend on g (see
[Sk], [BFSS], [DJ]).

1.4 Hypotheses

Let us now state the various hypotheses that we will impose on the coupling functions vj in the
sequel. In the formulation of conditions (I2) and (I5) one introduces polar coordinates σ̃ = |k|,
ω = k

|k| (see (3.1)).
In Sect. 4, we will impose:

(I1)
∫

(1 + |k|−1−2ε0)|vj(k)|2dk <∞, 1 ≤ j ≤ P, ε0 > 0.

This condition will be needed to obtain sharp estimates on the growth of the total number of
particles along the evolution.

In Sect. 5, we will impose:

(I2) σ̃vj(σ̃ω) ∈ Hµ
0 (IR+)⊗ L2(S2), 1 ≤ j ≤ P, µ > 0,

where the space Hµ
0 (IR+) is the closure of C∞0 (]0,+∞[) in the topology of Hµ(IR). This condition

will allow us to construct H−invariant spaces H+
c containing a finite number of particles in the

region |x| ≥ ct, for 0 < c < 1.
In Subsect. 3.2, we impose:

(I3)
∫

(1 + |k|−2)|vj(k)|2dk <∞, 1 ≤ j ≤ P.

Conditions (I3) and (H0) for α > 0 imply that H admits a ground state in the Hilbert space
H. This fact has two important consequences: firstly the CCR representation given by the
asymptotic Weyl operators W+(h) constructed in Sect. 8 admits a Fock sub-representation (see
Subsect. 8.2). Secondly the spaces H+

c are non trivial (see Thm. 5.6).
In Sect. 8 we impose:

(I4) vj ∈ Hµ1

loc(IR
3), 1 ≤ j ≤ P, µ1 > 0.

This condition will allow us to construct the asymptotic fields.
In Subsect. 4.5 we impose:

(I5) (1 + |σ̃|−
1
2 )(1− ∆ω

σ̃2
)µ2 σ̃vj(σ̃ω) ∈ L2(IR+)⊗ L2(S2), 1 ≤ j ≤ P, µ2 > 0.
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This assumption will be needed to control the angular part of the observable |x| = −∆
1
2
k .

To illustrate the meaning of these various conditions, let us consider a rotationally invariant
coupling function vj of the form:

vj(k) = |k|ρχ(|k|),(1.4)

where χ ∈ C∞0 (IR) is an ultraviolet cutoff. Then:
(I0) is satisfied if ρ > −1.
(I1) is satisfied if ρ > −1 + ε0.
(I2) is satisfied if ρ > µ− 1. In fact it is easy to see that σ̃ρ+1χ(σ̃) ∈ Hµ

0 (IR+) if µ < ρ+ 1.
(I3) is satisfied if ρ > −1

2 .
(I4) and (I5) are satisfied for all values of ρ.
The main results of the paper, formulated in Sects. 8 and 12, hold under (H0), (I0), (I2),

(I5) for α > 1, µ > 1, µ2 > 1. Hence we see that for a coupling function of the form (1.4), the
results of the paper hold for ρ > 0.

1.5 Plan of the paper

Let us now describe the plan of the paper. In Sect. 2 we define some notation and recall some
notions introduced in [DG2].

In Sect. 3 we describe the abstract framework in which we will work for most of the paper. In
this framework, the original Hilbert space and Hamiltonian are denoted byH and H respectively.
We introduce the so-called expanded objects, in particular the expanded Hilbert space He and
the expanded Hamiltonian He which will play an important role. The one-particle space is now
L2(IR,dσ)⊗L2(S2) and the one-particle kinetic energy for the expanded Hamiltonian is simply
the operator of multiplication by σ.

A number of basic technical estimates are also proved in this section.
Sect. 4 is devoted to estimating the growth of the number observable along the evolution.

We show that if the interaction is of size O(|k|ε0) near k = 0, then the number of particles is
bounded by tρ0 when t → +∞, where ρ0 depends on ε0. We also prove some estimates on the
growth of the ‘angular’ part of |x| along the evolution which will be useful in Sect. 11.

Most of the analytical work will be done on the expanded objects. In Sect. 5, we construct
the spaces He+

c described in Subsect. 1.3. In Sect. 6, we construct an asymptotic partition of
unity on He+

c . Using this partition of unity, we can split a state in He+
c into pieces having a

fixed number of particles in {|s| ≥ c′t} for c < c′, where s is the operator canonically conjugate
to σ.

In Sect. 7, we construct geometric inverse wave operators on He+
c . The asymptotic fields

and the wave operators both for H and He are constructed in Sect. 8 and their relationship is
studied. In Sect. 9 we prove the geometric asymptotic completeness on the spaces He+

c for He.
Sects. 10 and 11 are devoted to a reinterpretation of the spaces He+

c . Originally these spaces
are described in terms of the observable s. As explained in Subsect. 1.3, this description is not
convenient to obtain corresponding spaces for H, which is the reason why another description
with a different observable is given.

In Sect. 12 we prove the main results of this paper for the original Hamiltonian H. The
construction and properties of the spaces H+

c are obtained from the results of Sects. 5, 8, 9
and from functorial arguments, using the alternative description of He+

c in Sect. 11. Finally in
Sect. 13, we study the consequences of a Mourre estimate for H and show that it implies the
asymptotic completeness restricted to H+

c .
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2 Notation

2.1 General notation

We collect some notation that will be used throughout the paper.
Function spaces

We will denote by C∞(IRn) the space of continuous functions on IRn tending to 0 at infinity.
We set

S0(IRn) = {f ∈ C∞(IRn)||∂αx f(x)| ≤ Cα, α ∈ INn}.

We denote by Hs(IRn) the Sobolev space of order s ∈ IR.

Hilbert spaces

If H is a Hilbert space, we denote by B(H), resp. U(H) the set of bounded, resp. unitary
operators on H. If H is a bounded below selfadjoint operator on H, we will denote by the letter
b a constant such that H + b ≥ 1l.

If H is a selfadjoint operator on H and IR 3 t 7→ Φ(t) ∈ B(H) is an operator-valued function,
we denote by DΦ(t) the Heisenberg derivative:

DΦ(t) = ∂tΦ(t) + [H, iΦ(t)].

For u ∈ H, we set ut = e−itHu.
Often the Hamiltonian H can be written as a sum H = H0 + V , where H0 is a ‘free’

Hamiltonian and V an interaction term. In this case we denote by D0 the free Heisenberg
derivative associated to H0:

D0Φ(t) = ∂tΦ(t) + [H0, iΦ(t)].

If IR 3 t 7→ Φ(t) is a map with values in linear operators on H and N is a positive selfadjoint
operator on H we will say that

Φ(t) ∈ O(Nα)tµ for α ∈ IR+, µ ∈ IR

if D(Nα) ⊂ D(Φ(t)) for t ∈ IR and ‖Φ(t)(N + 1)−α‖ ∈ O(tµ). The notation Φ(t) ∈ o(Nα)tµ

is defined similarly. If A,B are two selfadjoint operators, we denote by adAB the expression
adAB = [A,B]. Usually the commutator [A,B] is first defined as a quadratic form on D(A) ∩
D(B) and then extended as an operator on some domain. The precise meaning of adAB will
either be specified or clear from the context.

Finally we recall (see [ABG]) that if A is a selfadjoint operator and B ∈ B(H), one says that
B ∈ C1(A) if the map

IR 3 s 7→ eisABe−isA ∈ B(H)
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is C1 for the strong topology. If H is a selfadjoint operator, one says that H ∈ C1(A) if for
some z ∈ C\σ(H), (z −H)−1 ∈ C1(A). If H ∈ C1(A) then the quadratic form [(z −H)−1, iA]
extend from D(A) to a bounded quadratic form on H and

d
ds

eisA(z −H)−1e−isA
|s=0 = [A, i(z −H)−1] = (z −H)−1[A, iH](z −H)−1.

For 0 < ε < 1, we say that H ∈ C1+ε(A) if H ∈ C1(A) and the map

IR 3 s 7→ eisA[(z −H)−1, iA]e−isA ∈ B(H)

is Cε for the norm topology.

2.2 Fock space notation

Fock spaces

Let h be a Hilbert space, which we will call the one-particle space. Let ⊗ns h denote the
symmetric nth tensor power of h. Let Sn denote the orthogonal projection of ⊗nh onto ⊗ns h.
The Fock space over h is the direct sum

Γ(h) :=
∞⊕
n=0

⊗ns h.

Ω will denote the vacuum vector – the vector 1 ∈ C = ⊗0
sh. The number operator N is defined

as
N
∣∣∣⊗n

s
h

= n1l.

The space of finite particle vectors, for which 1l[n,+∞](N)u = 0 for some n ∈ IN, will be denoted
by Γfin(h).

For h ∈ h we denote by a∗(h), a(h), the creation annihilation operators, by φ(h) = 1√
2
(a∗(h)+

a(h)) the field operators and by W (h) = eiφ(h) the Weyl operators (see eg [DG2, Sect.2]).
It is convenient to extend the definition of a∗(v), a(v) in the following way:
suppose that K is a Hilbert space. If v ∈ B(K,K ⊗ h), then we can define a∗(v), a(v), φ(v)

as unbounded operators on K ⊗ Γ(h) by:

a∗(v)
∣∣∣
K⊗
⊗n

s
h

:=
√
n+ 1

(
1lK ⊗ Sn+1

)(
v ⊗ 1l⊗n

s
h

)
,

a(v) := (a∗(v))∗,

φ(v) := 1√
2
(a(v) + a∗(v)).

(2.1)

They satisfy the estimates
‖a](v)(N + 1)−

1
2 ‖ ≤ ‖v‖,(2.2)

where ‖v‖ is the norm of v in B(K,K ⊗ h).
If b is an operator on h, we define the operator

dΓ(b) : Γ(h)→ Γ(h),

dΓ(b)
∣∣∣⊗n

s
h

:=
n∑
j=1

1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
j−1

⊗b⊗ 1l⊗ · · · ⊗ 1l︸ ︷︷ ︸
n−j

.
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If hi, i = 1, 2 are Hilbert spaces, q : h1 7→ h2 is a bounded linear operator, one defines

Γ(q) : Γ(h1) 7→ Γ(h2)

Γ(q)
∣∣∣⊗n

s
h1

:= q ⊗ · · · ⊗ q.

If q, r are operators from h1 to h2 one defines

dΓ(q, r) : Γ(h1)→ Γ(h2),

dΓ(q, r)
∣∣∣⊗n

s
h1

:=
n∑
j=1

q ⊗ · · · ⊗ q︸ ︷︷ ︸
j−1

⊗r ⊗ q ⊗ · · · ⊗ q︸ ︷︷ ︸
n−j

.

Let us now introduce some notation related to Heisenberg derivatives. Let ω be a selfadjoint
operator on h. We denote by d0 the Heisenberg derivative associated to ω:

d0 =
∂

∂t
+ [ω, i·], acting on B(h).

Let D0 be the Heisenberg derivative associated to the Hamiltonian H0 = dΓ(ω). Then for a
function IR 3 t 7→ b(t) ∈ B(h), we have:

D0dΓ(b(t)) = dΓ(d0b(t)).

Operators Pk(f) and Qk(f)

We now recall some objects introduced in [DG2] which will play an important role in the
sequel.

Let f0, f∞ be operators on h. Let f := (f0, f∞). We define the operators Pk(f) = Pk(f0, f∞)
and Qk(f) = Qk(f0, f∞) for k ∈ IN by setting

Pk(f) : Γ(h)→ Γ(h),

Pk(f)
∣∣∣⊗n

s
h

:=
∑

]{i|εi=∞}=k
fε1 ⊗ · · · ⊗ fεn ,

where εi = 0,∞ and

Qk(f) :=
k∑
j=0

Pj(f).

We will sometimes denote Pk(f) by Pk(f0, f∞) if f = (f0, f∞). For f = (f0, f∞) and g = (g0, g∞)
we define

dPk(f, g) : Γ(h)→ Γ(h),

dPk(f, g)
∣∣∣⊗n

s
h

:=
∑

]{i|εi=∞}=k
fε1 ⊗ · · · ⊗ fεj−1 ⊗ g0 ⊗ fεj+1 ⊗ · · · ⊗ fεn

+
∑

]{i|εi=∞}=k−1
fε1 ⊗ · · · ⊗ fεj−1 ⊗ g∞ ⊗ fεj+1 ⊗ · · · ⊗ fεn ,

and

dQk(f, g) :=
k∑
j=0

dPj(f, g).
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Canonical map
Let hi, i = 1, 2 be Hilbert spaces. Let pi be the projection of h1 ⊕ h2 onto hi, i = 1, 2. We

define
U : Γ(h1 ⊕ h2)→ Γ(h1)⊗ Γ(h2),

by
UΩ = Ω⊗ Ω,

Ua](h) =
(
a](p1h)⊗ 1l + 1l⊗ a](p2h)

)
U, h ∈ h1 ⊕ h2.

(2.3)

Since the vectors a∗(h1) · · · a∗(hn)Ω form a total family in Γ(h1⊕ h2), and since U preserves the
canonical commutation relations, U extends as a unitary operator from Γ(h1⊕h2) to Γ(h1)⊗Γ(h2).

Operators Γ̌(j) and dΓ̌(j, k)

Let j0, j∞ ∈ B(h). Set j = (j0, j∞). We identify j with the operator

j : h→ h⊕ h,

jh := (j0h, j∞h).

We have
j∗ : h⊕ h→ h,

j∗(h0, h∞) = j∗0h0 + j∗∞h∞,

and
j∗j = j∗0j0 + j∗∞j∞.

By second quantization, we obtain the map

Γ(j) : Γ(h)→ Γ(h⊕ h).

Let U denote the canonical map between Γ(h⊕ h) and Γ(h)⊗Γ(h) introduced above . We define

Γ̌(j) : Γ(h)→ Γ(h)⊗ Γ(h),

Γ̌(j) := UΓ(j).

Another formula defining Γ̌(j) is

Γ̌(j)Πn
i=1a

∗(hi)Ω := Πn
i=1 (a∗(j0hi)⊗ 1l + 1l⊗ a∗(j∞hi)) Ω⊗ Ω, hi ∈ h.(2.4)

Let N0 = N ⊗ 1l, N∞ = 1l ⊗ N acting on Γ(h) ⊗ Γ(h). Then if we denote by Ik the natural
isometry between

⊗n h and
⊗n−k h⊗

⊗k h, then we have:

1l{k}(N∞)Γ̌(j)
∣∣∣⊗n

s
h

= Ik
√

n!
(n−k)!k! j0 ⊗ · · · ⊗ j0︸ ︷︷ ︸

n−k

⊗ j∞ ⊗ · · · ⊗ j∞︸ ︷︷ ︸
k

.

Finally we set
Γ̌k(j) := 1l{k}(N∞)Γ̌(j).
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Let j = (j0, j∞), k = (k0, k∞) be maps from h to h⊕ h. We set

dΓ̌(j, k) : Γ(h)→ Γ(h)⊗ Γ(h),

dΓ̌(j, k) := UdΓ(j, k).

The operator dΓ̌(1, k) = UdΓ(k) will be denoted simply by dΓ̌(k).

Scattering identification operator

Let
i : h⊕ h→ h,

(h0, h∞) 7→ h0 + h∞.

An important role in scattering theory is played by the following identification operator (see
[HuSp1]):

I := Γ(i)U∗ = Γ̌(i∗)∗ : Γ(h)⊗ Γ(h)→ Γ(h).

Note that since ‖i‖ =
√

2, the operator Γ(i) is unbounded.
Another formula defining I is:

I
n
Π
i=1

a∗(hi)Ω⊗
p

Π
i=1

a∗(gi)Ω :=
p

Π
i=1

a∗(gi)
n
Π
i=1

a∗(hi)Ω, hi, gi ∈ h.(2.5)

If h = L2(IRd, dk), then we can write still another formula for I:

Iu⊗ ψ =
1

(p!)
1
2

∫
ψ(k1, · · · , kp)a∗(k1) · · · a∗(kp)udk, u ∈ Γ(h), ψ ∈ ⊗ps h.(2.6)

We deduce from (2.5) that

I(N + 1)−k/2 ⊗ 1l restricted to Γ(h)⊗⊗ks h is bounded.(2.7)

Let j0, j∞ ∈ B(h) such that 0 ≤ j0 ≤ 1, 0 ≤ j∞ ≤ 1, and j0+j∞ = 1. Let j = (j0, j∞) : h→ h⊕h,
as above. Clearly 0 ≤ j∗j ≤ 1, hence ‖j‖ ≤ 1, and therefore Γ̌(j) is a bounded operator. We
have ij = 1, hence

IΓ̌(j) = 1l.

We also have
I1l{1,...,k}(N∞)Γ̌(j) = Qk(j),

I1l{k}(N∞)Γ̌(j) = Pk(j).
(2.8)

Use of sub- and superscripts

To help the reader with the notation, we briefly describe the use of various sub- and super-
scripts in the paper.

Asymptotic observables obtained by letting the time t tend to +∞ will be denoted with the
superscript +. Observables depending on a constant c, which has the meaning of a speed of
propagation, will be denoted with the subscript c.

In addition to the original objects, eg Hilbert spaces, Hamiltonians, asymptotic observables,
wave operators, etc we will consider two other families of associated objects:
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Expanded objects, which correspond to the addition of non-physical bosons of negative energy
to the system, and which will be denoted by adding a superscript e to the corresponding original
objects. Sometimes an object defined in the expanded framework has no counterpart in the
original framework, in which case we will omit the superscript e.

Extended objects, which correspond to the addition of asymptotically free bosons, and which
will be denoted with a subscript ext, (with some exceptions).

3 Massless Pauli-Fierz Hamiltonians

We describe in this section an abstract framework introduced in [DG2] in which we will work
for most of the paper. We also define the expanded objects, which correspond to adding bosons
of negative energy to the system. Finally we prove various basic estimates which will be needed
in the sequel.

3.1 The abstract setup

We describe now the abstract framework in which we will work for most of the paper. The
models that we will introduce describe a small system (eg an atom or a spin ) interacting with
a scalar bosonic field. Using the terminology of [DG2] we can call this class of models massless
Pauli-Fierz models.

The small system is described with a separable Hilbert space K and a bounded below self-
adjoint operator K on K. Without loss of generality we will assume that K is positive.

Let h := L2(IR+,dσ̃)⊗g, where g is some auxiliary separable Hilbert space, be the one-particle
boson space. The Hilbert space of the interacting system is

H := K ⊗ Γ(h).

The one-particle energy is the operator σ̃ of multiplication by σ̃ on h.
The free Hamiltonian describing the non interacting system is

H0 := K ⊗ 1lΓ(h) + 1lK ⊗ dΓ(σ̃).

The interaction is described by an operator v ∈ B(K,K ⊗ h). Note that since K and g are
separable, we can consider v as a function

IR+ 3 σ̃ 7→ v(σ̃) ∈ B(K,K ⊗ g),

defined a.e σ̃ by setting
v(σ̃)ψ := (vψ)(σ̃), ψ ∈ K,

and identifying K ⊗ L2(IR+,dσ̃)⊗ g with L2(IR+,dσ̃;K ⊗ g).
The Hamiltonian describing the interacting system is now

H := H0 + φ(v),

acting on H, where φ(v) is defined in (2.1).
We will assume that

(I ′0) (1 + σ̃−
1
2 )v ∈ B(K,K ⊗ h),
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which implies by Prop. A.1 that φ(v) is H0− bounded with infinitesimal bound and hence that
H is selfadjoint and bounded below on D(H0).

In terms of the function v(σ̃) (I’0) is equivalent to∫ +∞

0
(1 + |σ̃|−1)‖v(σ̃)‖2dσ̃ <∞.

We will denote by N the number operator on H

N = 1lK ⊗ dΓ(1l).

We now explain how to cast the massless Nelson Hamiltonian into this framework. Let H
be a massless Nelson Hamiltonian as introduced in Subsect. 1.1.

On the one-particle space L2(IR3,dk) we introduce polar coordinates by the unitary map:

u : L2(IR3, dk)→ L2(IR+, dσ̃)⊗ g,
uψ(σ̃, ω) := σ̃ψ(σ̃ω),

(3.1)

for g = L2(S2). We lift the unitary map u to a map 1lK ⊗ Γ(u) from K ⊗ Γ(L2(IR3, dk))
into K ⊗ Γ(h) and the free Hamiltonian K ⊗ 1l + 1l⊗ dΓ(|k|) becomes K ⊗ 1l + 1l⊗ dΓ(σ̃). The
interaction φ(v) becomes φ(uv), which we will still denote by φ(v). If we represent as in Subsect.
1.1 v ∈ B(K,K ⊗ h) by a function

IR3 3 k 7→ v(k) ∈ B(K) a.e. k,

then uv is represented by the function

v(σ̃) = σ̃v(σ̃ω), a.e σ̃.

where v(σ̃ω) for fixed σ̃ is an element of B(K,K⊗g). The Pauli-Fierz Hamiltonian (still denoted
by H) obtained in this way is said associated to the Nelson Hamiltonian H.

3.2 Existence of bound states

The existence of bound states of H in the Hilbert space H is an important property of the
Hamiltonian H. In particular it implies that the CCR representation given by the asymptotic
fields constructed in Sect. 8.1 admits a Fock sub-representation. In this subsection we recall a
result of [G] proving the existence of a ground state for H under appropriate condition on the
interaction v. For related results see [AH], [BFS],[Ar], [GLL],[LMS]. We introduce the following
conditions

(H ′0) (K + i)−1 is compact on K.

(I ′3) (1 + σ̃−1)v(K + 1)−
1
2 ∈ B(K,K ⊗ h).

In terms of the function v(σ̃) (I3’) is equivalent to∫ +∞

0
(1 +

1
σ̃2

)‖v(σ̃)(K + 1)−
1
2 ‖2B(K,K⊗g)dσ̃ <∞.

The following result is shown in [G, Thm. 1].
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Theorem 3.1 Assume hypotheses (H’0), (I’0), (I’3). Then inf spec(H) is an eigenvalue of H.
In other words H admits a ground state in H.

The condition corresponding to (I’3) for the concrete Nelson Hamiltonian is (I3) introduced in
Subsect. 1.1. Hence we obtain:

Theorem 3.2 Assume hypotheses (H0) for α > 0, (I0), (I3). Then inf spec(H) is an eigen-
value of H. In other words H admits a ground state in H.

3.3 Expanded objects

We describe in this subsection the expanded objects, corresponding to the addition of non physical
bosons of negative energy. This idea appeared first in [DJ]. We use the notation in Subsect.
3.1. Let

H̃e := K ⊗ Γ(h)⊗ Γ(h),

H̃e := H ⊗ 1lΓ(h) − 1lK⊗Γ(h) ⊗ dΓ(σ̃),

acting on H̃e. As the sum of two commuting selfadjoint operators H̃e is selfadjoint on its natural
domain and essentially selfadjoint on D(H)⊗D(dΓ(σ̃)).

We set
he := L2(IR, dσ)⊗ g, He := K ⊗ Γ(he),

and consider the unitary map

w : h⊕ h→ he,

h1 ⊕ h2 7→ h with h(σ) :=

{
h1(σ), σ ≥ 0,
h2(−σ), σ < 0.

If
U : Γ(h⊕ h)→ Γ(h)⊗ Γ(h)(3.2)

is the canonical map defined in Subsect. 2.2, we set

W : H̃e → K⊗ Γ(he) = He,
W := 1lK ⊗ Γ(w)U−1.

(3.3)

We set also
ve := 1lK ⊗ w(v ⊕ 0) ∈ B(K,K ⊗ he),

where v ⊕ 0 is an element of B(K,K ⊗ (h⊕ h)). In terms of operator-valued functions, we have

ve(σ) = v(σ)1l{σ≥0}.(3.4)

Note also that
w(σ̃ ⊕−σ̃)w∗ = σ,

where σ is the operator of multiplication by σ on he = L2(IR,dσ)⊗ g.
Using the tensorial properties of U (see eg [DG2, Sect. 2.7]), we obtain:

WH̃eW∗ =: He,
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where
He = K ⊗ 1lΓ(he) + 1lK ⊗ dΓ(σ) + φ(ve).

On He, we denote by N e = 1lK ⊗ dΓ(1l) the number operator and by

He
0 = K ⊗ 1lΓ(he) + 1lK ⊗ dΓ(σ)

the ‘free’ expanded Hamiltonian.

3.4 Conversion of asymptotic observables

In this subsection we explain how to deduce results for the scattering theory of H from corre-
sponding results for the scattering theory of He.

We start by describing the canonical embedding of H into He. Let

IΩ : H → H̃
e = H⊗ Γ(h)

u 7→ u⊗ Ω,

where Ω ∈ Γ(h) is the vacuum vector. We have

I∗ΩIΩ = 1lH, IΩI
∗
Ω = 1lH ⊗ |Ω〉〈Ω|,

IΩe−itH = e−itH̃e
IΩ.

If we set

j :
h→ he

h 7→ 1l{σ≥0}h,
(3.5)

then
WIΩ = 1lK ⊗ Γ(j)

is an isometry from H into He and

WIΩe−itH = e−itHeWIΩ.

Let us now describe how to convert various asymptotic observables. Let b ∈ B(he), b = b∗ such
that

1l{σ≤0}b1l{σ≥0} = 0.(3.6)

We set then
b± := 1l{±σ≥0}b1l{±σ≥0}.

Note that b+ can be identified with j∗bj ∈ B(h).

Lemma 3.3 Let b ∈ B(he), b = b∗ with 1l{σ≤0}b1l{σ≥0} = 0. Then

i)
I∗ΩW−1Γ(b) = Γ(b+)I∗ΩW−1,
Γ(b)WIΩ =WIΩΓ(b+)
Γ(b+) = I∗ΩW−1Γ(b)WIΩ.

ii) I∗ΩW−1f(dΓ(b))WIΩ = f(dΓ(b+)), f ∈ C∞(IR).
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Proof. Because of the hypothesis on b we have w−1bw = b+ ⊕ b−. Hence

W−1Γ(b)W = UΓ(w−1bw)U−1

= UΓ(b+ ⊕ b−)U−1 = Γ(b+)⊗ Γ(b−).

This easily implies i).
By the same argument

I∗ΩW−1e−itdΓ(b)WIΩ = I∗ΩWΓ(e−itb)WIΩ

= Γ(e−itb+) = e−itdΓ(b+).

This proves ii) for f(λ) = e−itλ. By a density argument ii) holds for all f ∈ C∞(IR).2

The following proposition describe how to deduce existence of asymptotic observables for H
from corresponding results for He.

Proposition 3.4 Let IR 3 t 7→ bt ∈ B(he), with bt = b∗t , bt ≥ 0, supt∈IR ‖bt‖ < ∞ and
1l{σ≤0}bt1l{σ≥0} = 0. Let b+t = 1l{σ≥0}bt1l{σ≥0}

I) Assume that
s- limt→+∞ eitHe

Γ(bt)e−itHe
= Γe+ exists,

[He,Γe+] = 0.

Then
i) s- limt→+∞ eitHΓ(b+t)e−itH = Γ+ exists,
ii) [H,Γ+] = 0,
iii) Γe+WIΩ =WIΩΓ+, Γ+ = I∗ΩW−1Γe+WIΩ,
iv) I∗ΩW−1Γe+ = Γ+I∗ΩW−1.

II) Assume that

s- limt→+∞ eitHe
(dΓ(bt) + λ)−1e−itHe

=: Re+(λ) exists for λ ∈ C\IR−,

[He, Re+(λ)] = 0.

Then
i) s- limt→+∞ eitH(dΓ(b+t) + λ)−1e−itH =: R+(λ) exists for λ ∈ C\IR−,
ii)R+(λ) = I∗ΩW−1Re+(λ)WIΩ,
iii) [H,R+(λ)] = 0.

III) By Prop. A.7 the limits

P e+ := s- limε→0 ε
−1Re+(ε−1),

P+ := s- limε→0 ε
−1R+(ε−1)

exist and are orthogonal projections. Then

i) P+ = I∗ΩW−1P e+WIΩ,
ii) P e+ =WP+ ⊗ 1lΓ(h)W−1.
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Proof. I) follows from Lemma 3.3 i) and the identity e−itHe
WIΩ = WIΩe−itH . II) follows from

exactly the same arguments, using Lemma 3.3 ii) instead. III) i) follows directly from II) ii).
To prove III) ii) is equivalent to show that

W−1P e+W = P+ ⊗ 1lΓ(h).

We have:

W−1P e+W = s- limε→0 s- limt→+∞ eitH̃e
(1l + εdΓ(b+t)⊗ 1l + ε1l⊗ dΓ(b−t))−1e−itH̃e

,

P+ ⊗ 1lΓ(h) = s- limε→0 s- limt→+∞ eitH̃e
(1l + εdΓ(b+t)⊗ 1l)−1e−itH̃e

.

Using that
[1lH ⊗ (N + 1)−1, e−itH̃e

] = 0,

and

‖
(
(1l + εdΓ(b+t)⊗ 1l + ε1l⊗ dΓ(b−t))−1 − (1l + εdΓ(b+t)⊗ 1l)−1

)
1l⊗ (N + 1)−1‖ ≤ Cε,

we obtain that
(W−1P e+W − P+ ⊗ 1lΓ(h))1lH ⊗ (N + 1)−1 = 0,

which proves III) ii). 2

3.5 Properties of the expanded Hamiltonian

We use the notation of Subsects. 1.1, 3.3. The main problem encountered when working with
the Hamiltonian He is that it is not bounded below. As a consequence we cannot use energy
cutoffs χ(He) to control error terms in propagation estimates.

To overcome this difficulty we will use the fact that He commutes with other observables.
For example He commutes with the Hamiltonians

He
+ := K ⊗ 1l + 1l⊗ dΓ(σ+) + φ(ve)

and
He
− := 1l⊗ dΓ(σ−),

for σ± = 1l{±σ≥0}σ. Note thatHe = He
++He

− and thatHe
+ is selfadjoint onD(K⊗1l+1l⊗dΓ(σ+)),

using (I’0). As a consequence He commutes with the Hamiltonian

L := He
+ −He

− = K ⊗ 1lΓ(he) + 1lK ⊗ dΓ(|σ|) + φ(ve).

We deduce as in Subsect 3.1 from hypothesis (I’0) and (3.4) that L is selfadjoint and bounded
below on D(L0), for

L0 = K ⊗ 1lΓ(he) + 1lK ⊗ dΓ(|σ|).

It is easy to see that D(L) = D(He
+) ∩ D(He

−), He is essentially selfadjoint on D(L) and that

He = He
0 + φ(ve) on D(L).

In the sequel propagation estimates for He will contain cutoffs χ(L), which will be used to
control error terms.

For later use we collect below various basic properties of L.
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Lemma 3.5 Assume (I’0). Then
i) (z − L)−1 ∈ C1(N e) for z ∈ C\σ(L),
ii) (z − L)−1N e = N e(z − L)−1 + i(z − L)−1φ(ive)(z − L)−1, for z ∈ C\σ(L), as an identity

on D(N e),
iii) χ(L) preserves D((N e)r) for r ∈ IR+, χ ∈ C∞0 (IR) and (L + i)(N e)rχ(L)(N e + 1)−r is

bounded for r ∈ IR+.

Proof. We have
Ls := eisNe

Le−isNe
= L0 + φ(eisve).

Since φ(eisv) is L
1
2
0 bounded, we have D(Ls) = D(L0) and

‖L0(Ls − z)−1‖ ≤ C|Imz|−1, z ∈ K b C\IR,

uniformly for |s| ≤ 1. Then

s−1((z − Ls)−1 − (z − L)−1) = s−1(z − Ls)−1(Ls − L)(z − L)−1

= s−1(z − Ls)−1φ((eis − 1)ve)(z − L)−1.

Using Prop. A.1 in the Appendix, we see that

(L0 + 1)−
1
2φ(s−1(eis − 1)ve)(L0 + 1)−

1
2 → (L0 + 1)−

1
2φ(ive)(L0 + 1)−

1
2 in norm,

and
((z − Ls)−1 − (z − L)−1)(L0 + 1)

1
2 → 0 in norm

when s→ 0. Hence

s−1((z − Ls)−1 − (z − L)−1)→ (z − L)−1φ(ive)(z − L)−1 in norm

when s→ 0. This proves i) and ii).
To prove iii) we use the identity

(N e + 1)(z − L)−1(N e + 1)−1 = (z − L)−1 − i(z − L)−1φ(ive)(z − L)−1(N e + 1)−1.

By induction, using the fact that adkNφ(ve) = i−kφ(ikve), we obtain that

‖(L+ i)(N e + 1)k(z − L)−1(N e + 1)−k‖ ∈ O(|Imz|−Ck), z ∈ K b C\IR, k ∈ IN.

Using then the functional calculus formula (see eg [HS], [DG1]):

χ(A) =
i

2π

∫
C
∂ zχ̃(z)(z −A)−1dz ∧ d z,(3.7)

where A is a selfadjoint operator and χ̃ ∈ C∞0 (C) is an almost-analytic extension of χ satisfying

χ̃|IR = χ,

|∂ zχ̃(z)| ≤ Cn|Imz|n, n ∈ IN,

we obtain iii) for r ∈ IN. Then we extend the result to r ∈ IR+ by interpolation. 2
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Lemma 3.6 Assume (I’0). Let b = b(σ) be a bounded real function supported in {|σ| ≥ ε0},
ε0 > 0, and B = dΓ(b). Then

i) (z − L)−1 ∈ C1(B),
ii) (z − L)−1B = B(z − L)−1 + i(z − L)−1φ(ibve)(z − L)−1, for z ∈ C\σ(L), as an identity

on D(B).
iii) Bk(L+ i)−k is bounded for k ∈ IN.

Proof. i) and ii) can be shown as in Lemma 3.5, introducing Ls = eisBLe−isB = L0 +φ(eisbve).
Since supp b ⊂ {|σ| ≥ ε0}, B(L + i)−1 is bounded, which proves iii) for k = 1. To prove

iii) for arbitrary k, we commute repeatedly factors of B through (L+ i)−1, using ii), until each
factor of B is followed by a factor of (L+ i)−1. Commutation of B with (L+ i)−1 produces an
extra factor of (L+i)−1φ(ibv)(L+i)−1. Moreover adkBφ(ve) = i−kφ(ikbkve) is L0−bounded. The
details are left to the reader. 2

The Hamiltonians He
± have similar properties.

Lemma 3.7 Assume (I’0). Then
i) (z −He

±)−1 ∈ C1(N e) for z ∈ C\σ(He
±),

ii) (z−He
±)−1N e = N e(z−He

±)−1 + i(z−He
±)−1φ(ive)(z−He

±)−1, for z ∈ C\σ(He
±), as an

identity on D(N e),
iii) χ(He

±) preserves D((N e)r) for r ∈ IR+, χ ∈ C∞0 (IR) and (He
±+ i)(N e)rχ(He

±)(N e + 1)−r

is bounded for r ∈ IR+.

A consequence of Lemma 3.7 is

e−itHe
χ(L) preserves D((N e)r), for χ ∈ C∞0 (IR), r ∈ IR+.(3.8)

In fact we can write e−itHe
χ(L) as e−itHe

+χ1(He
+)e−itHe

−χ2(He
−)χ(L), for some χ1, χ2 ∈ C∞0 (IR)

and apply Lemma 3.7 iii).
A consequence of Lemma 3.5 and (3.8) is

Proposition 3.8 Assume (I’0). Then

‖(N e + 1)re−itHe
χ(L)(N e + 1)−r‖ ≤ Cr〈t〉r, χ ∈ C∞0 (IR), r ∈ IR+.(3.9)

Proof. We will prove the proposition for r ∈ IN by induction and then argue by interpolation.
Let u1 ∈ D(N), u2 ∈ D(L) and consider

f(t) = (u2t, N
eχ(L)u1t)

(note that f(t) is finite by (3.8)). We have

f ′(t) = i(Heu2t, N
eχ(L)u1t)− i(u2t, N

eHeχ(L)u1t)
= i(He

0u2t, N
eχ(L)u1t)− i(u2t, N

eHe
0χ(L)u1t)

+i(φ(ve)u2t, N
eχ(L)u1t)− i(u2t, N

eφ(ve)χ(L)u1t)
= −(u2t, φ(ive)χ(L)u1t).

By Prop. A.1, we obtain
|f ′(t)| ≤ C‖u2‖‖u1‖,
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which proves (3.9) for r = 1.
Assume now that (3.9) holds for all r′ < r. Let u1 ∈ D((N e)r), u2 ∈ D(L). Again we

differentiate
f(t) = (u2t, (N e)rχ(L)u1t),

and obtain
f ′(t) = (u2t, [φ(ve), i(N e)r]u1t).

The commutator [φ(ve), i(N e)r] can be written as a sum of terms of the form φ(iαve)(N e)β for
β ≤ r − 1. We write

φ(iαve)(N e)βχ(L)
= φ(iαve)(L+ i)−1(L+ i)(N e)βχ1(L)(N e + 1)−β(N e + 1)βχ(L),

for χ1χ = χ. By Prop. A.1 and Lemma 3.5 iii), we obtain

|f ′(t)| ≤ C‖u2‖‖(N e + 1)r−1χ(L)u1t‖ ≤ C〈t〉r−1‖u2‖‖(N e + 1)r−1u1‖,

by the induction hypothesis. This proves (3.9) for r. 2

Finally we state a lemma analogous to Lemma 3.5 for the Hamiltonian H.

Lemma 3.9 Assume (I’0). Then
i) (z −H)−1 ∈ C1(N) for z ∈ C\σ(H),
ii) (z −H)−1N = N(z −H)−1 + i(z −H)−1φ(iv)(z −H)−1, for z ∈ C\σ(H), as an identity

on D(N),
iii) χ(H) preserves D(N r) for r ∈ IR+, χ ∈ C∞0 (IR) and (H+i)N rχ(H)(N+1)−r is bounded

for r ∈ IR+.

The proof is completely similar to Lemma 3.5.

3.6 Bounds on field operators

Lemma 3.10 Assume (I’0) and let hi ∈ D(σ̃
1
2 + σ̃−

1
2 ), 1 ≤ i ≤ n. Then:

‖
n∏
1

φ(hi)(H + b)−n/2‖ ≤ Cn
n∏
1

‖(1 + σ̃
1
2 + σ̃−

1
2 )hi‖.

Lemma 3.11 Assume (I’0) and let hi ∈ D(|σ|
1
2 + |σ|−

1
2 ), 1 ≤ i ≤ n. Then:

‖
n∏
1

φ(hi)(L+ b)−n/2‖ ≤ Cn
n∏
1

‖(1 + |σ|
1
2 + |σ|−

1
2 )hi‖.

The proofs of Lemmas 3.10 and 3.11 being completely similar, we prove only Lemma 3.11.
Proof. Let first B ≥ 1, A be two selfadjoint operators with D(B

1
2 ) ⊂ D(A). Then

AB−
1
2 = π−1

∫ +∞

0
s−

1
2A(s+B)−1ds,(3.10)
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where the integral is norm convergent on D(Bε) for any ε > 0. As bounded operators on He,
we have:

A(s+B)−1 = (s+B)−1A− (s+B)−1[A,B](s+B)−1.(3.11)

If we assume that [A,B] extends from a bounded quadratic form on D(B) to a bounded quadratic
form on D(B

1
2 ), we deduce from (3.10), (3.11) that

[A,B−
1
2 ] = −π−1

∫ +∞

0
s−

1
2 (s+B)−1[A,B](s+B)−1ds(3.12)

satisfies
‖[A,B−

1
2 ]‖ ≤ C‖B−

1
2 [A,B]B−

1
2 ‖.(3.13)

For B = L+ b, A = φ(h), h ∈ D(|σ|
1
2 ), we have

[A,B] = −iφ(i|σ|h) + iIm(h, ve)he .

By Prop. A.1 and (I’0), we obtain

‖B−
1
2 [A,B]B−

1
2 ‖ ≤ C‖〈σ〉

1
2h‖,

and hence using (3.13)
‖[φ(h), (L+ b)−

1
2 ]‖ ≤ C‖〈σ〉

1
2h‖.(3.14)

Similarly we have
‖adφ(h1)adφ(h2)L‖ ≤ C‖〈σ〉

1
2h1‖‖〈σ〉

1
2h2‖,(3.15)

and
adφ(h1) . . . adφ(hl)L = 0, for l ≥ 3.(3.16)

We deduce easily from the identity (3.12) that

‖adφ(h1) . . . adφ(hl)(L+ b)−
1
2 ‖ ≤ ClΠl

1‖〈σ〉
1
2hi‖.(3.17)

Let us now prove the lemma. We consider more generally products of factors of

φ(hi), adφ(h1) . . . adφ(hl)R and R

for R = (L + b)−
1
2 . If a product P contains n factors of φ(hi) (for different i) and p factors of

R, we define its degree d(P ) to be equal to n and its weight w(P ) to be equal to n − p. Note
that d(P1P2) = d(P1) + d(P2), w(P1P2) = w(P1) + w(P2).

We claim that a product P of zero weight is a bounded operator, which in particular implies
the lemma. The claim is clearly true in two cases: if the degree of P is zero and if each factor
of φ(hi) in P is followed by a factor of R and the weight of P is zero. In this last case we say
that P is controlled.

Commuting φ(h) with a factor R produces an extra term adφ(h)R of zero weight and com-
muting φ(h) with a factor adφ(h1) . . . adφ(hl)R also. Hence we can move around the factors of
φ(hi) in a product P of zero weight until we get a controlled product of zero weight, producing
error terms of zero weight and strictly lower degrees. Iterating this procedure, we see that P is
a bounded operator. The fact that

‖
n∏
1

φ(hi)(L+ b)−n/2‖ ≤ Cn
n∏
1

‖(1 + |σ|
1
2 + |σ|−

1
2 )hi‖,

follows then from (3.17) and Prop. A.1. 2
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4 Number estimates

In this section we prove some bounds on the growth of the number observable along the evolution
which take into account the infrared behavior of the interaction. We consider abstract Pauli-
Fierz Hamiltonians as introduced in Subsect. 3.1. The estimates in Subsects. 4.1, 4.2 show that
if the interaction behaves for small k like |k|−1+ε0 for ε0 > 0, (see hypothesis (I’1) below and
the discussion in Subsect. 1.4), the total number of particles (both for H and He) is bounded
by |t|δ for all δ > (1 + ε0)−1.

As explained in Subsect. 3.5, propagation estimates shown in Sects. 5, 6 will contain cutoffs
χ(L). The estimates in Subsect. 4.2 will be used for He to bound commutators between χ(L)
and second-quantized observables based on the operator s = i ∂∂σ .

In Subsects. 4.3, 4.4, we prove that for large times no particles are found with momentum
smaller than t−δ for δ > ε−1

0 . This fact will be used in Sect. 11 to reformulate geometric
asymptotic completeness for He in terms of the observable |s|0 introduced in Subsect. 10.2.

Finally Subsect. 4.5 contains rather easy estimates on the ‘angular part’ of |x|, needed for
the final description of geometric asymptotic completeness for H.

We introduce the following strengthened version of (I’0):

(I ′1)
∫ +∞

0
(1 + |σ̃|−1−2ε0)‖v∗(σ̃)v(σ̃)‖B(K)dσ̃ <∞, ε0 > 0.

Note that (I’1) implies that∫
|σ̃|≤r

(1 + |σ̃|−1)‖v∗(σ̃)v(σ̃)‖B(K)dσ̃ ≤ Cr2ε0 , 0 < r ≤ 1.(4.1)

For the Nelson Hamiltonians, the condition (I1) in Subsect. 1.1 implies that the associated
Pauli-Fierz Hamiltonian satisfies (I’1).

4.1 Case of H

We consider first the Hamiltonian H introduced in Subsect. 3.1. In Prop. 4.3 below we show
that under hypothesis (I’1) the number operator grows at most like t(1+ε0)−1

along the evolution.
In the sequel we will use Prop. 4.2 which contains essentially the same information.

Let f ∈ C∞0 (IR) be an even function with f(λ) ≡ 1 near 0, 0 ≤ f ≤ 1, λf ′(λ) ≤ 0. Let

rt := f(tρ0 σ̃), Nt := dΓ(rt), for ρ0 = (1 + ε0)−1.

Lemma 4.1 Let χ ∈ C∞0 (IR), F ∈ S0(IR). Then

‖[χ(H), F (
Nt

tδ
)]‖ ∈ O(t−δ−ρ0ε0).

Proof. Using formula (3.7), we write

[χ(H), F (
Nt

tδ
)] =

i
2π

∫
C
∂ zχ̃(z)(z −H)−1[H,F (

Nt

tδ
)](z −H)−1dz ∧ d z.
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We have [H,F (Nt
tδ

)] = [φ(v), F (Nt
tδ

)]. To estimate this term, we use a commutator expansion
lemma (see eg [DG1, Lemma C.3.1]). We have adjNtφ(v) = (−i)jφ(ijrjt v). This is an unbounded
operator, but the remainder terms in the commutator expansion can be estimated using

‖φ(ijrjt v)(H0 + 1)−
1
2 ‖ ≤ Cj

(∫
(1 + |σ̃|−1)|rt(σ̃)|‖v∗(σ̃)v(σ̃)‖B(K)dσ̃

) 1
2

≤ Ct−ρ0ε0 ,(4.2)

by (4.1), and using the fact that H0 commutes with Nt. We obtain that

[φ(v), F (
Nt

tδ
)](H0 + i)−1 ∈ O(t−δ−ρ0ε0).(4.3)

This implies the lemma by the standard argument, using the properties of χ̃. 2

Proposition 4.2 Assume (I’0), (I’1) and let δ > (1 + ε0)−1. Then
i) for G ∈ C∞0 (]0,+∞[), χ ∈ C∞0 (IR) we have:∫ +∞

1
‖G(

Nt

tδ
)χ(H)e−itHu‖2 dt

t
≤ C‖u‖2, u ∈ D(N).

ii) for F ∈ C∞0 (IR), 0 ≤ F ≤ 1, F (s) ≡ 1 near 0

s- lim
t→+∞

eitHF (
Nt

tδ
)e−itH = 1l.

Proof. We pick a function F (λ) ∈ C∞(IR), with suppF ⊂]0,+∞[, F ′(λ) = G2(λ) for G ∈
C∞0 (]0,+∞[). For χ ∈ C∞0 (IR), we set

Φ(t) = χ(H)F (
Nt

tδ
)χ(H).

Note that by Lemma 3.9 e−itHχ(H) preserves D(N). We compute the Heisenberg derivative of
Φ(t) as a quadratic form on D(N):

DΦ(t)

= −δχ(H)F ′(Nt
tδ

) Nt
tδ+1

+ 1
tδ
χ(H)F ′(Nt

tδ
)dΓ(dt)χ(H)

+χ(H)[φ(v), iF (Nt
tδ

)]χ(H),

(4.4)

for
dt = d0rt = ρ0t

ρ0−1σ̃f ′(tρ0 σ̃) ≤ 0.

To estimate [φ(v), iF (Nt
tδ

)], we use the commutator expansion lemma as in the proof of Lemma
4.1. We obtain using (4.3):

‖χ(H)[φ(v), iF (Nt
tδ

)]χ(H)‖

≤ C‖[φ(v), iF (Nt
tδ

)](H0 + i)−1‖

∈ O(t−δ−ρ0ε0).

(4.5)
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Plugging (4.5) into (4.4), we obtain

DΦ(t) ≤ −δ
t
χ(H)(λF ′)(

Nt

tδ
)χ(H) +O(t−δ−ρ0ε0).

We pick δ > (1 + ε0)−1 so that δ + ρ0ε0 > 1. By Prop. A.3 this proves i).
let us now prove ii). Let u = χ(H)v, χ ∈ C∞0 (IR), v ∈ D(N). By Lemma 3.9 ut ∈

D(H) ∩ D(N). We have

∂t(ut, Ntut) = (ut,dΓ(dt)ut)− (ut, φ(irtv)ut)

≤ C0‖(H + b)
1
2u‖2‖φ(irtv)(H0 + 1)−

1
2 ‖

≤ C0t
−ρ0ε0‖(H + b)

1
2u‖2,

using (4.2) and the fact that dt ≤ 0. Integrating from 1 to t we obtain

(ut, Ntut) ≤ C0t
1−ρ0ε0‖(H + b)

1
2u‖2 + C1‖(N + 1)

1
2u‖2.(4.6)

Hence for δ > (1 + ε0)−1, F ∈ C∞(]0,+∞[), F bounded, we have:

(ut, F (
Nt

tδ
)ut) ≤ C1t

−δ(ut, Ntut) ∈ o(1).

By a density argument this proves ii). 2

Let us state the following corollary of Prop. 4.2, which will not be used in the sequel:

Proposition 4.3 Assume (I’0), (I’1) and let δ > (1 + ε0)−1. Then for F ∈ C∞0 (IR), 0 ≤ F ≤ 1,
F (s) ≡ 1 near 0:

s- lim
t→+∞

eitHF (
N

tδ
)e−itH = 1l.

Proof. As above we write for u ∈ D(H) ∩ D(N):

(ut, Nut) = (ut, Ntut) + (ut, (N −Nt)ut).

We have
N −Nt = dΓ((1− rt)) ≤ tρ0(H0 + 1).(4.7)

Since ρ0 = 1− ρ0ε0, we deduce from (4.6) that

(ut, Nut) ≤ C0t
1−ρ0ε0‖(H + b)

1
2u‖2 + C‖(N + 1)

1
2u‖2.(4.8)

Then we argue as in the proof of Prop. 4.2 ii). 2
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4.2 Case of He

The results of Subsect. 4.1 extend trivially to the case of the expanded Hamiltonian He. We
set again

rt = f(tρ0σ), N e
t := dΓ(rt).(4.9)

We observe that if W is the unitary map introduced in Subsect 3.3 then, using the fact that rt
is even, we have

W∗HeW = H ⊗ 1l− 1l⊗ dΓ(σ̃),

W∗LW = H ⊗ 1l + 1l⊗ dΓ(σ̃),

W∗N e
tW = Nt ⊗ 1l + 1l⊗Nt.

This allows to deduce directly the results of this subsection from those of Subsect. 4.1. The
details are left to the reader.

The analog of Lemma 4.1 is:

Lemma 4.4 Assume (I’0), (I’1). Let χ, χ1 ∈ C∞0 (IR), F ∈ S0(IR). Then

[χ(He), F (
N e
t

tδ
)]χ1(L), [χ(L), F (

N e
t

tδ
)] ∈ O(t−δ−ρ0ε0).

Proposition 4.5 Assume (I’0), (I’1) and let δ > (1 + ε0)−1. Then
i) for G ∈ C∞0 (]0,+∞[), χ ∈ C∞0 (IR) we have:∫ +∞

1
‖G(

N e
t

tδ
)χ(L)e−itHe

u‖2 dt
t
≤ C‖u‖2, u ∈ D(N e).

ii) for F ∈ C∞0 (IR), 0 ≤ F ≤ 1, F (s) ≡ 1 near 0

s- lim
t→+∞

eitHe
F (
N e
t

tδ
)e−itHe

= 1l.

The following lemma will be used in later sections to control the number operator along the
evolution.

Lemma 4.6 Let N e
t be the operator introduced in (4.9). Let F ∈ C∞0 (IR). Then for δ >

(1 + ε0)−1:

(N e)αF (
N e
t

tδ
)(L+ b)−α ∈ O(tδα), 0 ≤ α ≤ 1.

Proof. By interpolation it suffices to consider the case α = 1. By Lemma A.2, we deduce from
(1− rt)2 ≤ t2ρ0 |σ|2 that dΓ(1− rt)2 ≤ t2ρ0(L0 + b)2 ≤ Ct2ρ0(L+ b)2, since (L+ b)−1(L0 + b) is
bounded. Using that N e = N e

t + dΓ((1− rt)) this yields:

(L+ b)−1F (N
e
t

tδ
)(N e)2F (N

e
t

tδ
)(L+ b)−1

≤ (L+ b)−1F (N
e
t

tδ
)(N e

t )2F (N
e
t

tδ
)(L+ b)−1 + (L+ b)−1F (N

e
t

tδ
)dΓ(1− rt)2F (N

e
t

tδ
)(L+ b)−1

≤ Ct2δ + Ct2ρ0 .2
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4.3 Sharper estimates for H

In this subsection, we prove sharper estimates on the localization of bosons of small momenta.
We pick a cutoff function g ∈ C∞(IR) with

g(s) = 0, for |s| ≤ 1
2 ,

g(s) = 1 for |s| ≥ 1,

s.g′(s) ≥ 0.

(4.10)

We set
gt := g(tδRσ̃),(4.11)

for an exponent δ > 0 and a constant R ≥ 1.

Lemma 4.7 Assume (I’0), (I’1). Then for χ ∈ C∞0 (IR):

[χ(H),Γ(gt)] ∈ O(t−δε0).

Proof. We write

[χ(H),Γ(gt)] =
i

2π

∫
C
∂ zχ̃(z)(z −H)−1[H,Γ(gt)](z −H)−1dz ∧ d z,

where χ̃ is an almost-analytic extension of χ. On D(H), H = H0 + φ(v), and [H0,Γ(gt)] = 0,

[φ(v),Γ(gt)] =
1√
2
a∗((1− gt)v)Γ(gt)− 1√

2
Γ(gt)a((1− gt)v).

By Prop. A.1, we obtain:

‖(H0 + 1)−
1
2 [φ(v),Γ(gt)](H0 + 1)−

1
2 ≤ C‖(1− gt)σ̃−

1
2 v‖,(4.12)

and hence

‖(z −H)−1[H,Γ(gt)](z −H)−1‖ ≤ C‖(1− gt)σ̃−
1
2 v‖|Imz|−2, z ∈ supp χ̃.

By (4.1) we have
‖(1− gt)σ̃−

1
2 v‖ ∈ O(R−ε0t−δε0).

This implies the lemma. 2

Proposition 4.8 Assume hypotheses (I’0), (I’1) and δε0 > 1. Then for χ ∈ C∞0 (IR):

i)
∫ +∞

1
‖dΓ(gt,d0g

t)
1
2χ(H)e−itHu‖2dt ≤ C‖u‖2, u ∈ D(N),

ii) s- lim
t→+∞

eitHΓ(gt)e−itH =: Γ+(g,R) exists,

iii) [Γ+(g,R), H] = 0.
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Proof. Let Φ(t) = χ(H)Γ(gt)χ(H). By Lemma 3.9 χ(H)e−itH preserves D(N) and for u ∈
D(N) the function

IR 3 t 7→ (ut,Φ(t)ut)

is C1 with derivative (ut, χ(H)DΓ(gt)χ(H)ut), where the Heisenberg derivative DΓ(gt) equals

DΓ(gt) = dΓ(gt,d0g
t) + [φ(v), iΓ(gt)].

We have
d0g

t = Rδtδ−1σ̃g′(tδRσ̃) ≥ 0,

and hence dΓ(gt,d0g
t) ≥ 0. Next by (4.12), we have

χ(H)[φ(v), iΓ(gt)]χ(H) ∈ O(t−δε0).

Hence if δε0 > 1 we obtain i) by Prop. A.3 with D = D(N).
To prove ii) we write for χ ∈ C∞0 (IR)

eitHΓ(gt)e−itHχ2(H)u = eitHχ(H)Γ(gt)χ(H)e−itHu+ o(1),

by Lemma 4.7 and argue by density. iii) follows similarly from Lemma 4.7. 2

Theorem 4.9 Assume hypotheses (I’0), (I’1) and δε0 > 1. Then Γ+(g, 1) = 1l, ie:

e−itHu = Γ(g(tδσ̃))e−itHu+ o(1), u ∈ H.

Thm. 4.9 means that for large times no particles are found with momentum smaller than t−δ

for δ > ε−1
0 , while Prop. 4.3 means that for large times the number of particles with momentum

smaller than t−δ for δ > (1 + ε0)−1 is less than tδ.
Proof. We claim first that

w − lim
R→+∞

Γ+(g,R) = 1l.(4.13)

To prove (4.13) we will apply Prop. A.6. For u ∈ D(N), we have:

∂t(ut, χ(H)Γ(gt)χ(H)ut)

= (ut, χ(H)dΓ(gt,d0g
t)χ(H)ut)

+(ut, χ(H)[φ(v), iΓ(gt)]χ(H)ut)

(4.14)

The first term in the r.h.s of (4.14) is positive and by (4.12) the second term is bounded by
CR−ε0t−δε0 . Clearly we have

w − lim
R→+∞

Γ(g(tδRσ̃)) = 1l, t ∈ IR.

Applying then Prop. A.6 we obtain that if u = χ(H)u,

lim
R→+∞

(u,Γ+(g,R)u) = ‖u‖2.
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By density this implies (4.13).
Now we use the fact that for δ > δ′

g(tδσ̃) ≥ g(tδ
′
Rσ̃), for fixed R and t ≥ TR.

Hence if we denote by Γ′+(g,R) the observable in Prop. 4.8 with the exponent δ′, we have:

Γ′+(g,R) ≤ Γ+(g, 1) ≤ 1l.

Letting R→ +∞ and using (4.13) we obtain that Γ+(g, 1) = 1l. 2

We now state a lemma which will be used to control the number operator along the evolution,
using the cutoffs Γ(gt).

Lemma 4.10

i)NαΓ(gt)χ(H) ∈ O(tδα), 0 ≤ α ≤ 1, χ ∈ C∞0 (IR).

ii) Let gt1 = g1(tδσ̃) where g1 ∈ C∞(IR) is such that 0 6∈ supp g1, g1g = g. Then

N2Γ(gt)χ(H)Γ(gt1)χ(H) ∈ O(t2δ), χ ∈ C∞0 (IR).

Proof. Let us first prove i). Since D(H) = D(H0), it suffices to estimate NαΓ(gt)(dΓ(σ̃)+1)−α.
On the n−particle sector, we have:

nα
n∏
1

g(tδσ̃i)(
n∑
1

|σ̃i|+ 1)−α ≤ Ctδα,

which proves i).
To prove ii) we write:

N2Γ(gt)χ(H)Γ(gt1)χ(H)

= i
2π

∫
C ∂ zχ̃(z)N2Γ(gt)(z −H)−1Γ(gt1)χ(H)dz ∧ d z

= − i
2π

∫
C ∂ zχ̃(z)NΓ(gt)(z −H)−1φ(iv)(z −H)−1Γ(gt1)χ(H)dz ∧ d z

+NΓ(gt)χ(H)NΓ(gt1)χ(H),

using Lemma 3.9 ii). The second term is O(t2δ) by i). Using the fact that D(H) = D(H0), we
write:

‖NΓ(gt)(z −H)−1φ(iv)(z −H)−1‖

≤ C‖NΓ(gt)(H0 + 1)−1‖‖φ(iv)(H0 + 1)−1‖‖(H0 + 1)(z −H)−1‖

≤ Ctδ|Imz|−2,

for z ∈ supp χ̃. This proves ii). 2
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4.4 Sharper estimates for He

Let g be as in (4.10) and set
gt = g(tδσ).

Then by exactly the same arguments as in Subsect. 4.3, replacing cutoffs in H by cutoffs in L,
we obtain:

Lemma 4.11 Assume (I’0), (I’1). Then for χ, χ1 ∈ C∞0 (IR):

[χ(L),Γ(gt)], [χ(He),Γ(gt)]χ1(L) ∈ O(t−δε0).

Theorem 4.12 Assume hypotheses (I’0), (I’1) and δε0 > 1.

e−itHe
u = Γ(g(tδσ))e−itHe

u+ o(1), u ∈ He.

The proofs are analogous to Lemma 4.7 and Thm. 4.9 and left to the reader.
We now state a lemma analogous to Lemma 4.10 for the Hamiltonian He.

Lemma 4.13 i)
(N e)αΓ(gt)χ(L) ∈ O(tδα), 0 ≤ α ≤ 1, χ ∈ C∞0 (IR).

ii) Let gt1 = g1(tδσ) where g1 ∈ C∞(IR) is such that 0 6∈ supp g1, g1g = g. Then

(N e)2Γ(gt)χ(L)Γ(gt1)χ(L) ∈ O(t2δ), χ ∈ C∞0 (IR).

The proof is identical to the proof of Lemma 4.10, replacing cutoffs in H by cutoffs in L.

4.5 Some auxiliary estimates for H

In this subsection we consider a positive selfadjoint operator C acting on h such that [C, σ̃] = 0
and we prove some estimates on the growth of C along the evolution. These estimates will be
used for the Nelson Hamiltonian in Sect. 12 for the observable C = −∆ω

σ̃2 .
We assume

(I ′5) (1 + |σ̃|−
1
2 )〈C〉µ2v(K + 1)−

1
2 , (1 + |σ̃|−

1
2 )〈C〉µ2(K + 1)−

1
2 v ∈ B(K,K ⊗ h), µ2 > 0.

Note that (I’5) implies

‖(1 + |σ̃|−
1
2 )F (C ≥ R)v(K + 1)−

1
2 ‖B(K,K⊗h)

+‖(1 + |σ̃|−
1
2 )F (C ≥ R)(K + 1)−

1
2 v‖B(K,K⊗h)

≤ C0R
−µ2 .

(4.15)
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The corresponding assumption for the Nelson Hamiltonian is (I5) introduced in Subsect. 1.1.
In fact let P (ω, ∂ω) be the expression of −∆ω in some local coordinates on S2. Then

−∆ω

σ̃2
(e−iσ̃x.ωσ̃vj(σ̃ω)) = e−iσ̃x.ω 1

σ̃2
P (ω, ∂ω − dx.ω)σ̃vj(σ̃ω),

where dx.ω is the differential of the function ω 7→ x.ω. Since dx.ω ∈ O(|x|), we obtain, using
(1.1) to control powers of x, that if (H0) holds for α > 0 and (I5) holds for µ2 > 0 then (I’5)
holds for the associated Pauli-Fierz Hamiltonian with the exponent µ2 replaced by inf(α, µ2).

Let F ∈ C∞0 (IR), 0 ≤ F ≤ 1, F (λ) ≡ 1 for |λ| ≤ 1
2 , F (λ) ≡ 0 for |λ| ≥ 1. and λF ′(λ) ≤ 0.

We set for ρ,R > 0:

ct := F (
C

Rtρ
).(4.16)

Lemma 4.14 Assume (I’0), (I’5). Then for χ ∈ C∞0 (IR):

[χ(H),Γ(ct)] ∈ O(t−µ2ρ).

Using almost-analytic extensions, we are reduced to estimate

[(z −H)−1,Γ(ct)] = (z −H)−1[H,Γ(ct)](z −H)−1.

We have
[H,Γ(ct)] =

1√
2
a∗((1− ct)v)Γ(ct)−

1√
2

Γ(ct)a((1− ct)v).

Using (I’5) and Prop. A.1,we obtain

‖(H + i)−1[H,Γ(ct)](H + i)−1‖ ≤ C0t
−ρµ2 ,(4.17)

uniformly in R ≥ 1. This implies that

‖(z −H)−1[H,Γ(ct)](z −H)−1‖ ≤ C0|Imz|−2t−ρµ2 , z ∈ K b C\IR,

which implies the lemma. 2

Proposition 4.15 Assume (I’0), (I’5). Assume ρ in (4.16) is such that ρµ2 > 1 . Then

i)
∫ +∞

1
‖dΓ(ct,d0ct)

1
2χ(H)ut‖2dt ≤ C‖u‖2, u ∈ D(N), χ ∈ C∞0 (IR),

ii) s- lim
t→+∞

eitHΓ(ct)e−itH =: P+(R) exists,

iii) [P+(R), H] = 0.
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By the standard argument, we compute for u, v ∈ D(N) the derivative of the function

t 7→ (vt, χ(H)Γ(ct)χ(H)ut),

which equals

(vt, χ(H)dΓ(ct,d0ct)χ(H)ut) + (vt, χ(H)[φ(v), iΓ(ct)]χ(H)ut).

By (4.17) the second term is integrable in norm if ρµ2 > 1. We have

dt0ct = −ρF ′( C

Rtρ
)

C

Rtρ+1
≥ 0,

hence dΓ(ct, dt0ct) ≥ 0. The estimate i) follows then from Prop. A.3. The existence of the limit
ii) follows from i), Prop. A.4 and Lemma 4.14. Property iii) follows from Lemma 4.14. 2

Theorem 4.16 Assume (I’0), (I’5). Assume ρ in (4.16) is such that ρµ2 > 1. Then P+(1) =
1l, ie:

e−itHu = Γ(F (
C

tρ
))e−itHu+ o(1), u ∈ H.

Proof. We first claim that
w − lim

R→∞
P+(R) = 1l.(4.18)

To prove (4.18) we apply Prop. A.6. We have for u ∈ D(N), χ ∈ C∞0 (IR):

d
dt

(ut, χ(H)Γ(ct)χ(H)ut) ≥ −Ct−ρµ2‖u‖2, uniformly in R.

On the other hand Γ(ct) ≤ 1l and

w − lim
R→∞

Γ(ct) = 1l, ∀t ∈ IR.

Hence (4.18) follows from Prop. A.6. Finally we use the fact that for ρ′ > ρ:

F (
C

Rtρ
) ≤ F (

C

tρ′
), for fixed R and t ≥ T (R).

If we denote by Γ′(ct), P ′+(R) the same observables with the exponent ρ′, we obtain Γ(ct) ≤
Γ′(ct) ≤ 1l and hence

P+(R) ≤ P ′+(1) ≤ 1l.

Letting R→∞ and using (4.18) we get that P ′+(1) = 1l. This proves the theorem. 2
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5 Number of asymptotically free particles

In this section we consider the expanded Hamiltonian He introduced in Subsect. 3.3. On
he = L2(IR,dσ)⊗ g, we denote by

s = i
∂

∂σ

the observable conjugate to σ, which we interpret as a position. The main result is Thm. 5.6
where we construct for 0 < c < 1 He−invariant subspaces He+

c describing states which contain
a finite number of particles in the region {s ≥ ct}. Finally in Subsect. 5.3 we show the rather
trivial fact that no propagation takes place in the region {s ≤ −ct} for 0 < c < 1.

Let us fix f ∈ C∞(IR), such that

0 ≤ f ≤ 1, f ′ ≥ 0, f ≡ 0 for s ≤ α0, f ≡ 1 for s ≥ α1,(5.1)

for α0 < α1. We set

bc t := f(
s− ct
tρ

), Bc t = dΓ(bc t),(5.2)

where the constants 0 < c ≤ 1, 0 < ρ < 1 will be fixed later.
We assume in this section the following hypothesis:

(I ′2) (K + 1)−
1
2 ve(·), ve(·)(K + 1)−

1
2 ∈ Hµ

0 (IR+)⊗ B(K,K ⊗ g),

where for µ > 0 the space Hµ
0 (IR+) is the closure of C∞0 (]0,+∞[) in the topology of Hµ(IR).

Note that (I’2) implies

‖F (|s| ≥ R)ve(K + 1)−
1
2 ‖B(K,K⊗he) ≤ CR−µ,

‖F (|s| ≥ R)(K + 1)−
1
2 ve‖B(K,K⊗he) ≤ CR−µ, R ≥ 1.

(5.3)

The corresponding condition for concrete Nelson Hamiltonians is (I2), introduced in Subsect.
1.1. In fact we note that ∂σ̃e−iσ̃x.ωσ̃vj(σ̃ω) = e−iσ̃x.ω(∂σ̃ − ix.ω)σ̃vj(σ̃ω). Using then (1.1) to
control powers of x we see that if (H0) holds for α > 0 and (I2) holds for µ > 0 then (I’2) holds
for the associated Pauli-Fierz Hamiltonian with the exponent µ replaced by inf(α, µ).

5.1 Technical preparations

Proposition 5.1 Assume (I’0) for ε0 > 0, (I’2) for µ > 1. Assume that 0 < c < 1 or that
c = 1 and α1 < 0. Then for χ ∈ C∞0 (IR):

i)
∫ +∞

1
‖dΓ(d0bc t)

1
2 (Bc t + λ)−1χ(L)ut‖2

dt

t
≤ C‖u‖2, u ∈ D(N e), λ > 0,

ii) s- lim
t→+∞

eitHe
χ(L)(Bc t + λ)−1χ(L)e−itHe

exists , ∀λ ∈ C\IR−.

Proof. Let us first fix λ > 0 and set

Φ(t) = χ(L)(Bc t + λ)−1χ(L).
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For u ∈ D(N e) the function IR+ 3 t 7→ f(t) = (ut,Φ(t)ut) is C1 with derivative

∂tf(t) = (ut, χ(L)DΦ(t)χ(L)ut).

Note that by (3.8) e−itHe
χ(L) preserves D(N e). Since He = He

0 + φ(ve) on D(L), we have:

[He, i(Bc t + λ)−1] = [He
0 , i(Bc t + λ)−1] + [φ(ve), i(Bc t + λ)−1]

on D(L). Since K ⊗ Γfin(he) ∩ D(L) is dense in D(L) we can compute D(Bc t + λ)−1 on finite
vectors. We obtain

D0(Bc t + λ)−1 = −(Bc t + λ)−1dΓ(ct)(Bc t + λ)−1,

for
ct = d0bc t = f ′(

s− ct
tρ

)(
1− c
tρ
− ρs− ct

tρ+1
).

Similarly
[φ(ve), i(Bc t + λ)−1] = (Bc t + λ)−1φ(ibc tve)(Bc t + λ)−1.

Since D(L) = D(L0), (K + 1)
1
2 (L+ i)−1 is bounded, and we have:

‖[φ(ve), i(Bc t + λ)−1](L+ i)−1‖

≤ ‖(Bc t + λ)−1φ(ibc tve)(K + 1)−
1
2 )(Bc t + λ)−1‖

≤ C‖b
1
2
c tv

e(K + 1)−
1
2 ‖ ≤ Ct−µ,

(5.4)

using Prop. A.1 and assumption (I’2).
Next we note that if 0 < c < 1 or c = 1 and α1 < 0

ct ≥
c
tρ
f ′(

s− ct
tρ

) for t� 1.

Applying then Prop. A.3 with D = D(N e), we obtain∫ +∞

1
‖dΓ(ct)

1
2 (Bc t + λ)−1χ(L)ut‖2

dt

t
≤ C‖u‖2, u ∈ D(N e), λ > 0.(5.5)

This proves i).
For λ ∈ C\IR−, we have, as quadratic forms on D(L) ∩ D(N e):

D0(Bc t + λ)−1 = −(Bc t + λ)−1dΓ(ct)(Bc t + λ)−1

= −(Bc t + 1)−1dΓ(ct)
1
2R(t)dΓ(ct)

1
2 (Bc t + 1)−1,

(5.6)

for R(t) = (Bc t + 1)2(Bc t + λ)−2 ∈ O(1). Moreover (5.4) is still valid for λ ∈ C\IR−. Applying
then (5.6), (5.4) and the estimate (5.5) for λ = 1, we obtain ii) by Prop. A.4. 2

Th next three lemmas will be needed in the proof of Thm. 5.5 to get rid of the cutoffs χ(L)
in the statements of Prop. 5.1. Note that commutators between functions of L and functions
of Bc t are bounded only by the number operator, since [|σ|, is] = 1l. Therefore we introduce
cutoffs in N e

t to control these error terms.
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Lemma 5.2 Let ft ∈ C∞(IR) with |∂αs ft| ≤ Cαt−ρα, α ∈ IN. Then

[ft(s), |σ|] ∈ O(t−ρ).

Proof. We have
‖[ft(s), |σ|]‖ = t−ρ‖[ft(tρs), |σ|]‖.

Note that gt(s) = ft(tρs) satisfies |∂αs gt| ≤ Cα, α ∈ IN.
It remains to check that [gt(s), |σ|] is bounded, which follows by writing |σ| as r1(σ) + r2(σ),

where r1(σ) is bounded and r2(σ) ∈ C∞(IR), |∂ασ r2(σ)| ≤ Cα(1 + |σ|)1−|α|. 2

Lemma 5.3 Assume (I’0) for ε0 > 0, (I’2) for µ > 0. Let N e
t be defined in (4.9). Assume the

exponent ρ in (5.2) is such that ρ > δ > (1 + ε0)−1. Then for χ, F ∈ C∞0 (IR), λ ∈ C\IR−:

(L+ i)[(Bc t + λ)−1, χ(L)]F (
N e
t

tδ
)χ(L) ∈ o(1).

Proof. We write

(L+ i)[(Bc t + λ)−1, χ(L)]F (N
e
t

tδ
)χ(L)

= i
2π

∫ ∂χ̃(z)
∂z (L+ i)(z − L)−1[(Bc t + λ)−1, L](z − L)−1F (N

e
t

tδ
)χ(L)dz ∧ dz.

By Lemma 3.5 (z − L)−1 preserves D(N e). On D(L) ∩ D(N e) we have:

[(Bc t + λ)−1, L] = [(Bc t + λ)−1, L0] + [(Bc t + λ)−1, φ(ve)].

By (5.4)
[(Bc t + λ)−1, φ(ve)](z − L)−1 ∈ O(|Imz|−1t−µ).

Next on D(L) ∩ D(N e)

[(Bc t + λ)−1, L0] = −(Bc t + λ)−1dΓ([bc t, |σ|])(Bc t + λ)−1.(5.7)

By Lemma 5.2, [bc t, |σ|] ∈ O(t−ρ) and hence

[(Bc t + λ)−1, L0] ∈ O(N e)t−ρ.

By Lemma 3.5 we have

(N e + 1)(z − L)−1(N e + 1)−1 ∈ O(|Imz|−2), z ∈ supp χ̃,(5.8)

and by Lemma 4.6 N eF (N
e
t

tδ
)χ(L) ∈ O(tδ). Finally we obtain that for u ∈ D(N e):

‖(L+ i)(z − L)−1[(Bc t + λ)−1, L](z − L)−1F (N
e
t

tδ
)χ(L)u‖

≤ C(tδ−ρ|Imz|−3 + t−µ|Imz|−1)‖u‖, z ∈ supp χ̃.

Using the properties of χ̃ this proves the lemma. 2
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Proposition 5.4 Assume (I’0), (I’1) for ε0 > 0,(I’2) for µ > 0. Then for ρ > δ > (1 + ε0)−1,
λ ∈ C\IR−, χ ∈ C∞0 (IR):

(Bc t + λ)−1F (
N e
t

tδ
)χ2(L) = χ(L)(Bc t + λ)−1F (

N e
t

tδ
)χ(L) + o(1).

Proof. We combine Lemma 5.3 and Lemma 4.4. 2

5.2 Asymptotic projections

Theorem 5.5 Assume (I’0), (I’1) for ε0 > 0, (I’2) with µ > 1 and pick ρ in (5.2) such that
ρ(1 + ε0) > 1. Then:

i) for each λ ∈ C\IR− the limit

s- lim
t→+∞

eitHe
(Bc t + λ)−1e−itHe

=: Re+
c (λ) exists.

ii) [Re+
c (λ), L] = [Re+

c (λ), He] = 0.
iii) the limit

s- lim
ε→0

ε−1Re+
c (ε−1) =: P̂ e+

c exists

and is an orthogonal projection.
iv)

[He, P̂ e+
c ] = [L, P̂ e+

c ] = 0,

u = P̂ e+
c u⇔ s- limε→0 s- limt→+∞ eitHe

(εBc t + 1l)−1e−itHe
u = u.

The projections P̂ e+
c are constructed by a standard pseudo-resolvent argument. In fact it is

easy to see that the operators Re+
c (λ) form a pseudo-resolvent family, ie satisfy the resolvent

identity. From this family a selfadjoint operator N e+
c (with a possibly non dense domain) can

be constructed. The operator N e+
c can be seen as the (formal) limit:

N e+
c = lim

t→+∞
eitHe

Bc te−itHe
,

ie as the asymptotic number of particles in s ≥ ct. The range of P̂ e+
c is the closure of the domain

of N e+
c , ie the closure of the space of states where this number is finite. In the sequel, only the

range of P̂ e+
c will play a role and we will not consider the associated selfadjoint operator N e+

c .
Note also that the projections P̂ e+

c depend on the choice of the cutoff function f in (5.2).
We introduce projections independent on the choice of f in the next theorem.

Theorem 5.6 Assume (I’0), (I’1) for ε0 > 0, (I’2) with µ > 1 and pick ρ in (5.2) such that
ρ(1 + ε0) > 1. Let for 0 < c < 1:

P e+
c := inf

c<c′
P̂ e+
c′ , H

e+
c := RanP e+

c .

Then:
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i) P e+
c is an orthogonal projection independent on the choice of the function f in (5.2).

ii) [He, P e+
c ] = [L,P e+

c ] = 0,

iii) Ωe+(Hpp(He)⊗ Γ(he)) ⊂ He+
c ,

where the wave operator Ωe+ is defined in Subsect. 8.5.

The space He+
c can be understood as the space of states having a finite number of particles in

the region {s ≥ c′t} for all c′ > c. By part ii) of Thm. 5.6 we know that if He has bound states,
in particular under the assumptions (H’0), (I’3), then He+

c is non trivial.

Proof. Let f1, f2 be two functions such that 0 ≤ fi ≤ 1, f ′i ∈ C∞0 (IR), f ′i ≥ 0 and fi ≡ 0 for
s � −1, fi ≡ 1 for s � 1. Clearly there exists s0 such that f1(s) ≤ f2(s + s′) for any s′ ≥ s0.
This implies that if c1 > c2

f1(
s− c1t

tρ
) ≤ f2(

s− c2t

tρ
), t ≥ T.(5.9)

Let us denote by Bi,c t the observable defined in (5.2) for f = fi and by Re+
i,c (λ), P̂ e+

i,c the objects
constructed in Thm. 5.5 for f = fi. It follows from (5.9) that

(B1,c1 t + λ)−1 ≥ (B2,c2 t + λ)−1 for t ≥ T, λ > 0

hence
Re+

1,c1
(λ) ≥ Re+

2,c2
(λ), λ > 0,

and
P̂ e+

1,c1
≥ P̂ e+

2,c2
if c1 > c2.(5.10)

If we take f1 = f2 = f , we obtain that the family of projections P̂ e+
c is increasing w.r.t. c, which

shows the existence of P e+
c . Using again (5.10) we obtain that P e+

c does not depend on f .
ii) follow from Thm. 5.5. It remains to prove iii). We first note that Hpp(He) ⊂ He+

c . In
fact this is a direct consequence of the fact that for ε > 0 (εBc t + 1)−1 tends strongly to 1l when
t→ +∞. Next we use the fact proved in Thm. 8.7 that the asymptotic Weyl operators W e+(h)
preserve the space He+

c . These two observations imply iii). 2

Proof of Thm. 5.5 Let us first prove i). By density it suffices to show the existence of

lim
t→+∞

eitHe
(Bc t + λ)−1e−itHe

u(5.11)

for u = χ(L)u, χ ∈ C∞0 (IR). Let us pick an exponent δ with ρ > δ > (1+ε0)−1, which is possible
since ρ(1 + ε0) > 1. By Prop. 4.5 ii), we have for F ∈ C∞0 (IR), F ≡ 1 near 0:

eitHe
(Bc t + λ)−1e−itHe

u

= eitHe
(Bc t + λ)−1F (Nt

tδ
)e−itHe

u+ o(1)

= eitHe
(Bc t + λ)−1F (Nt

tδ
)χ2(L)e−itHe

u+ o(1)

= eitHe
χ(L)(Bc t + λ)−1χ(L)F (Nt

tδ
)e−itHe

u+ o(1)

= eitHe
χ(L)(Bc t + λ)−1χ(L)e−itHe

u+ o(1),
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where we used Prop. 4.5 and Prop. 5.4. Hence by Prop. 5.1 the limit (5.11) exists. The first
statement of ii) follows by the arguments above. Let us now prove the second statement of ii).
It suffices to show that

Re+
c (λ) = eit1He

Re+
c (λ)e−it1He

, ∀t1 ∈ IR,

or equivalently
s- lim
t→+∞

eitHe
((Bc t + λ)−1 − (Bct−t1 + λ)−1)e−itHe

= 0.(5.12)

We have

(Bc t + λ)−1 − (Bc t−t1 + λ)−1 = −(Bc t + λ)−1(Bc t −Bc t−t1)(Bc t−t1 + λ)−1,

and
Bc t −Bc t−t1 = dΓ(bc t − bc t−t1).

Since ‖bc t − bc t−t1‖ ∈ O(t−ρ), this gives(
(Bc t + λ)−1 − (Bc t−t1 + λ)−1

)
∈ O(N e)t−ρ.(5.13)

Let u ∈ He with χ(L)u = u for χ ∈ C∞0 (IR). We pick δ with ρ > δ > (1 + ε0)−1 and write

eitHe
(
(Bc t + λ)−1 − (Bc t−t1 + λ)−1

)
e−itHe

u

= eitHe
(
(Bc t + λ)−1 − (Bc t−t1 + λ)−1

)
F (N

e
t

tδ
)χ(L)e−itHe

u+ o(1).

Combining (5.13) and Lemma 4.6 we obtain (5.12). This completes the proof of ii).
Statements iii) and iv) follow from Prop. A.7 in the Appendix. 2

5.3 Soft propagation estimates

In this subsection we show rather easy propagation estimates. More precisely we show that for
any state in He there is no propagation in the region {s ≤ −ct} for 0 < c < 1.

We fix a cutoff function f1 ∈ C∞(IR) such that for some α4 < α3 < 0:

0 ≤ f1 ≤ 1, supp f1 ⊂]−∞, α3],

f1 ≡ 1 in ]−∞, α4], f ′1(s) ≤ 0,
(5.14)

and set for 0 < ρ < 1, 0 < c < 1:

b1,t = f1(
s+ ct
tρ

), B1,t := dΓ(b1,t).(5.15)

Proposition 5.7 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (5.15) such that
ρ(1 + ε0) > 1. Then:

i)R+
1 (ε) := s- limt→+∞ eitHe

(1 + εB1,t)−1e−itHe
exists,

ii) [R+
1 (ε), He] = [R+

1 (ε), L] = 0,

iii) s- limε→0R
+
1 (ε) = 1l.
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Prop. 5.7 means that any state has a finite number of particles in the region {s ≤ −ct}.
Proof. we first prove the existence of

s- lim
t→+∞

eitHe
χ(L)(1 + εB1,t)−1χ(L)e−itHe

.(5.16)

Arguing exactly as in the proof of Prop. 5.1, we obtain for λ ∈ C\IR−:

χ(L)D(B1,t + λ)−1χ(L) = −χ(L)(B1,t + λ)−1dΓ(c1,t)(B1,t + λ)−1χ(L)

−χ(L)(B1,t + λ)−1φ(ib1,tve)(B1,t + λ)−1χ(L),

for
c1,t = d0b1,t = f ′1( s+ct

tρ )(1+c
tρ − ρ

s+ct
tρ+1 )

≤ −cf ′1( s+ct
tρ ) 1

tρ , for t� 1.

Moreover by Prop. A.1:

‖χ(L)(B1,t + λ)−1φ(ib1,tve)(B1,t + λ)−1χ(L)‖ ≤ C‖b
1
2
1,tv

e(K + 1)−
1
2 ‖ ≤ Ct−µ,

by (I’2). Arguing as in Subsect. 5.1 we obtain the existence of the limit (5.16). As in the proof
of Thm. 5.5, using an analog of Prop. 5.4 we obtain then the existence of R+

1 (ε). Property ii)
can be shown as in Thm. 5.5.

Let us now prove iii). By Prop. A.7 we obtain the existence of s- limε→0R
+
1 (ε), and it suffices

to show that
w − lim

ε→0
R+

1 (ε) = 1l.(5.17)

By density it suffices to consider states u ∈ He such that u = χ(L)u for some χ ∈ C∞0 (IR). We
will apply Prop. A.6 to Φε(t) = χ(L)(1 + εB1,t)−1χ(L). We have:

χ(L)D(1 + εB1,t)−1χ(L)

= −εχ(L)(1 + εB1,t)−1dΓ(c1,t)(1 + εB1,t)−1χ(L)

−εχ(L)(1 + εB1,t)−1φ(ib1,tve)(1 + εB1,t)−1χ(L).

Using the fact that

‖(1 + εB1,t)−1(1 +B1,t)−
1
2 ‖ ≤ Cε−

1
2 , uniformly in t,

and Prop. A.1, we obtain

‖εχ(L)(1 + εB1,t)−1φ(ib1,tve)(1 + εB1,t)−1χ(L)‖ ≤ C‖b
1
2
1,tv(K + 1)−

1
2 ‖ ≤ Ct−µ,(5.18)

uniformly in ε. Since c1,t ≤ 0, we obtain

χ(L)D(1 + εB1,t)−1χ(L) ≥ −Ct−µ, uniformly in ε.(5.19)

Clearly w − limε→0(1 + εB1,t)−1 = 1l for t > 0 and 0 ≤ R+
1 (ε) ≤ 1l. Applying Prop. A.6 we

obtain (5.17). 2
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Let now f0 ∈ C∞(IR) be a cutoff function such that:

f0 ≡ 1 in s ≤ α1, f0 ≡ 0 in s ≥ α2,

f ′0 ≤ 0.
(5.20)

Here the constants α1 < α2 are such that 0 < α1 < α2.
We set:

f tR = f0(
−s− ct
Rtρ

),(5.21)

for R ≥ 1 and 0 < ρ < 1 as in (5.2). The following two lemmas are analogous to Lemmas 6.1
and 6.2 for k = 0 and their proofs are similar.

Lemma 5.8 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 0. Assume the constants ρ, δ are
chosen so that ρ > δ > (1 + ε0)−1, µ > δ/2. Then for χ1, χ2, F ∈ C∞0 (IR):

[Γ(f tR), χ1(L)]F (
N e
t

tδ
)χ2(L) ∈ o(1).

Lemma 5.9 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 0. Assume the constants ρ, δ are
chosen so that ρ > δ > (1 + ε0)−1, µ > δ/2. Then for χ1, χ2, F ∈ C∞0 (IR):

Γ(f tR)F (
N e
t

tδ
)χ1(L)χ2(L) = χ1(L)Γ(f tR)F (

N e
t

tδ
)χ2(L) + o(1).

The following lemma is analogous to Prop. 6.3.

Lemma 5.10 Assume (I’0), (I’2) for µ > 1. Let B1,t defined in (5.15). Then for χ ∈ C∞0 (IR),
λ > 0, R ≥ 1 large enough:

s- lim
t→+∞

eitHe
χ(L)Γ(f tR)(B1,t + λ)−1χ(L)e−itHe

exists.(5.22)

Proof. As in the proof of Prop. 6.3 we compute

Dχ(L)Γ(f tR)(B1,t + λ)−1χ(L)

= χ(L)DΓ(f tR)(B1,t + λ)−1χ(L)

+χ(L)Γ(f tR)D(B1,t + λ)−1χ(L).

(5.23)

By the proof of Prop. 5.7, we have:

|(v, χ(L)Γ(f tR)D(B1,t + λ)−1χ(L)u)| ≤ C‖R1(t)u‖‖R1(t)v‖,(5.24)

uniformly in R, where R1(t) is integrable along the evolution. Let us now consider the first term
in (5.23). We have:

[φ(ve), iΓ(f tR)] =
i√
2

Γ(f tR)a((1− f tR)ve)− i√
2
a∗((1− f tR)ve)Γ(f tR).
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By (5.20)
supp (1− f tR) ⊂ {s ≤ −ct− α1Rt

ρ},

and
b1,t ≡ 1 in {s ≤ −ct+ α4t

ρ}.

Since α1 > 0 b1,t ≡ 1 on supp (1− f tR) for t ≥ 0, R ≥ R0. Applying then Prop. A.1, we obtain:

‖[φ(v),Γ(f tR)](B1,t + λ)−1χ(L)‖

≤ C‖(1− f tR)ve(K + 1)−
1
2 ‖

≤ Ct−µ,

(5.25)

uniformly in R ≥ R0, by (I’2). Finally

D0Γ(f tR) = dΓ(f tR,d0f
t
R),

d0f
t
R = f ′0(−s−ct

Rtρ )
(
−1−c
Rtρ + ρ

Rtρ+1 (s+ ct)
)

≥ c
Rtρ |f

′
0|(−s−ct

Rtρ ),
(5.26)

uniformly in R ≥ R0. From (5.25), (5.26), (5.24) we obtain:

|(v,Dχ(L)Γ(f tR)(B1,t + λ)−1χ(L)u)| ≤
3∑
i=1

‖Ri(t)u‖‖Ri(t)v‖,(5.27)

uniformly in R ≥ R0, where Ri(t) are integrable along the evolution. This implies that the limit
(5.22) exists. 2

The following proposition is an improvement on Prop. 5.7. It means that asymptotically
there are no particles in {s ≤ −ct}.

Proposition 5.11 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ such that ρ(1 +
ε0) > 1. Then:

s- lim
t→+∞

eitHe
Γ(f0(

−s− ct
tρ

))e−itHe
= 1l.

Proof. We denote by f tR,ρ the operator in (5.21) to emphasize the dependence on the exponent
ρ. Using Lemma 5.9, Prop. 5.4, Prop. 4.5 and a density argument as in the proof of Thm. 5.5
i), we deduce from Lemma 5.10 the existence of

s- lim
t→+∞

eitHe
Γ(f tR,ρ)(εB1,t + λ)−1e−itHe

, ∀ε > 0.(5.28)

By Prop. 5.7 and a density argument, we obtain the existence of

s- lim
t→+∞

eitHe
Γ(f tR,ρ)e

−itHe
=: Γ+

R,ρ,

and the fact that the limit (5.28) equals Γ+
R,ρR

+
1 (ε).
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Next we apply Prop. A.5 to obtain:

w − lim
R→+∞

Γ+
R,ρR

+
1 (ε) = R+

1 (ε).(5.29)

In fact the integrability uniformly in R (condition (A.2)) follows from (5.27) and

w − lim
R→+∞

Γ(f tR,ρ) = 1l, ∀t > 0

since f tR,ρ ≡ 1 in {s ≥ −ct−α1Rt
ρ} and α1 > 0. Applying Prop. A.5 we obtain (5.29). Applying

then Prop. 5.7 iii) we obtain
w − lim

R→+∞
Γ+
R,ρ = 1l.(5.30)

Let now ρ1 with ρ1(1 + ε0) > 1 and ρ > ρ1. We claim that

f t1,ρ ≥ f tR,ρ1 , for t ≥ TR.(5.31)

In fact supp f tR,ρ1 ⊂ {s ≥ −ct − α2Rt
ρ1} and f t1,ρ ≡ 1 in {s ≥ −ct − α1t

ρ}, so f t1,ρ ≡ 1 on
supp f tR,ρ1 for t ≥ TR, since 0 < α1 < α2 and ρ > ρ1. By (5.31) Γ+

R,ρ1
≤ Γ+

1,ρ ≤ 1l, and hence
Γ+

1,ρ = 1l by (5.30).2

6 Asymptotic partition of unity

In this section we construct in Thm. 6.4 an asymptotic partition of unity on the spaces He+
c

constructed in Sect. 5. This partition of unity allows to cut a state in He+
c into pieces having a

definite number of particles in the region {s ≥ ct}. The partition of unity is constructed using
the operators Pk(f) for a pair of cutoff functions (f0(s), f∞(s)) defined in Subsect. 2.2. For
technical reasons we will also need to consider in Subsect. 6.2 a particular family of cutoffs
(f0(s), f∞,ε(s)) and to prove a weak convergence result when ε→ 0.

6.1 Asymptotic cutoffs

Let us fix two functions f0, f∞ ∈ C∞(IR) with 0 ≤ fε ≤ 1, ε = 0,∞ and

f0 ≡ 1 in s ≤ α1, f0 ≡ 0 in s ≥ α2,

f∞ ≡ 0 in s ≤ α1, f∞ ≡ 1 in s ≥ α2,

f ′0 ≤ 0, f ′∞ ≥ 0.

(6.1)

Here the constants α1 < α2 are such that α0 < α1 < α2 where the constant α0 is fixed in Sect.
5. We set f = (f0, f∞), f t = (f t0, f

t
∞) for

f tε := fε(
s− ct
tρ

),(6.2)

for constants 0 < c ≤ 1 and 0 < ρ < 1.
We consider in this section the localization operators Pk(f), Qk(f) defined in Subsect. 2.2.
We recall (see [DG2, Lemma 2.9])

‖Pk(f)‖ ≤ 1, ‖Qk(f)‖ ≤ 1 if f0 + f∞ ≤ 1.
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Using then the definition of Pk(f), Qk(f) we notice that

‖Pk(f)‖ ≤ α−k, ‖Qk(f)‖ ≤ 1− α−k

1− α
,(6.3)

if
f0 + αf∞ ≤ 1, α > 0.(6.4)

Indeed it suffices consider the new cutoffs f̃ = (f0, αf∞) and use that Pk(f) = α−kPk(f̃).
In this section we will always assume that (f0, f∞) satisfy (6.4).
We recall the following identities ([DG2, Lemma 2.11]):

D0Pk(f t) = dPk(f t,d0f
t),

[φ(v), iPk(f t)]

= i√
2

(
a∗((1− f t0)v)Pk(f t)− a∗(f t∞v)Pk−1(f t)− Pk(f t)a((1− f t0)v) + Pk−1(f t)a(f t∞v)

)
.

(6.5)

The next two lemmas, analogous to Lemma 5.3 and Prop. 5.4, are needed to get rid of the
cutoffs χ(L) in the statement of Prop. 6.3.

Lemma 6.1 Assume (I’0), (I’1) for ε0 > 0 ,(I’2) for µ > 0. Assume the constants ρ, δ are
chosen so that ρ > δ > (1 + ε0)−1, µ > δ/2. Then for χ1, χ2, F ∈ C∞0 (IR):

[Pk(f t), χ1(L)]F (
N e
t

tδ
)χ2(L) ∈ o(1).

Proof. By the argument above we may assume that f0 + f∞ ≤ 1. We have

[Pk(f t), χ1(L)] =
i

2π

∫
∂χ̃1

∂z
(z)(z − L)−1[L,Pk(f t)](z − L)−1dz ∧ dz.(6.6)

On D(N e) ∩ D(L) we have:

[L,Pk(f t)] = dPk(f t, [|σ|, f t])|+ [φ(ve), Pk(f t)].

By Lemma 5.2 we have
[|σ|, f tε ] ∈ O(t−ρ), ε = 0,∞.(6.7)

Applying then [DG2, Lemma 2.11 ], we get

dPk(f t, [|σ|, f t]) ∈ O(N e)t−ρ.

Using then (6.5) and (I’2), we obtain

‖(K + 1)−
1
2 [φ(ve), Pk(f t)](N e + 1)−

1
2 ‖ ∈ O(t−µ).(6.8)

By Lemma 3.5 for α = 1 and a interpolation argument for α = 1
2 we obtain

‖(N e + 1)α(z − L)−1(N e + 1)−α‖ ≤ C|Imz|−2, α =
1
2
, 1, z ∈ B b C\IR.
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Recall also from Lemma 4.6 that (N e)αF (N
e
t

tδ
)χ2(L) ∈ O(tδα). This yields

‖(z − L)−1[L,Pk(f t)](z − L−1)F (N
e
t

tδ
)χ2(L)‖

≤ C(t−ρ+δ + t−µ+δ/2)|Imz|−3.

Using (6.6) we obtain the lemma. 2

The following lemma follows from Lemmas 4.4 and 6.1.

Lemma 6.2 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 0. Assume the constants ρ, δ are
chosen so that ρ > δ > (1 + ε0)−1, µ > δ/2. Then for χ1, χ2, F ∈ C∞0 (IR):

Pk(f t)F (
N e
t

tδ
)χ1(L)χ2(L) = χ1(L)Pk(f t)F (

N e
t

tδ
)χ2(L) + o(1).

We recall that the observable Bc t was defined in (5.2). For f = (f0, f∞), g ∈ B(he) we define
the operator Rk(f, g) as

Rk(f, g)|⊗ns he :=
n∑
j=1

∑
]{i|εi=∞}=k

fε1 ⊗ · · · ⊗ fεj−1 ⊗ g ⊗ fεj+1 ⊗ · · · ⊗ fεn .(6.9)

If f0 + αf∞ ≤ 1, we see as in [DG2, Lemma 2.11] that

|(v,Rk(f, g)u)| ≤ α−k‖g‖B(he)‖(N e)
1
2u‖‖(N e)

1
2 v‖.

Proposition 6.3 Assume (I’0), (I’2) for µ > 1. Assume 0 < c < 1 or c = 1 and α2 < 0. For
χ ∈ C∞0 (IR), λ > 0:

i)
∫ +∞

1
‖Rk(f t, |gtε|)

1
2 (Bc t + λ)−

1
2χ(L)ut‖2dt ≤ C‖u‖2, u ∈ D(N e), ε = 0,∞,

if gtε = d0f
t
ε .

ii) s- lim
t→+∞

eitHe
χ(L)Pk(f t)(Bc t + λ)−1χ(L)e−itHe

exists.

Proof. Let
Φk(t) = χ(L)(Bc t + λ)−1Pk(f t)χ(L), λ > 0.

Note that [Pk(f t), Bc t] = 0. For u ∈ D(N e) ∩ D(L) the function t 7→ (ut,Φk(t)ut) is C1 with
derivative (ut,DΦk(t)ut) and

DΦk(t) = χ(L)D(Bc t + λ)−1Pk(f t)χ(L)

+χ(L)(Bc t + λ)−1
(
dPk(f t,d0f

t) + [φ(ve), iPk(f t)]
)
χ(L).

(6.10)

We observe that bc t defined in (5.2) is equal to 1 on supp (1 − f t0) and on supp f t∞. Using the
fact that Bc t commutes with Pk(f t), we obtain

‖χ(L)(Bc t + λ)−1[φ(ve), iPk(f t)]χ(L)‖

≤ C‖(Bc t + λ)−1a∗((1− f t0)(K + 1)−
1
2 ve)‖+ C‖(Bc t + λ)−1a((1− f t0)(K + 1)−

1
2 ve)‖

+C(‖(Bc t + λ)−1a∗(f t∞(K + 1)−
1
2 ve)‖+ ‖‖(Bc t + λ)−1a(f t∞(K + 1)−

1
2 ve)‖).

45



Applying Prop. A.1, we obtain

‖χ(L)(Bc t + λ)−1[φ(ve), iPk(f t)]χ(L)‖

≤ C‖(1− f t0)(K + 1)−
1
2 ve‖+ C‖f t∞(K + 1)−

1
2 ve‖

≤ Ct−µ,

(6.11)

by (I’2).
On the other hand we have on the n−particle sector:

dPk(f, g) =
∑n
j=1

∑
]{i|εi=∞}=k fε1 ⊗ · · · ⊗ fεj−1 ⊗ g0 ⊗ fεj+1 ⊗ · · · ⊗ fεn

+
∑n
j=1

∑
]{i|εi=∞}=k−1 fε1 ⊗ · · · ⊗ fεj−1 ⊗ g∞ ⊗ fεj+1 ⊗ · · · ⊗ fεn

= Rk(f, g0) +Rk−1(f, g∞).

Finally as in the proof of Prop. 5.1:

D(Bc t + λ)−1 = −(Bc t + λ)−1dΓ(ct)(Bc t + λ)−1 + [φ(ve), i(Bc t + λ)−1],

and by (5.4)
‖χ(L)[φ(ve), i(Bc t + λ)−1]‖ ∈ O(t−µ).(6.12)

Note also that
(Bc t + λ)−1dΓ(ct)Pk(f t)(Bc t + λ)−1

= (Bc t + λ)−1dΓ(ct)
1
2Pk(f t)dΓ(ct)

1
2 (Bc t + λ)−1,

(6.13)

since Pk(f t) commutes with Bc t and dΓ(ct). Using (6.12), (6.13) and Prop. 5.1, we see that the
first term on the r.h.s. of (6.10) is integrable along the evolution.

Let us now consider the second term. Assume first that f0 + f∞ = 1. Then d0f
t
0 = −d0f

t
∞,

and hence
dPk(f t,d0f

t) = Rk(f t, gt0)−Rk−1(f t, gt0),(6.14)

where we set R−1(f, g) = 0. Next

gt0 = d0f
t
0 = f ′0(

s− ct
tρ

)
(

1− c
tρ
− ρs− ct

tρ+1

)
.

If 0 < c < 1 or c = 1 and α2 < 0 we have gt0 ≤ 0 for t� 1. By (6.11), Prop. 5.1 and Prop. A.3,
we obtain ∫ +∞

1
‖R0(f t, |gt0|)

1
2 (Bc t + λ)−

1
2χ(L)ut‖2dt ≤ C‖u‖2, u ∈ D(N e).

Using then (6.14) we obtain by induction on k:∫ +∞

1
‖Rk(f t, |gt0|)

1
2 (Bc t + λ)−

1
2χ(L)ut‖2dt ≤ C‖u‖2, u ∈ D(N e).(6.15)

Let us now assume that f0 + αf∞ ≤ 1. Introducing the cutoffs f̃ = (f0, αf∞), we may assume
that f0 + f∞ ≤ 1. Since f0 ≤ (1− f∞), f∞ ≤ 1− f0, we have:

Rk(f t, |gt0|) ≤ Rk(lt, |gt0|) for lt = (f t0, 1− f t0),

Rk(f t, |gt∞|) ≤ Rk(lt, |gt∞|) for lt = (1− f t∞, f t∞).
(6.16)
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If we set lt = (f t0, 1− f t0) then gt0 = d0l
t
0 and if we set lt = (1− f t∞, f t∞) then gt∞ = −d0l

t
0.

Hence i) follows from (6.16) and the estimates (6.15) for the two choices of lt above.
Property ii) follows from i) and Prop. A.4. 2

Theorem 6.4 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (5.2) such that
ρ(1 + ε0) > 1. Fix 0 < c < 1 and c < c′ < 1. Let us denote f t = (f t0, f

t
∞) defined in (6.2) by f tc

to indicate the dependence on the constant c. Then
i) the limit

P+
c′k(f0, f∞) := s- lim

t→+∞
eitHe

Pk(f tc′)e
−itHe

exists on He+
c ,

ii) [P+
c′k(f0, f∞), He] = 0,

iii) [P+
c′k(f0, f∞), L] = 0,

iv) if f0 + f∞ = 1 then

s−
+∞∑

0

P+
c′k(f0, f∞) = 1l on He+

c .

For k = 0 the asymptotic cutoffs P+
c′k(f) take a simpler form. In fact we have P0(f0, f∞) = Γ(f0).

We denote P+
c′0(f0, f∞) by Γe+

c′ (f0) and we have

Γe+
c′ (f0) = s- lim

t→+∞
eitHe

Γ(f tc′0)e−itHe
on He+

c , for 0 < c < c′ < 1.(6.17)

Proof. Let us first prove i). By the definition of He+
c it suffices to prove the theorem on RanP̂+

c′

for c < c′. Changing notation we may replace c′ by c. By Thm. 5.5 we may restrict ourselves
to vectors u ∈ RanP̂+

c such that u = χ(L)u, χ ∈ C∞0 (IR). Moreover for each u ∈ RanP̂+
c and

ε1 > 0 there exists ε > 0 such that

e−itHe
u = (εBc t + 1)−1e−itHe

u+ e−itHe
rε + o(1),(6.18)

with ‖rε‖ ≤ ε1. We pick now δ > 0 such that ρ > δ, µ > δ/2 and δ(1 + ε0) > 1, which is
possible since ρ(1 + ε0) > 1, µ > 1, and consider the observable N e

t constructed in Subsect. 4.2.
If F ∈ C∞0 (IR), F ≡ 1 near 0 we have:

Pk(f t)e−itHe
u = Pk(f t)F (N

e
t

tδ
)χ2(L)e−itHe

u+ o(1)

= χ(L)Pk(f t)χ(L)F (N
e
t

tδ
)e−itHe

u+ o(1)

= χ(L)Pk(f t)χ(L)e−itHe
u+ o(1),

(6.19)

where we used successively Prop. 4.5, Lemma 4.4, Lemma 6.2 and Prop. 4.5 again. Next we
write using (6.18):

χ(L)Pk(f t)χ(L)e−itHe
u

= χ(L)Pk(f t)e−itHe
u

= χ(L)Pk(f t)(εBc t + λ)−1e−itHe
u+ χ(L)Pk(f t)e−itHe

rε + o(1)

= χ(L)Pk(f t)(εBc t + λ)−1χ(L)e−itHe
u+ χ(L)Pk(f t)e−itHe

rε + o(1).
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Hence to prove i) it suffices to prove the existence of

s- lim
t→+∞

eitHe
χ(L)Pk(f t)(εBc t + 1)−1χ(L)e−itHe

u,

which is shown in Prop. 6.3.
iii) follows from the same arguments as in (6.19). In fact using Lemma 6.2 we obtain that

if χ(L)u = u then χ1(L)P+
k (f)u = P+

k (f)χ1(L)u, which proves iii).
To prove ii), it suffices to prove that

eit1He
P+
k (f)e−it1He

= P+
k (f), ∀t1 ∈ IR,

or equivalently
s- lim
t→+∞

eitHe
(Pk(f t)− Pk(f t−t1))e−itHe

= 0.(6.20)

Using [DG2, Lemma 2.11], we have:

Pk(f t)− Pk(f t−t1) = −
∫ t1

0
dPk(f t, ∂tf t−r)dr.

Since ∂tf t ∈ O(t−ρ), we obtain

(Pk(f t)− Pk(f t−t1)) ∈ O(N e)t−ρ.(6.21)

For u ∈ He+
c with u = χ(L)u, χ ∈ C∞0 (IR), we have:

(Pk(f t)− Pk(f t−t1))e−itHe
u

= (Pk(f t)− Pk(f t−t1))F (N
e
t

tδ
)χ(L)e−itHe

u+ o(1),

by Prop. 4.5. Using then (6.21) and Lemma 4.6, we obtain

(Pk(f t)− Pk(f t−t1))F (
N e
t

tδ
)χ(L) ∈ O(tδ−ρ),

which proves (6.20) since ρ > δ.
Let us now prove iv). We claim that if f = (f0, f∞), f0 + f∞ ≤ 1 and b ≡ 1 on supp f∞ then

‖
∞∑
m

Pk(f)(dΓ(b) + λ)−1‖ ≤ 1
m+ λ

.(6.22)

In fact on the n−particle sector we have:∑∞
m Pk(f)(dΓ(b) + λ)−1

=
∑
m≤]{i|εi=∞}≤n fε1 ⊗ · · · ⊗ fεn(

∑n
i=1 bi + λ)−1

≤ (m+ λ)−1.

Assume now that f0 + f∞ = 1. Since
∑m

0 P+
k (f) ≤ 1l, to prove iv) it suffices by density to show

that

lim
m→∞

(
1l−

m−1∑
0

P+
k (f)

)
εRe+

c (ε−1)u = 0, ∀ε > 0,
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where Re+
c (λ) is defined in Thm. 5.5. Now

‖
(
1l−

∑m−1
0 P+

k (f)
)
εRe+

c (ε−1)u‖

= limt→+∞ ‖eitHe ∑∞
m Pk(f t)(εBc t + 1)−1e−itHe

u‖

≤ (εm+ 1)−1‖u‖,

by (6.22). This proves iv). 2

6.2 Weak limits

We will consider now for technical purposes a specific choice of the cutoffs f0, f∞. We set

g(t) :=

 exp−(t−α1)−1(α2−t)−1
, t ∈]α1, α2[,

0, t 6∈]α1, α2[,

gε(t) :=

 exp−(t−α1−ε)−1(α2−t)−1
, t ∈]α1 + ε, α2[,

0, t 6∈]α1 + ε, α2[,

for 0 < ε < 1
2(α2 − α1). Clearly gε ≤ g. Let

C =
∫ +∞

−∞
g(t)dt, Cε =

∫ +∞

−∞
gε(t)dt,

and note that limε→0Cε = C.
We set

f∞(s) = C−1
∫ s

−∞
g(s′)ds′, f∞,ε(s) = C−1

ε

∫ s

−∞
gε(s′)ds′.(6.23)

Since gε ≤ g, we have

f∞,ε ≤
C

Cε
f∞, f

′
∞,ε ≤

C

Cε
f ′∞,

and
f∞(s) ≡ 1 for s ≥ α2, f∞(s) ≡ 0 for s ≤ α1,

f∞,ε(s) ≡ 1 for s ≥ α2, f∞,ε(s) ≡ 0 for s ≤ α1 + ε.

Note also that by [DG1, Lemma A.4.1], f
1
2∞, f

1
2∞,ε ∈ C∞(IR). Next we set

f0 := 1− f∞,(6.24)

and again by [DG1, Lemma A.4.1] f
1
2

0 ∈ C∞(IR). The following lemma summarizes the proper-
ties of f0, f∞,ε.

Lemma 6.5

i) f0 + f∞ = 1,
ii) ∃α > 0, ∀ε > 0 f0 + αf∞,ε ≤ 1,

iii) ∀ε > 0, ∃α > 0 f
1
2

0 + αf
1
2∞,ε ≤ 1.
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Proof. i) is obvious. ii) follows from the fact that Cεf∞,ε ≤ Cf∞.
Since f0 ≤ 1 and f∞,ε ≡ 0 in {s ≤ α1 + ε}, we have:

∀α > 0, f
1
2

0 (s) + αf
1
2∞,ε(s) ≤ 1 in {s ≤ α1 + ε}.

So it suffices to verify that

inf
s>α1+ε

1− f
1
2

0 (s)

f
1
2∞,ε(s)

> 0,

or equivalently

inf
s>α1+ε

(1− f
1
2

0 (s))2

f∞,ε(s)
> 0.

If s > α1 + ε, f∞(s) ≥ rε > 0 hence

(1− f
1
2

0 (s))2

f∞,ε(s)
≥ (1− f

1
2

0 (s))2 ≥ (1− (1− rε)
1
2 )2 > 0.

2

Proposition 6.6 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (6.2) such that
ρ(1 + ε0) > 1. Then for 0 < c < c′ < 1

P+
c′k(f0, f∞) = w− lim

ε→0
P+

c′k(f0, f∞,ε) on He+
c .

Proof. As in the proof of Thm. 6.4 it suffices to prove the proposition on RanP̂ e+
c′ . Changing

notation, we may replace c′ by c. By density it suffices to prove that

w− lim
ε→0

χ(L)P+
ck(f0, f∞,ε)R+

c (λ)χ(L) = χ(L)P+
ck(f0, f∞)R+

c (λ)χ(L),

for χ ∈ C∞0 (IR), λ > 0. Let us omit the index c to simplify notation. We will apply Prop. A.5.
To do this we need to estimate uniformly in ε the Heisenberg derivative of

Φε(t) = χ(L)Pk(f t0, f
t
∞,ε)(Bc t + λ)−1χ(L).

By (6.12) and (6.13) we have:

|(u2, χ(L)Pk(f t0, f
t
∞,ε)D(Bc t + λ)−1χ(L)u1)|

≤ Ct−µ‖Pk(f t0, f t∞,ε)‖‖u1‖‖u2‖

+‖Pk(f t0, f t∞,ε)‖‖dΓ(ct)
1
2 (Bc t + λ)−1χ(L)u2‖‖dΓ(ct)

1
2 (Bc t + λ)−1χ(L)u1‖.

By Lemma 6.5 ii) we have ‖Pk(f t0, f t∞,ε)‖ ≤ α−k uniformly in ε.
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Let us now consider the terms coming from DPk(f t0, f
t
∞,ε). By (6.11):

‖χ(L)(Bc t + λ)−1[φ(ve), iPk(f t0, f
t
∞,ε)]χ(L)‖

≤ C‖(1− f t0)(K + 1)−
1
2 ve‖+ C‖f t∞,ε(K + 1)−

1
2 ve‖

≤ C‖(1− f t0)(K + 1)−
1
2 ve‖+ C‖f t∞(K + 1)−

1
2 ve‖

≤ Ct−µ, uniformly in 0 < ε < 1
2(α2 − α1),

since f∞,ε ≤ C0f∞.
Finally

D0Pk(f t0, f
t
∞,ε) = Rk((f t0, f

t
∞,ε),d0f

t
0) +Rk−1((f t0, f

t
∞,ε),d0f

t
∞,ε).

Since
f∞,ε ≤ C0f∞, f

′
∞,ε ≤ C0f

′
∞,

uniformly for 0 < ε < 1
2(α2 − α1), we have:

|Rk((f t0, f t∞,ε),d0f
t
0)|

1
2 ≤ Ck/20 Rk((f t0, f

t
∞), |d0f

t
0|)

1
2 ,

|Rk−1((f t0, f
t
∞,ε),d0f

t
∞,ε)|

1
2 ≤ Ck/20 Rk−1((f t0, f

t
∞), |d0f

t
∞|)

1
2 .

This yields

|(u2, χ(L)(Bc t + λ)−1D0Pk(f t0, f
t
∞,ε)χ(L)u1)|

≤ Ck0

(
‖R1(t)χ(L)u1‖‖R1(t)χ(L)u2‖+ ‖R2(t)χ(L)u1‖‖R2(t)χ(L)u2‖

)
,

for
R1(t) = (Bc t + λ)−

1
2Rk((f t0, f

t
∞), |d0f

t
0|)

1
2 ,

R2(t) = (Bc t + λ)−
1
2Rk−1((f t0, f

t
∞), |d0f

t
∞|)

1
2 .

By (I’2), Prop. 5.1 and Prop. 6.3, hypothesis (A.2) of Prop. A.5 is satisfied. Hypothesis (A.1)
is clearly satisfied since

‖Pk(f t0, f t∞,ε)‖ ≤ α−k, uniformly in 0 < ε <
1
2

(α2 − α1),

by Lemma 6.5 i). Finally

w− lim
ε→0

Pk(f t0, f
t
∞,ε) = Pk(f t0, f

t
∞), ∀t ≥ 0,

and hence hypothesis (A.3) of Prop. A.5 is satisfied. Applying Prop. A.5 we obtain the
proposition. 2

7 Geometric inverse wave operators

This section is devoted to the construction of geometric inverse wave operators on the spaces
He+

c . This is an essential step in the proof of geometric asymptotic completeness on He+
c . The

key technical result in this section is Lemma 7.3. Sect. 6.
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7.1 Extended objects

We first define so called extended objects which provide a convenient framework for scattering
theory (see [DG2, Sect. 3.4]). Let

He
ext := He ⊗ Γ(he),

He
ext := He ⊗ 1lΓ(he) + 1lHe ⊗ dΓ(σ), acting on He

ext,

Lext := L⊗ 1lΓ(he) + 1lHe ⊗ dΓ(|σ|), acting on He
ext.

We set
N e

0 := N e ⊗ 1l, N e
∞ := 1l⊗N e, N e

ext := N e
0 +N e

∞.

The interpretation of the tensor product He
ext is as follows: Γ(he) contains the asymptotically

free bosons while He contains the atom and the bosons staying close to it.
We define also the extended Heisenberg derivatives (see [DG2, Sect. 3.4]):

ď0f(t) := ∂
∂tf(t) + (σ ⊕ σ)if(t)− if(t)σ,

f(t) ∈ B(he, he ⊕ he),

Ď0F (t) := ∂
∂tF (t) + (dΓ(σ)⊗ 1l + 1l⊗ dΓ(σ))iF (t)− iF (t)dΓ(σ),

F (t) ∈ B(Γ(he),Γ(he)⊗ Γ(he)),

ĎB(t) := ∂
∂tB(t) +HextiB(t)− iB(t)He,

B(t) ∈ B(He,Hext).

Note that with the notation in Subsect. 2.2 we have

Ď0dΓ(f) = dΓ̌(ď0f).

In this section, we will use the operators Γ̌(j), Γ̌k(j) defined in Subsect. 2.2 for the following
choice of j. We pick cutoff functions j0, j∞ satisfying (6.1) and (6.4). We set jt = (jt0, j

t
∞) for

jtε = jε(
s− ct
tρ

), 0 < c ≤ 1, 0 < ρ < 1, ε = 0,∞.(7.1)

7.2 Technical estimates

Lemma 7.1 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 0 and let ρ > δ > (1+ε0)−1, µ > δ/2.
Then for χ1, χ2 ∈ C∞0 (IR):(

χ1(Lext)Γ̌k(jt)− Γ̌k(jt)χ1(L)
)
F (
N e
t

tδ
)χ2(L) ∈ o(1).

Proof. considering j̃ = (j0, αj∞) and noting that Γ̌k(jt) = α−kΓ̌k(j̃t), we may assume that
j0 + j∞ ≤ 1 and hence j2

0 + j2
∞ ≤ 1. Since Γ̌k(jt) = 1l{k}(N e

∞)Γ̌(jt) and N e
∞ commutes with

Lext, it suffices to prove the lemma for Γ̌(jt). We write(
χ1(Lext)Γ̌(jt)− Γ̌(jt)χ1(L)

)
F (N

e
t

tδ
)χ2(L)

= i
2π

∫ ∂χ̃1

∂z (z)(z − Lext)−1(LextΓ̌(jt)− Γ̌(jt)L)(z − L)−1F (N
e
t

tδ
)χ2(L)dz ∧ dz.
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On D(L) we have:
L = K ⊗ 1lΓ(he) + 1lK ⊗ dΓ(|σ|) + φ(ve),

and on D(Lext)

Lext = K ⊗ 1lΓ(he) ⊗ 1lΓ(he) + 1lK ⊗ dΓ(|σ|)⊗ 1lΓ(he) + φ(ve)⊗ 1lΓ(he) + 1lK ⊗ 1lΓ(he) ⊗ dΓ(|σ|).

By [DG2, Lemma 2.14]:

φ(ve)⊗ 1lΓ(he)Γ̌(jt)− Γ̌(jt)φ(ve)

= 1√
2

(
(a∗((1− jt0)ve)⊗ 1lΓ(he) − 1lΓ(he)⊗̂a∗(jt∞ve))Γ̌(jt)− Γ̌(jt)a((1− jt0)ve)

)
,

(7.2)

where the twisted tensor product ⊗̂ is defined as follows: let T : K ⊗ Γ(he) ⊗ Γ(he) → Γ(he) ⊗
K ⊗ Γ(he) be the unitary operator defined by

Tψ ⊗ u1 ⊗ u2 = u1 ⊗ ψ ⊗ u2.

Then if B is an operator on K ⊗ Γ(he), we set

1lΓ(he)⊗̂B := T−11lΓ(he) ⊗BT.

By [DG2, Lemma 2.16]:
Lext

0 Γ̌(jt)− Γ̌(jt)L0 = dΓ̌(jt, kt),

for kt = (kt0, k
t
∞), ktε = [|σ|, jtε]. By Lemma 5.2, ktε ∈ O(t−ρ) and by [DG2, Lemma 2.16] we have:

(Lext
0 Γ̌(jt)− Γ̌(jt)L0) ∈ O(N e)t−ρ.(7.3)

Using then (7.2), Prop. A.1 and hypothesis (I’2), we have:

‖(Lext + i)−1(φ(ve)⊗ 1lΓ(he)Γ̌(jt)− Γ̌(jt)φ(ve))(N + 1)−
1
2 ‖

≤ C‖(1− jt0)(K + 1)−
1
2 ve‖+ C‖jt∞(K + 1)−

1
2 ve‖

≤ Ct−µ.

(7.4)

Now using (5.8) and Lemma 4.6 we obtain

(z − Lext)−1(LextΓ̌(jt)− Γ̌(jt)L)(z − L)−1F (N
e
t

tδ
)χ2(L)

≤ C(tδ−ρ + t−µ+δ/2)|Imz|−4, z ∈ supp χ̃1.

This implies the lemma. 2

Lemma 7.2 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 0 and ρ > δ > (1 + ε0)−1, µ > δ/2.
Then for χ1, χ2 ∈ C∞0 (IR):

Γ̌k(jt)F (
N e
t

tδ
)χ1(L)χ2(L)− χ1(Lext)Γ̌k(jt)F (

N e
t

tδ
)χ2(L) ∈ o(1).
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Proof. we combine Lemma 7.1 and Lemma 4.4. 2

In the following lemma we use the operators Rk(f, g) introduced in (6.9).

Lemma 7.3 Assume j0 + αj∞ ≤ 1. Let rtε = d0j
t
ε, ε = 0,∞. Then for u ∈ He, v ∈ He

ext:

|(v, Ď0Γ̌k(jt)u)| ≤
(
(u,Rk(jt, |rt0|)u) + (u,Rk−1(jt, |rt∞|)u)

) 1
2

×
(
α−k(v,R0(jt, |rt0|)⊗ 1lΓ(he)v) + (v, 1lK⊗Γ(he) ⊗Rk−1(jt, |rt∞|)v)

) 1
2 .

Proof. To lighten notation we will suppress the exponent t in jtε, r
t
ε. On the n−particle sector,

we have (see Subsect. 2.2):

Γ̌k(j) = Ik

(
k
n

) 1
2

j0 ⊗ · · · ⊗ j0︸ ︷︷ ︸
n−k

⊗ j∞ ⊗ · · · ⊗ j∞︸ ︷︷ ︸
k

,

so

Ď0Γ̌k(j) = Ik

(
k
n

) 1
2 ∑n−k

i=1 j0 ⊗ · · · ⊗ r0
`

i

⊗ · · · ⊗ j0 ⊗ j∞ ⊗ · · · ⊗ j∞

+Ik

(
k
n

) 1
2 ∑n

i=n−k+1 j0 ⊗ · · · ⊗ j0 ⊗ j∞ ⊗ · · · ⊗ r∞̀
i

⊗ · · · ⊗ j∞.

Let

R =

(
k
n

)
n∑
i=1

(u, j0 ⊗ · · · ⊗ r̀
i

⊗ · · · ⊗ j∞u), u ∈ ⊗ns he,

where ri = r0 if i ≤ n− k, ri = r∞ if i > n− k. We claim that

R = (u,dPk(j, r)u).(7.5)

In fact
R =

d
dx
I(x)∣∣∣x=0

,

for

I(x) =

(
k
n

)
(u, j0(x)⊗ · · · j0(x)︸ ︷︷ ︸

n−k

⊗ j∞(x)⊗ · · · ⊗ j∞(x)︸ ︷︷ ︸
k

u),

and jε(x) = jε + xrε. Since u ∈ ⊗ns he this equals Pk(j(x)) (this identity does not hold if u is not
symmetric w.r.t. permutations). Hence (7.5) follows from [DG2, Lemma 2.11].

We now write
Ikj0 ⊗ · · · r̀

i

⊗ · · · j∞ as AiBiAi,

for
Ai = j

1
2
0 ⊗ · · · |r|

1
2

`

i

⊗ · · · j
1
2∞,

Bi = Ik1l⊗ · · · signr
`

i

⊗ · · · 1l.
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Note that ‖Bi‖ ≤ 1. We have

|(v, Ď0Γ̌k(j)u)|

=

(
k
n

) 1
2

|
∑n
i=1(v,AiBiAiu)|

≤
(
k
n

) 1
2 ∑n

i=1 ‖Aiv‖‖Aiu‖

≤ (

(
k
n

)∑n
i=1 ‖Aiu‖2

) 1
2
(∑n

i=1 ‖Aiv‖2
) 1

2 .

By the identity (7.5) we have: (
k
n

)∑n
i=1 ‖Aiu‖2

= (u,dPk(j, |r|)u)

= (u,Rk(j, |r0|)u) + (u,Rk−1(j, |r∞|)u),

where Rk(f, g) is defined in (6.9). On the other hand∑n
i=1 ‖Aiv‖2

= (v,
∑n−k
i=1 j0 ⊗ · · · ⊗ |r0|

`

i

⊗ · · · ⊗ j0 ⊗ j∞ ⊗ · · · ⊗ j∞v)

+(v,
∑n
i=n−k+1 j0 ⊗ · · · ⊗ j0 ⊗ j∞ ⊗ · · · ⊗ |r∞|

`

i

⊗ · · · ⊗ j∞v)

≤ α−k(v,R0(j, |r0|)⊗ 1l⊗khev) + (v, 1l⊗n−khe ⊗Rk−1(j, |r∞|)v),

using the fact that j∞ ≤ α−1. This proves the lemma for u ∈ K⊗
⊗n

s he and v ∈ K⊗
⊗n−k

s he⊗⊗k
s he. To prove the lemma for arbitrary u ∈ He, v ∈ Hext we set

Πn = 1l{n}(N
e), Πext

n = 1l{n}(N
e
ext),

and note that
Ď0Γ̌k(j)Πn = Πext

n ĎΓ̌k(j).

The estimate for arbitrary u, v follows from the estimate for Πnu,Πext
n v and the Cauchy-Schwarz

inequality. 2

7.3 Number of asymptotically free particles

In this subsection we extend the results in Sect. 5 to He
ext. We set

Bext
c t = Bc t ⊗ 1lΓ(he) + 1lHe ⊗Bc t, acting on He

ext,

where Bc t is defined in Sect. 5. By exactly the same arguments as in Sect. 5, we obtain
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Proposition 7.4 Assume (I’0), (I’2) for µ > 1. Assume that 0 < c < 1 or that c = 1 and
α1 < 0. Then for χ ∈ C∞0 (IR):∫ +∞

1
‖(dΓ(d0bt)⊗ 1lΓ(he) + 1lHe ⊗ dΓ(d0bt))

1
2 (Bext

c t + λ)−1χ(Lext)e−itHe
extu‖2dt

t
≤ C‖u‖2,

for u ∈ D(N e
ext), λ > 0.

Theorem 7.5 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (5.2) such that
ρ(1 + ε0) > 1. Then:

i) for each λ ∈ C\IR− the limit

s- lim
t→+∞

eitHe
ext(Bext

c t + λ)−1e−itHe
ext =: R+

c ext(λ) exists.

ii) [R+
c ext(λ), Lext] = [R+

c ext(λ), He
ext] = 0.

iii) the limit
s- lim
ε→0

ε−1R+
c ext(ε

−1) =: P̂+
c ext exists

and is an orthogonal projection.
iv)

[He
ext, P̂

+
c ext] = [Lext, P̂

+
c ext] = 0,

u = P̂+
c extu⇔ s- limε→0 s- limt→+∞ eitHe

ext(Bext
c t + λ)−1e−itHe

extu = u.

Theorem 7.6 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (5.2) such that
ρ(1 + ε0) > 1. Let for 0 < c < 1:

P+
c ext := inf

c<c′
P̂+

c′ext, H
e+
c ext := RanP+

c ext.

Then:
i) P+

c ext is an orthogonal projection independent on the choice of the function f in (5.2).

ii) [He
ext, P

+
c ext] = [Lext, P

+
c ext] = 0.

iii) He+
c ext = He+

c ⊗ Γ(he).

Proof. parts i) and ii) can be shown exactly as in Thm. 5.6. To prove iii) we have to show
that for 0 < c ≤ 1

P̂+
c ext = P̂ e+

c ⊗ 1lΓ(he),

which means
s- lim
ε→0

ε−1R+
c ext(ε

−1) = s- lim
ε→0

ε−1Re+
c (ε−1)⊗ 1lΓ(he).(7.6)

We note that

‖
(
(εBext

c t + 1l)−1 − (εBc t + 1l)−1 ⊗ 1lΓ(he)

)
1lHe ⊗ (N e + 1)−1‖ ≤ Cε.

Since 1l⊗N e commutes with He
ext, we obtain

‖
(
ε−1Re+

c ext(ε
−1)− ε−1Re+

c (ε−1)⊗ 1lΓ(he)

)
1lHe ⊗ (N e + 1)−1‖ ≤ Cε.

This proves (7.6) by a density argument. 2
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7.4 Geometric inverse wave operators

Theorem 7.7 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (5.2) such that
ρ(1 + ε0) > 1. Fix 0 < c < 1 and c < c′ < 1. Let jt = (jt0, j

t
∞) be constructed as in (7.1) with

the constant c′. Then:
i) the limit

W+
k (j) := s- lim

t→+∞
eitHe

extΓ̌k(jt)e−itHe
exists on He+

c ;

ii) for χ ∈ C∞0 (IR)
χ(Lext)W+

k (j) = W+
k (j)χ(L);

iii) for χ ∈ C∞0 (IR)
χ(He

ext)W
+
k (j) = W+

k (j)χ(He);

iv) let f0 as in (6.1) with f0j0 = j0. Then

W+
k (j) = Γe+

c′ (f0)⊗ 1lΓ(he)W
+
k (j);

v) for all c′′ > c, λ > 0 we have:

R+
c′′ext(λ)W+

k (j) = W+
k (j)Re+

c′′ (λ);

vi) W+
k (j)He+

c ⊂ He+
c ext;

vii) the limit
s- lim
t→+∞

eitHe
Γ̌k(jt)∗e−itHe

ext exists on He+
c ext

and equals W+
k (j)∗.

Proof. Let us first prove i). Note first that since j2
0 + α2j2

∞ ≤ 1 we have ‖Γ̌k(jt)‖ ≤ α−k and
hence Γ̌k(jt) is uniformly bounded in t.

By the definition of He+
c it suffices to show the existence of the limit on RanP̂ e+

c′ . Changing
notation we may replace c′ by c. By Thm. 5.5 we may restrict ourselves to vectors u ∈ RanP̂+

c

such that u = χ(L)u, χ ∈ C∞0 (IR). Arguing as in the proof of Thm. 6.4, it suffices to show the
existence of

lim
t→+∞

eitHe
extΓ̌k(jt)e−itHe

Re+
c (λ)u,

for λ > 0. We pick now δ > 0 such that ρ > δ, µ > δ/2 and δ(1 + ε0) > 1, and consider the
observable N e

t constructed in Subsect. 4.2. If F ∈ C∞0 (IR), F ≡ 1 near 0 we have by Prop. 4.5:

e−itHe
Re+

c (λ)u = e−itHe
χ2(L)Re+

c (λ)u = F (
N e
t

tδ
)χ2(L)e−itHe

R+
c (λ)u+ o(1).

Using again Lemmas 7.2, 4.4 and Prop. 4.5 we have:

eitHe
extΓ̌k(jt)e−itHe

Re+
c (λ)u

= eitHe
extχ(Lext)Γ̌k(jt)F (N

e
t

tδ
)χ(L)e−itHe

Re+
c (λ)u+ o(1)

= eitHe
extχ(Lext)Γ̌k(jt)e−itHe

Re+
c (λ)u+ o(1)

= eitHe
extχ(Lext)Γ̌k(jt)(Bc t + λ)−1χ(L)e−itHe

u+ o(1),

(7.7)
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where in the last step we used the definition of Re+
c (λ).

For u1 ∈ D(L) ∩ D(N e), u2 ∈ D(Lext) ∩ D(N e
ext) the function

IR+ 3 t 7→ (e−itHe
extu2, χ(Lext)Γ̌k(jt)(Bc t + λ)−1χ(L)e−itHe

u1)

is C1 with derivative:

(e−itHe
extχ(Lext)u2, ĎΓ̌k(jt)(Bc t + λ)−1χ(L)e−itHe

u1)

+ (e−itHe
extχ(Lext)u2, Γ̌k(jt)D(Bc t + λ)−1χ(L)e−itHe

u1)

=: I1(t) + I2(t).

Let us first estimate I2(t). As in Prop. 5.1 we have:

D(Bc t + λ)−1χ(L) = −(Bc t + λ)−1dΓ(ct)(Bc t + λ)−1χ(L) +O(t−µ).

From the expression of Γ̌k(jt) in Subsect. 2.2 and the fact that jt commutes with bt and ct we
see that

Γ̌k(jt)(Bc t + λ)−1dΓ(ct)(Bc t + λ)−1

= (Bext
c t + λ)−1(dΓ(ct)⊗ 1l + 1l⊗ dΓ(ct))

1
2 Γ̌k(jt)dΓ(ct)

1
2 (Bc t + λ)−1.

Hence

|I2(t)| ≤ ‖Γ̌k(jt)‖‖(dΓ(ct)⊗ 1l + 1l⊗ dΓ(ct))
1
2 (Bext

c t + λ)−1χ(Lext)e−itHe
extu2‖

×‖dΓ(ct)
1
2 (Bc t + λ)−1e−itHe

u1‖

+Ct−µ‖u1‖‖u2‖.

(7.8)

Let us now estimate I1(t). We have:

ĎΓ̌k(jt)

= Ď0Γ̌k(jt) + iφ(ve)⊗ 1lΓ̌k(jt)− iΓ̌k(jt)φ(ve)

=: Ď0Γ̌k(jt) + C1(t).

We use the identity (7.2) and the fact that

Γ̌k(jt)(Bc t + λ)−1 = (Bext
c t + λ)−1Γ̌k(jt),

to obtain

‖χ(Lext)C1(t)(Bc t + λ)−1χ(L)‖ ≤ C‖a∗((1− jt0)ve(K + 1)−
1
2 )⊗ 1l(Bext

c t + λ)−1‖

+‖a∗(jt∞ve(K + 1)−
1
2 )⊗ 1l(Bext

c t + λ)−1‖

+C‖a((1− jt0)ve(K + 1)−
1
2 )(Bc t + λ)−1‖.
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Since by (6.1) and (5.1) bc t ≡ 1 on supp (1− jt0) and on supp jt∞, we obtain by Prop. A.1 that

‖χ(Lext)C1(t)(Bc t + λ)−1χ(L)‖

≤ C(‖(1− jt0)ve(K + 1)−
1
2 ‖+ ‖jt∞ve(K + 1)−

1
2 ‖)

≤ Ct−µ,

(7.9)

by (I’2). Next we apply Lemma 7.3 and the fact that

Ď0Γ̌k(jt)(Bc t + λ)−1 = (Bext
c t + λ)−

1
2 Ď0Γ̌k(jt)(Bc t + λ)−

1
2

to obtain

|(u2, χ(Lext)Ď0Γ̌k(jt)(Bc t + λ)−1χ(L)u1)|

≤
(
(χ(L)u1, Rk(jt, |rt0|)(Bc t + λ)−1χ(L)u1) + (χ(L)u1, Rk−1(jt, |rt∞|)(Bc t + λ)−1χ(L)u1)

) 1
2

×
(
α−k(χ(Lext)u2, R0(jt, |rt0|)⊗ 1l(Bext

c t + λ)−1χ(Lext)u2)

+(χ(Lext)u2, 1l⊗Rk−1(jt, |rt∞|)(Bext
c t + λ)−1χ(Lext)u2)

) 1
2 ,

(7.10)
for rtε = d0j

t
ε.

We note that by exactly the same proof, estimates similar to those of Prop. 6.3 with
Rk(f t, |gtε|) replaced by either Rk(f t, |gtε|) ⊗ 1l or 1l ⊗ Rk(f t, |gtε|), Bc t by Bext

c t and L by Lext

hold for the evolution e−itHe
ext .

Combining (7.8), (7.9), (7.10) and Props. 5.1, 6.3, 7.4 we obtain the existence of the limit
in i), by Prop. A.4.

Property ii) follows from Lemma 7.2, arguing as in (7.7).
To prove iii) it suffices as in the proof of Thm. 6.4 ii) to show that

s- lim
t→+∞

eitHe
ext(Γ̌k(jt)− Γ̌k(jt−t1))e−itHe

= 0, ∀t1 ∈ IR.

By [DG2, Lemma 2.16]:

Γ̌k(jt)− Γ̌k(jt−t1) = −
∫ t1

0
dΓ̌k(jt, ∂tjt−r)dr,

and since jt0 + αjt∞ ≤ 1, we have by [DG2, Lemma 2.16]:

‖dΓ̌k(jt, ∂tjt−r)(N e + 1)−1‖ ≤ C‖∂tjt−r‖ ≤ Ct−ρ.

Next we argue as in the proof of Thm. 6.4 using that

‖(N e + 1)F (
N e
t

tδ
)χ(L)‖ ∈ O(tδ).

iv) follows from the fact that

Γ(f t0)⊗ 1lΓ̌k(jt) = Γ̌k(jt), if f0j0 = j0.
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v) follows from the fact that if Bc t is the observable defined in (5.2) for any constant 0 < c′ ≤ 1
we have:

Γ̌k(jt)(Bc t + λ)−1 = (Bext
c t + λ)−1Γ̌k(jt).

Property vi) follows from v) and Thm. 7.6. Finally the existence of the limit vii) follows from
exactly the same arguments as those used to prove i). 2

Finally we prove a result similar to Prop. 6.6.

Proposition 7.8 Assume the hypotheses of Thm. 7.7. Let j = (f0, f∞), jε = (f0, f∞,ε), where
f0, f∞, f∞,ε are defined in (6.23), (6.24). Then

W+
k (j) = w − lim

ε→0
W+
k (jε).

Proof. We apply again Prop. A.5. By density it suffices to show that for λ > 0, χ ∈ C∞0 (IR):

χ(Lext)W+
k (j)χ(L)Re+

c (λ) = w − lim
ε→0

χ(Lext)W+
k (jε)χ(L)Re+

c (λ).

To check hypothesis (A.2) of Prop. A.5 we have to consider the Heisenberg derivative of

Φε(t) = χ(Lext)Γ̌k(jtε)(Bc t + λ)−1χ(L).

The estimates (7.8), (7.9), (7.10) and the fact that

j0 + αj∞,ε ≤ 1, j∞,ε ≤ Cj∞, j′∞,ε ≤ Cj′∞, uniformly in ε

show that hypothesis (A.2) is satisfied. Similarly (A.1) holds since ‖Γ̌k(jtε)‖ ≤ α−k. Finally

w − lim
ε→0

Γ̌k(jtε) = Γ̌k(jt), ∀t ∈ IR.

Applying Prop. A.5 we obtain the proposition. 2

8 Asymptotic fields and wave operators

This section is devoted to asymptotic fields and wave operators for H and He. The case of H is
treated in Subsects. 8.1, 8.2, while the case of He is treated in Subsects. 8.4, 8.5, by arguments
similar to those used in the massive case (see [DG2]). The conversion of scattering objects from
He to H is described in Subsect. 8.6. Finally in Subsect. 8.7 it is shown that the asymptotic
Weyl operators W e+(f) preserve the spaces He+

c and define on them representations of Fock
type.

8.1 Asymptotic fields for H

In this section we show the existence of asymptotic Weyl operators and asymptotic fields for
the Nelson Hamiltonian introduced in Subsect. 1.1. Similar results can be shown under corre-
sponding hypotheses for abstract Pauli-Fierz models introduced in Subsect. 3.1 (see the remark
at the beginning of Subsect. 8.4).
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We recall that the one-particle space is h = L2(IR3,dk). We set

ht := e−it|k|h, h ∈ h,

and
h0 := {h ∈ h||k|−

1
2h ∈ h}

equipped with the graph topology. In this section, we assume condition (I4) introduced in
Subsect. 1.4. Introducing the operator v ∈ B(K,K⊗h) defined in (1.3) we see that if (H0) holds
for α > 0, then (I4) implies:

∀ε > 0, ∃C such that

‖F (|x| ≥ R)F (ε ≤ |k| ≤ ε−1)(K + 1)−
1
2 v‖B(K,K⊗h) ≤ CR− inf(α,µ1),

‖F (|x| ≥ R)F (ε ≤ |k| ≤ ε−1)v(K + 1)−
1
2 ‖B(K,K⊗h) ≤ CR− inf(α,µ1).

(8.1)

In fact this follows from the fact that ∂k(e−ik.xvj(k)) = e−ik.x(∂k − ix)vj(k), if we use (1.1) to
control the powers of x appearing when differentiating e−ik.xvj(k).

Theorem 8.1 Assume (H0) for α > 1, (I0), (I4) for µ1 > 1. Then
i) for h ∈ h0 the asymptotic Weyl operator

W+(h) := s- lim
t→+∞

eitHW (ht)e−itH exists.(8.2)

ii) the map
h0 3 h 7→W+(h) ∈ U(H)

is strongly continuous for the topology of h0.
iii) W+(h)W+(g) = e−iIm(h,g)W+(f + g).
iv) eitHW+(h)e−itH = W+(h−t).

Proof. We have
W (ht) = e−itH0W (h)eitH0 ,(8.3)

which implies that as a quadratic form on D(H0) one has:

∂tW (ht) = [−H0, iW (ht)].

Since on D(H0) H = H0 + φ(v), we have as quadratic forms on D(H) = D(H0):

∂teitHW (ht)e−itH = eitH [φ(v), iW (ht)]e−itH

= ieitHW (ht)Im(ht, v)e−itH .

Integrating this relation we obtain, first as a quadratic form identity on D(H), and then by a
simple argument as an operator identity on H:

eitHW (ht)e−itH(H + i)−1 −W (h)(H + i)−1 = i
∫ t

0
eisHW (ht)Im(hs, v)(H + i)−1e−isHuds.
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For h ∈ C∞0 (IR3\{0}), we obtain by stationary phase arguments and (8.1):

‖Im(ht, v)(H + i)−1‖ ≤ C‖(ht, v(K + 1)−
1
2 )‖+ C‖(ht, (K + 1)−

1
2 v)‖ ≤ Ct−µ1 .

The existence of the limit (8.2) follows for h ∈ C∞0 (IR3\{0}).
Next we use the identity:

W (h1)−W (h2) = W (h1)(1l− e−
i
2

Im(h1,h2)) + e−
i
2

Im(h1,h2)W (h1)(1l−W (h1 − h2)).

Using that

|1l− e−
i
2

Im(h1,h2)| ≤ C|Im(h1, h2)| ≤ C‖h1 − h2‖
√
‖h1‖2 + ‖h2‖2,

‖(1l−W (h1 − h2))u‖ ≤ ‖φ(h1 − h2)u‖,

we obtain that for ‖h1‖, ‖h2‖ ≤ R,

‖(W (h1)−W (h2))(H + i)−1‖ ≤ CR‖h1 − h2‖h0 .(8.4)

Since C∞0 (IR3\{0}) is dense in h0, we deduce from (8.4) the existence of the limit

s- lim
t→+∞

eitHW (ht)e−itHχ(H), for χ ∈ C∞0 (IR), h ∈ h0.

By density this proves the existence of the limit (8.2) for all h ∈ h0. Statement ii) follows directly
from (8.4). Statements iii) and iv) are immediate. 2

Theorem 8.2 Assume (H0) for α > 1, (I0), (I4) for µ1 > 1. Then:
i) there exists for h ∈ h0 a selfadjoint operator φ+(h) called the asymptotic field such that

W+(sh) = eisφ+(h), s ∈ IR.
ii) For h ∈ h0, D(H + b)

1
2 ⊂ D(φ+(h)) and:

φ+(h)(H + b)−
1
2 = s- limt→+∞ eitHφ(ht)(H + b)−

1
2 e−itH ,

‖φ+(h)(H + b)−
1
2 ‖ ≤ C‖(1 + |k|−

1
2 )h‖.

For hi ∈ h0 ∩ D(|k|
1
2 ), 1 ≤ i ≤ n, n ≥ 2, D((H + b)n/2) ⊂ D(Πn

1φ
+(hi)) and

Πn
i=1φ

+(hi)(H + b)−n/2 = s- limt→+∞ eitHΠn
i=1φ(hi,t)(H + b)−n/2e−itH

‖Πn
1φ

+(hi)(H + b)−n/2‖ ≤ CnΠn
1‖(1 + |k|

1
2 + |k|−

1
2 )hi‖.

iii) The operators φ+(h) satisfy in the sense of quadratic forms on D(φ+(h1)) ∩ D(φ+(h2)) the
canonical commutation relations

[φ+(h2), φ+(h1)] = iIm(h2|h1).
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Note that the estimates on the domain of Πn
i=1φ

+(hi) described in ii) are better for n = 1 than
for arbitrary n ≥ 2.

Proof. i) and iii) follow by general arguments from the fact that h0 3 h 7→ W+(h) is a
regular CCR representation (see eg [DG3, Sect. 2.2]).

We will prove ii) for arbitrary n and explain then the modifications for the case n = 1. We
first prove the existence of the norm limit

lim
t→+∞

eitHΠn
1φ(hi,t)(H + b)−n/2e−itH =: R+(h1, . . . , hn),(8.5)

for hi ∈ h0 ∩ D(|k|
1
2 ). We deduce from the identity (8.3) that the Heisenberg derivative of∏n

1 φ(hi,t)(H + b)−n/2 defined as a quadratic form on D(H) equals

[φ(v), iΠn
1φ(hi,t)](H + b)−n/2.

Since [φ(v), iφ(hi,t)] = Im(hi,t, v) is bounded and using Lemma 3.10, (8.1) and stationary phase
arguments as in the proof of Thm. 8.1 we obtain the existence of the limit (8.5) for hi ∈
C∞0 (IR3\{0}). A density argument and the norm continuity of

(h1, . . . , hn) ∈ (h0 ∩ D(|k|
1
2 ))n 7→ Πn

1φ(hi)(H + b)−n/2

shown in Lemma 3.10 proves the existence of the limit (8.5) for arbitrary hi ∈ h0 ∩ D(|k|
1
2 ). It

follows then again from Lemma 3.10 that

‖R+(h1, . . . , hn)‖ ≤ CnΠn
1‖(1 + |k|

1
2 + |k|−

1
2 )hi‖.(8.6)

Let us now complete the proof of ii) by induction on n. The proof of ii) for n = 1 needed to
start the induction argument will be given later. Let hi ∈ h0 ∩ D(|k|

1
2 ), 1 ≤ i ≤ n. We have to

show that
D((H + b)n/2) ⊂ D(Πn

1φ
+(hi)),(8.7)

and then that
Πn

1φ
+(hi)(H + b)−n/2 = R+(h1, . . . , hn).(8.8)

To prove (8.7) we have to show that for u ∈ H:

sup
s∈IR
‖s−1(W+(sh1)− 1l)Πn

2φ
+(hi)(H + b)−n/2u‖ <∞.

By the induction assumption, D(H + b)n/2 ⊂ Πn
2φ

+(hi) and

Πn
2φ

+(hi)(H + b)−n/2u = lim
t→+∞

eitHΠn
2φ(hi,t)(H + b)−n/2e−itHu.(8.9)

Using (8.9) and the fact that eitHW (h1,t)e−itH is uniformly bounded in t, we get:

s−1(W+(sh1)− 1l)Πn
2φ

+(hi)(H + b)−n/2u

= limt→+∞ s
−1eitH(W (sh1,t)− 1l)Πn

2φ(hi,t)(H + b)−n/2e−itHu.
(8.10)
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Hence
‖s−1(W+(sh1)− 1l)Πn

2φ
+(hi)(H + b)−n/2u‖

≤ supt∈IR ‖s−1(W (sh1,t)− 1l)Πn
2φ(hi,t)(H + b)−n/2e−itHu‖

≤ supt∈IR ‖φ(h1,t)Πn
2φ(hi,t)(H + b)−n/2‖‖u‖

≤ CΠn
1‖(1 + |k|

1
2 + |k|−

1
2 )hi‖‖u‖,

by Lemma 3.10. This proves (8.7). To prove (8.8), it suffices to show that for v ∈ D, D a dense
subspace of H:

lim
s→0

(is)−1(v, (W+(sh1)− 1l)Πn
2φ

+(hi)(H + b)−n/2u) = (v,R+(h1, . . . , hn)u).

By (8.10) we have:

(is)−1(v, (W+(sh1)− 1l)Πn
2φ

+(hi)(H + b)−n/2u)

= limt→+∞(is)−1(eitH(W (sh1,t)− 1l)e−itHv, eitHΠn
2φ(hi,t)(H + b)−n/2u).

Since |s−1(eisλ − 1)− iλ| ≤ C0|s||λ|2, we have using Lemma 3.10:

‖
(
(is)−1(W (sh1,t)− 1l)− φ(h1,t)

)
(H + b)−1‖ ≤ C|s|, uniformly in t.

Hence for v ∈ D(H), we have:

lims→0(is)−1(v, (W+(sh1)− 1l)Πn
2φ

+(hi)(H + b)−n/2u)

= lims→0 limt→+∞(is)−1(eitH(W (sh1,t)− 1l)e−itHv, eitHΠn
2φ(hi,t)(H + b)−n/2u)

= limt→+∞(e−itHφ(h1,t)e−itHv, eitHΠn
2φ(hi,t)(H + b)−n/2u)

= limt→+∞(v, eitHΠn
1φ(hi,t)(H + b)−n/2u)

= (v,R+(h1, . . . , hn)u),

as claimed. The fact that

‖Πn
1φ

+(hi)(H + b)−n/2‖ ≤ CnΠn
1‖(1 + |k|

1
2 + |k|−

1
2 )hi‖

follows then from (8.6).
Let us now prove ii) in the case n = 1. The existence of the limit (8.5) for n = 1 and h1 ∈ h0

follows from the same arguments, using Prop. A.1 instead of Lemma 3.10. The proof of the fact
that R+(h1)(H + b)−

1
2 = φ+(h1)(H + b)−

1
2 is also similar to the general case, using Prop. A.1

instead of Lemma 3.10. 2

The following theorem follows directly from Thm. 8.2 and from general properties of regular
CCR representations (see eg [DG3, Sect. 3.3]).

Theorem 8.3 Assume (H0) for α > 1, (I0), (I4) for µ1 > 1. Then
i) For any h ∈ h0, the asymptotic creation and annihilation operators defined on

D(a+](h)) := D(φ+(h)) ∩ D(φ+(ih))
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by
a+∗(h) := 1√

2
(φ+(h)− iφ+(ih)) ,

a+(h) := 1√
2

(φ+(h) + iφ+(ih)) ,

are closed.
ii) The operators a+] satisfy, in the sense of forms on D(a+](h1)) ∩ D(a+](h2)), the canonical
commutation relations

[a+(h1), a+∗(h2)] = (h1|h2)1l,

[a+(h2), a+(h1)] = [a+∗(h2), a+∗(h1)] = 0.

iii)
eitHa+](h)e−itH = a+](h−t).(8.11)

iv) For h ∈ h0, D(H + b)
1
2 ⊂ D(a+](h)) and:

a+](h)(H + b)−
1
2 = s- limt→+∞ eitHa](ht)(H + b)−

1
2 e−itH ,

‖a+](h)(H + b)−
1
2 ‖ ≤ C‖(1 + |k|−

1
2 )h‖.

For hi ∈ h0 ∩ D(|k|
1
2 ), 1 ≤ i ≤ n, n ≥ 2, D((H + b)n/2) ⊂ D(Πn

1a
+](hi)) and

Πp
1a

+](hi)(H + b)−
n
2 = s- limt→∞ eitHΠp

1a
](hi,t)(H + b)−

n
2 e−itH ,

‖Πn
1a

+](hi)(H + b)−n/2‖ ≤ CnΠn
1‖(1 + |k|

1
2 + |k|−

1
2 )hi‖.

8.2 Asymptotic vacuum spaces and wave operators for H

In this subsection, we recall the construction of the asymptotic vacuum spaces and of the wave
operators, see eg [HK1], [DG2, Sect. 5.3], [DG3, Sect. 10.2]. We define the asymptotic vacuum
space

K+ := {u ∈ H |a+(h)u = 0, h ∈ h0}.

The asymptotic space is defined as

H+
ext := K+ ⊗ Γ(h).

Proposition 8.4 i) K+ is a closed H−invariant space.
ii) K+ is included in the domain of Πp

1a
+](hi), for hi ∈ h0.

iii)Hpp(H) ⊂ K+.
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Proof. i) and ii) follow by the general properties of CCR representations (see eg [DG3, Sect.
4]). The fact that K+ is H−invariant follows from (8.11). To prove iii) we verify that for
u ∈ D(H), Hu = λu, h ∈ h0, a(ht)e−itHu = e−itλa(ht)u ∈ o(1). 2

The asymptotic Hamiltonian is defined by

H+ := K+ ⊗ 1l + 1l⊗ dΓ(|k|), acting on H+
ext

for
K+ := H

∣∣∣
K+
.

We also define the wave operator

Ω+ : K+ ⊗ Γfin(h0)→ H,

Ω+ψ ⊗ a∗(h1) · · · a∗(hp)Ω := a+∗(h1) · · · a+∗(hp)ψ, h1, . . . , hp ∈ h0, ψ ∈ K+.
(8.12)

It follows from general properties of CCR representations that Ω+ is isometric (see eg [DG3,
Prop. 4.2]). Hence we can uniquely extend Ω+ as an isometric map

Ω+ : H+
ext → H

such that
a+](h)Ω+ = Ω+1l⊗ a](h), h ∈ h0,

HΩ+ = Ω+H+.

We set
H+ := RanΩ+.

Finally we give another description of H+ using the notion of asymptotic number operator (see
eg [DG3, Sect. 4.2]) which we now recall. We first recall some facts about quadratic forms. We
will assume that a positive quadratic form is defined on the whole space H and takes values in
[0,∞]. The domain of a positive quadratic form b is then defined as

D(b) := {u ∈ H| b(u) <∞}.
The sum of closed forms is a closed form, and the supremum of a family of closed forms is a
closed form.

For each finite dimensional space f ⊂ h0, one defines

n+
f (u) :=

dimf∑
i=1

‖a+(hi)u‖2,

where {hi} is an orthonormal basis of f. (If u 6∈ D(a+(hi)) for some i, then n+
f (u) = ∞). The

quadratic form nf does not depend on the choice of the basis {hi} of f. The quadratic form n+

is defined by
n+(u) := supf n

+
f (u), u ∈ H.

We can associate to n+ a selfadjoint operator (with an a priori non dense domain) denoted by
N+ called the asymptotic number operator.

Then as shown in [DG3, Sect. 4.2]:

H+ = RanΩ+ = D(N+).

One can associate a number operator Nπ to any regular CCR representation h 3 h 7→ Wπ(h) ∈
U(H) on a Hilbert space H (see eg [DG3, Sect. 4.2]). The regular CCR representation is of Fock
type if Nπ has a dense domain.
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8.3 Extended wave operators for H

Let us first define extended objects similar to those introduced in Sect. 6 for He. We set:

Hext := H⊗ Γ(h), Hext := H ⊗ 1l + 1l⊗ dΓ(|k|), acting on Hext.

Note that H+
ext ⊂ Hext. By Thm. 8.3 we can define the extended wave operator Ω+

ext as follows:

Ω+
ext : ψ ⊗Πn

1a
∗(hi)Ω 7→ Πn

1a
∗+(hi)ψ,

for ψ ∈ D((H + b)n/2), hi ∈ D(|k|−
1
2 + |k|

1
2 ), 1 ≤ i ≤ n. The extended wave operator is then an

unbounded operator from Hext into H with domain

D(Ω+
ext) =

∞⊕
n=0

D((H + b)n/2)⊗
n⊗
s

D(|k|−
1
2 + |k|

1
2 ).

By (8.11) we have Ω+
exte
−itHext = e−itHΩ+

ext, and

Ω+
ext|H+

ext

= Ω+.

By Thm. 8.3, we can rewrite as in [DG2, Sect. 5.6]:

Ω+
extψ ⊗ u = lim

t→+∞
eitHIe−itHextψ ⊗ u,

for ψ ∈ D((H + b)n/2), u ∈ ⊗nsD(|k|−
1
2 + |k|

1
2 ), and I the scattering identification operator

defined in Subsect. 2.2.
In particular if ψ ∈ K+, u ∈ ⊗nsD(|k|−

1
2 + |k|

1
2 ) then

Ω+ψ ⊗ u = lim
t→+∞

eitHIe−itHextψ ⊗ u.

8.4 Asymptotic fields for He

We now collect results similar to those of Subsect. 8.1 for the expanded Hamiltonian He defined
in Subsect. 3.3. If we restrict ourselves to expanded Hamiltonians He obtained from a massless
Nelson Hamiltonian H, then all these results are obtained from the results in Subsect. 8.1 in
the following way:

first the results for H, H immediately give corresponding results for H̃e, H̃e, since H̃e acts
as the free Hamiltonian −dΓ(|k|) on the second component of H̃e. Then we use functorial
properties of the unitary map W defined in (3.3) to obtain results for He, He.

Remark
All the results in this section are also valid for general massless Pauli-Fierz Hamiltonians,

In this case it is more convenient to follow the inverse path, i.e., to start with the expanded
Hamiltonian He and then to go back to H. In this case we can for example assume that

(I ′4) ve(σ)(K + 1)−
1
2 , (K + 1)−

1
2 ve(σ) ∈ Hµ1

loc(IR\{0},B(K,K ⊗ g)), µ1 > 0.

Note that (I’4) implies:

∀ε > 0, ∃C such that

‖F (|s| ≥ R)F (ε ≤ |σ| ≤ ε−1)(K + 1)−
1
2 v‖B(K,K⊗he) ≤ CRµ1 ,

‖F (|s| ≥ R)F (ε ≤ |σ| ≤ ε−1)v(K + 1)−
1
2 ‖B(K,K⊗he) ≤ CR−µ1 .

(8.13)
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The proofs of Subsects. 8.1, 8.2, 8.3 extend under conditions (I’0), (I’4) for µ1 > 1, if we replace
where appropriate cutoffs in H by cutoffs in L. In this way we extend the results of Subsects.
8.4, 8.5 to the case of general expanded Hamiltonians. Using then functorial properties ofW we
can extend the results of Subsects. 8.1, 8.2, 8.3 to abstract massless Pauli-Fierz Hamiltonians
satisfying (I’0) and (I’4) for µ1 > 1. The details are left to the interested reader.

We set
ht := e−itσh, h ∈ he,

and
he

0 := {h ∈ he||σ|−
1
2h ∈ he}.

equipped with the graph topology. For h ∈ he, we set

h± = 1l{±σ≥0}h

and note that h+ ∈ h0 if h ∈ he
0.

By the arguments outlined above, we obtain directly the following results:

Theorem 8.5 Assume (I’0) and (I’4) for µ1 > 1. Then:
i) for h ∈ he

0 the asymptotic Weyl operators

s- lim
t→+∞

eitHe
W (ht)e−itHe

=: W e+(h) exists.

ii) the map
he

0 3 h 7→W e+(h) ∈ U(He)

is strongly continuous for the topology of he
0.

iii) W e+(h)W e+(g) = e−iIm(h,g)W e+(f + g).
iv) eitHe

W e+(h)e−itHe
= W e+(h−t).

Let φe+(h), a]e+(h) be the asymptotic fields and creation -annihilation operators obtained
from W e+(h). Then

W e+(h) =W(W+(h+)⊗W (h−))W−1,

φe+(h) =W(φ+(h+)⊗ 1l + 1l⊗ φ(h−))W−1,

a]e+(h) =W(a]+(h+)⊗ 1l + 1l⊗ a](h−))W−1.

Let us note the following consequence of Thm. 8.5

eitLW e+(h)e−itL = W e+(eit|σ|h), h ∈ he
0.(8.14)

In fact this follows from Thm. 8.1 iv) and the fact that W−1LW = H ⊗ 1lΓ(h) + 1lH ⊗ dΓ(|k|)).
Another result which follow from the proof of Thm. 8.2, using Lemma 3.11 instead of Lemma

3.10 is:
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Theorem 8.6 For h ∈ he
0, D(L+ b)

1
2 ⊂ D(φe+(h)) and:

φe+(h)(L+ b)−
1
2 = s- limt→+∞ eitHe

φ(ht)(L+ b)−
1
2 e−itHe

,

‖φe+(h)(L+ b)−
1
2 ‖ ≤ C‖(1 + |σ|−

1
2 )h‖.

For hi ∈ he
0 ∩ D(|σ|

1
2 ), 1 ≤ i ≤ n, n ≥ 2, D((L+ b)n/2) ⊂ D(Πn

1φ
e+(hi)) and

Πn
i=1φ

e+(hi)(L+ b)−n/2 = s- limt→+∞ eitHe
Πn
i=1φ(hi,t)(L+ b)−n/2e−itHe

‖Πn
1φ

e+(hi)(L+ b)−n/2‖ ≤ CnΠn
1‖(1 + |σ|

1
2 + |σ|−

1
2 )hi‖.

8.5 Asymptotic spaces and wave operators for He

As in Subsect 8.2 we define

Ke+ := {u ∈ He|ae+(h)u = 0, ∀h ∈ he
0},

which is a closed He− and L−invariant vector space. We define the wave operator

Ωe+ : Ke+ ⊗ Γfin(he
0)→ He,

Ωe+ψ ⊗ a∗(h1) · · · a∗(hp)Ω := a∗e+(h1) · · · a∗e+(hp)ψ, h1, . . . , hp ∈ he
0, ψ ∈ Ke+,

(8.15)

which uniquely extends as an isometry

Ωe+ : Ke+ ⊗ Γ(he) =: He+
ext → He

We set:
He+ := RanΩe+.

We also define the unbounded extended wave operator Ωe+
ext from He

ext into He with domain

D(Ωe+
ext) =

∞⊕
n=0

D((L+ b)n/2)⊗
n⊗
s

D(|σ|−
1
2 + |σ|

1
2 ),

by
Ωe+

extψ ⊗ u = lim
t→+∞

eitHe
Ie−itHe

extψ ⊗ u

for ψ ∈ D((L+ b)n/2), u ∈
⊗n

s D(|σ|−
1
2 + |σ|

1
2 ).

In particular if ψ ∈ Ke+, u ∈
⊗n

s D(|σ|−
1
2 + |σ|

1
2 ) then

Ωe+ψ ⊗ u = lim
t→+∞

eitHe
Ie−itHe

extψ ⊗ u.
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8.6 Conversion of scattering objects

In this subsection we describe how to relate scattering objects for H to scattering objects for
He, using the canonical embedding WIΩ introduced in Subsect. 3.4. The results below follow
easily from the definition of W and IΩ in Sect. 3 and the formulas in Thm. 8.5. We have

WIΩW
+(h)u = W e+(jh)WIΩu, h ∈ h0, u ∈ H,(8.16)

where j : h→ he is the isometry defined in (3.5).
Similarly for ψ ∈ K+, hi ∈ h0, 1 ≤ i ≤ n:

Πn
1a
∗+(hi)ψ = I∗ΩW−1Πn

1a
∗e+(jhi)WIΩψ.

Also:
u ∈ K+ ⇔WIΩu ∈ Ke+.(8.17)

This implies that
Ω+ = I∗ΩW−1 × Ωe+ ×WIΩ ⊗ Γ(j),(8.18)

where we consider WIΩ ⊗ Γ(j) as a map:

WIΩ ⊗ Γ(j) : K+ ⊗ Γ(h)→ Ke+ ⊗ Γ(he).

Finally let N e+ be the asymptotic number operator associated to the representation he
0 3 h 7→

W e+(h), which is defined as in Subsect. 8.2. Then

N e+ =W(N+ ⊗ 1lΓ(h) + 1lH ⊗N)W−1,

and hence:
D(N e+) =W(D(N+)⊗ Γ(he)).(8.19)

8.7 Properties of the spaces He+
c

In this subsection we describe properties of the spaces He+
c connected with the asymptotic fields.

Note that hypothesis (I’2) implies (I’4).

Theorem 8.7 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and ρ(1+ε0) > 1. Let 0 < c < 1.
Then

i) Ωe+
(
Hpp(He)⊗ Γ(he)

)
⊂ He+

c ⊂ He+.

ii)W e+(h) : He+
c → He+

c for h ∈ he
0.

iii) he
0 3 h 7→W e+(h) ∈ U(He+

c )

is a regular CCR representation of Fock type.

Proof. We will use the notation of Sect. 5. Let us first prove i). To prove the first inclusion it
suffices by density to show that if u ∈ D(He) with Heu = λu, u = χ(L)u for χ ∈ C∞0 (IR) and
hi ∈ he

0 ∩ D(|σ|
1
2 ) for 1 ≤ i ≤ n we have v = Πn

i=1a
∗e+(hi)u ∈ He+

c . This will follow from the
fact that

s- lim
ε→0

ε−1Re+
c′ (ε−1)v = v, for c′ > c.(8.20)
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As usual to simplify notation we denote c′ by c. By Thm. 8.6, we have:

ε−1Re+
c (ε−1)v = lim

t→+∞
eitHe

(εBc t + 1l)−1Πn
i=1a

∗(hi,t)χ(L)e−itλu,

and hence

lim
ε→0
‖v − ε−1Re+

c (ε−1)v‖ ≤ lim
ε→0

sup
t∈IR+

‖(εBc t + 1l)−1εBc tΠn
i=1a

∗(hi,t)χ(L)u‖.

Since
‖(εBc t + 1l)−1εBc t‖ ≤ 1,

‖Πn
i=1a

∗(hi,t)χ(L)‖ ≤ CnΠn
i=1‖(1 + |σ|−

1
2 + |σ|

1
2 )hi‖,

by Lemma 3.11, it suffices by density to show that

lim
ε→0

sup
t∈IR+

‖(εBc t + 1l)−1εBc tΠn
i=1a

∗(hi,t)χ(L)u‖ = 0,

for u ∈ D(N e). This follows from the fact that

‖Bc tΠn
i=1a

∗(hi,t)(N e + 1)−n/2−1‖ ≤ CnΠn
i=1‖hi‖,

‖(N e + 1)kχ(L)(N e + 1)−k‖ <∞,

by Prop. 3.8. This proves (8.20) and hence the first inclusion in i).
To prove the second inclusion, it suffices to show that He+

c ⊂ D(N e+) = He+, where N e+

is the asymptotic number operator associated to the representation he
0 3 h 7→ W e+(h). By a

density argument, it suffices to show that if u ∈ He with χ(L)u = u, χ ∈ C∞0 (IR) and λ > 0
then Re+

c (λ)u ∈ D((N e+)
1
2 ). We have for u ∈ He, χ(L)u = u and h ∈ he

0:

ae+(h)Re+
c (λ)u = ae+(h)χ(L)Re+

c (λ)u

= limt→+∞ eitHe
a(ht)χ(L)e−itHe

Re+
c (λ)u

= limt→+∞ eitHe
a(ht)χ(L)(Bc t + λ)−1e−itHe

u,

using Thm. 8.6 and the fact that a(ht)χ(L) is uniformly bounded in t, by Prop. A.1. Then

limt→+∞ eitHe
a(ht)χ(L)(Bc t + λ)−1e−itHe

u

= limt→+∞ eitHe
a(ht)χ(L)(Bc t + λ)−1F (N

e
t

tδ
)χ(L)e−itHe

u

= limt→+∞ eitHe
a(ht)(Bc t + λ)−1χ(L)F (N

e
t

tδ
)χ(L)e−itHe

u,

by Prop. 4.5 and Lemma 5.3.
Let now f ⊂ he

0 be a finite dimensional space, h1, . . . , hp an orthonormal basis of f. Let
hεi ∈ C∞0 (IR\{0})⊗ g such that hεi → hi in D(he

0) when ε→ 0. Since by Thm. 8.6

he
0 3 h 7→ ae+(h)(L+ b)−

1
2 ∈ B(He)

is norm continuous, we have:
p∑
i=1

‖ae+(hi)χ(L)u‖2 = lim
ε→0

p∑
i=1

‖ae+(hεi)χ(L)u‖2, u ∈ He.(8.21)

71



Next we observe that by stationary phase estimates, we have for h ∈ C∞0 (IR\{0})⊗ g:

(1− b
1
2
c t)ht ∈ O(t−∞).(8.22)

Let now

P εt =
p∑
i=1

|hεi,t〉〈hεi,t| = e−itσP ε0eitσ.

By (8.22) we have:

‖(1− b
1
2
c t)P

ε
t ‖ ≤ Cε,n0t

−n0 , ∀n0 ∈ IN,

and hence
P εt = b

1
2
c tP

ε
t b

1
2
c t + b

1
2
c tP

ε
t (1− b

1
2
c t) + (1− b

1
2
c t)P

ε
t

≤ b
1
2
c tP

ε
t b

1
2
c t + Cε,n0t

−n0

≤ ‖P ε0‖bc t + Cε,n0t
−n0 .

(8.23)

Hence we obtain
p∑
i=1

a∗(hεi,t)a(hεi,t) = dΓ(P εt ) ≤ ‖P ε0‖dΓ(bc t) + Cε,n0N
et−n0 , ∀n0 ∈ IN.(8.24)

We now write for u ∈ He, χ(L)u = u:∑p
i=1 ‖ae+(hεi)R

e+
c (λ)u‖2

= limt→+∞
∑p
i=1 ‖a(hεi,t)(Bc t + λ)−1χ(L)F (N

e
t

tδ
)χ(L)e−itHe

u‖2

≤ limt→+∞‖P ε0‖‖B
1
2
c t(Bc t + λ)−1χ(L)F (N

e
t

tδ
)e−itHe

u‖2

+limt→+∞Cε,n0t
−n0‖(N e)

1
2 (Bc t + λ)−1χ(L)F (N

e
t

tδ
)χ(L)e−itHe

u‖2.

We have
‖(N e)

1
2 (Bc t + λ)−1χ(L)F (N

e
t

tδ
)χ(L)‖

≤ C‖(N e)
1
2χ(L)(N + 1)−

1
2 ‖‖(N e + 1)

1
2F (N

e
t

tδ
)χ(L)‖

≤ C0t
δ/2,

by Lemma 3.5 iii) and Lemma 4.6. On the other hand:

‖B
1
2
c t(Bc t + λ)−1χ(L)F (

N e
t

tδ
)e−itHe

u‖2 ≤ λ−1‖u‖2.

This yields
p∑
i=1

‖ae+(hεi)R
e+
c (λ)u‖2 ≤ C(‖P ε0‖+ λ−1)‖u‖2,(8.25)

uniformly in ε, p. Note that since hεi → hi in he and h1, . . . , hp is an orthonormal family, we have
‖P ε0‖ → 1 when ε→ 0.
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Using (8.21) and letting ε→ 0 in (8.25), we get:

p∑
i=1

‖ae+(hi)Re+
c (λ)u‖2 ≤ C(1 + λ−1)‖u‖2,

uniformly in p. By the definition of D(N e+) recalled in Subsect. 8.2 (see also [DG3, Sect. 4.2]),
this implies that Re+

c (λ)u ∈ D((N e+)
1
2 ) for any λ > 0 and completes the proof of i).

Let us now prove ii). We have to show that for u ∈ He+
c , h ∈ he

0 and c < c′ < 1:

lim
ε→0

(1l− ε−1Re+
c′ (ε−1))W e+(h)u = 0.

Since 1l− ε−1Rc′(ε−1) is uniformly bounded in ε it suffices to show by density that for λ > 0:

lim
ε→0

(1l− ε−1Re+
c′ (ε−1))W e+(h)Re+

c′ (λ)u = 0.(8.26)

We set c′ = c to shorten notation and we have:

(1l− ε−1Re+
c (ε−1))W e+(h)Re+

c (λ)u

= limt→+∞ eitHe
(1l− (εBc t + 1l)−1)eiφ(ht)(Bc t + λ)−1e−itHe

u.

From the identity

e−iφ(h)dΓ(b)eiφ(h) = dΓ(b) + φ(ibh)− 1
2
Re(bh, h)

for h ∈ he, b ∈ B(he), we obtain:

(1l− (εBc t + 1l)−1)eiφ(ht)(Bc t + λ)−1

= ε(εBc t + 1l)−1eiφ(ht)
(
Bc t + φ(ibc tht)− 1

2Re(bc tht, ht)
)
(Bc t + λ)−1.

By Prop. A.1 this yields

‖(1l− (εBc t + 1l)−1)eiφ(ht)(Bc t + λ)−1‖

≤ C(λ)ε(‖b
1
2
c tht‖+ ‖bc tht‖+ 1).

Since ‖bc t‖ ≤ 1, ‖ht‖ = ‖h‖, we obtain (8.26).
Finally property iii) follows from i), ii) and Thm. 8.5. 2

We end this section with another similar result.

Proposition 8.8 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and ρ(1 + ε0) > 1. Let
0 < c < c′ < 1. Let f0 be a cutoff function as in (6.1). Then

RanΓe+
c′ (f0) ⊂ Ke+.
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Proof. By a density argument using the fact that Ke+ is closed, it suffices to show that if
u ∈ He+

c , χ(L)u = u for χ ∈ C∞0 (IR)

(L+ i)−1ae+(h)Γe+
c′ (f0)u = 0, ∀h ∈ he

0.(8.27)

Since by Thm. 8.6 the map

he
0 3 h 7→ a∗e+(h)(L+ i)−1 ∈ B(He)

is norm continuous, it suffices to prove (8.27) for h ∈ C∞0 (IR\{0}) ⊗ g. Let us again set c′ = c
to simplify the notation. We have by Thm. 8.6, Prop. 4.5 and the fact that (L + i)−1a(ht) is
uniformly bounded:

(L+ i)−1ae+(h)Γe+
c (f0)u

= limt→+∞ eitHe
(L+ i)−1a(ht)Γ(f t0)F (N

e
t

tδ
)χ(L)e−itHe

u

= limt→+∞ eitHe
(L+ i)−1a(f t1ht)Γ(f t0)F (N

e
t

tδ
)χ(L)e−itHe

u,

where f t1 = f1( s−ct
tρ ), f1 a cutoff function as f0 with f1f0 = f0.

By stationary phase estimates, since 0 < c < 1 ‖f t1ht‖he ∈ O(t−∞) for h ∈ C∞0 (IR\{0}) ⊗ g

and hence
‖a(f t1ht)Γ(f t0)F (N

e
t

tδ
)χ(L)‖

≤ ‖f t1ht‖‖(N e + 1)
1
2 Γ(f t0)F (N

e
t

tδ
)χ(L)‖

≤ ‖f t1ht‖‖(N e + 1)
1
2F (N

e
t

tδ
)χ(L)‖ ∈ O(t−∞),

by Lemma 4.6. Hence (8.27) holds for all h ∈ C∞0 (IR\{0})⊗ g, which completes the proof. 2

9 Geometric asymptotic completeness for He

In this section we prove the geometric asymptotic completeness for He. This property is a
geometric characterization of the space Ke+

c = Ke+ ∩ He+
c . The space Ke+

c is the space of
vacuum states in He+

c . We show in Thm. 9.5 that those states are localized in the region
{|s| ≤ c′t}, for any c < c′.

We assume in this section hypotheses (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1. We pick the
constant 0 < ρ < 1 such that ρ(1 + ε0) > 1.

9.1 Technical preparations

Lemma 9.1 Let j0, j∞, b ∈ B(he), j0, j∞ ≥ 0, j0 + αj∞ ≤ 1l for α > 0. Then for u1, u2 ∈ He:

|(u2, Pk(j0, j∞ + b)u1)− (u2, Pk(j0, j∞)u1)|

≤
∑k
r=1 α

r−k‖dΓ(|b|)r/2u2‖‖dΓ(|b|)r/2u1‖.
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Proof. We have on ⊗ns he:

Pk(j0, j∞ + b)− Pk(j0, j∞)

=
∑k
r=1

∑
1≤j1,...,jr≤n

∑
]{i|εi=∞}=k−r jε1 ⊗ · · · ⊗ b̀

j1

⊗jεj+1 ⊗ · · · ⊗ b̀
jr

⊗ · · · ⊗ jεn

=
∑k
r=1

∑
1≤j1,...,jr≤nMj1,...,jrTj1,...,jr ,

for
Mj1,...,jr =

∑
]{i|εi=∞}=k−r jε1 ⊗ · · · ⊗ 1l̀

j1

⊗jεj+1 ⊗ · · · ⊗ 1l̀
jr

⊗ · · · ⊗ jεn ,

Tj1,...,jr = 1l⊗ · · · ⊗ b̀
j1

⊗1l⊗ · · · ⊗ b̀
jr

⊗ · · · ⊗ 1l.

Note that ∑
1≤j1,...,jr≤n

|Tj1,...,jr | = (dΓ|b|)r.(9.1)

Since j0, j∞ ≥ 0, j0 + αj∞ ≤ 1l, we obtain by replacing j∞ by αj∞ that

‖Mj1,...,jr‖ ≤ αr−k.

For u1, u2 ∈ ⊗ns he, we obtain:

‖(u2, Pk(j0, j∞ + b)u1)− (u2, Pk(j0, j∞)u1)

≤
∑k
r=1

∑
1≤j1,...,jr≤n α

r−k‖|Tj1,...,jr |
1
2u1‖‖|Tj1,...,jr |

1
2u2‖

≤
∑k
r=1

(∑
1≤j1,...,jr≤n α

r−k(u1, |Tj1,...,jr |u1)
) 1

2
(∑

1≤j1,...,jr≤n α
r−k(u2, |Tj1,...,jr |u2)

) 1
2

=
∑k
r=1 α

r−k‖dΓ(|b|)r/2u1‖‖dΓ(|b|)r/2u2‖,

by (9.1). 2

We pick for 0 < ε < 1 a cutoff function Fε ∈ C∞0 ([ε, ε−1]) with 0 ≤ Fε ≤ 1 and set

bε := Fε(σ).

Lemma 9.2 The operator
(L+ i)−k/2I1l⊗ Γ(bε)

is bounded on He ⊗
⊗k

s he for k ∈ IN.

Proof. We first claim that if B is an open set included in IR\{0} × S2, p ∈ IN then∫
Bp
‖a(σ1, ω1) · · · a(σp, ωp)u‖2dσ1 · · · dσpdω1 · · · dωp ≤ Cp‖(L+ b)p/2u‖2, u ∈ He.(9.2)

In fact we write
he = L2(B, dσdω)⊕ L2(Bc, dσdω) =: he

B ⊕ he⊥
B .

Let U be the canonical map from Γ(he) into Γ(he
B)⊗ Γ(he⊥

B ). Then:

Ua(σ, ω) = (a(σ, ω)⊗ 1l)U, for (σ, ω) ∈ B,

UdΓ(1lB) = N e ⊗ 1lU.
(9.3)

75



This yields: ∫
Bp ‖Π

p
1a(σi, ωi)u‖2dσ1 · · · dσpdω1 · · · dωp

=
∫
Bp ‖Π

p
1a(σi, ωi)⊗ 1lUu‖2dσ1 · · · dσpdω1 · · · dωp

= (N e · · · (N e − p+ 1)⊗ 1lUu,Uu)

≤ Cp((N e + 1)p ⊗ 1lUu,Uu)

= Cp‖(dΓ(1lB) + 1l)p/2u‖2,

by (9.3). Using then Lemma 3.6 iii), we obtain (9.2).
Next for u, v ∈ He, ψ ∈ ⊗ks he, we have:

|(u, (L+ i)−k/2I1l⊗ Γ(bε)v ⊗ ψ)|

= 1

k!
1
2
|
∫
ψ(σ1, ω1, . . . , σk, ωk)Πk

i=1Fε(σi)

×
(
a(σ1, ω1) · · · a(σk, ωk)(L− i)−k/2u, v

)
He

dσ1 · · · dσkdω1 · · · dωk|

≤ Ck,ε‖ψ‖⊗ks he‖u‖He‖v‖He ,

by (9.2) for B =]ε, ε−1[×S2 and Cauchy-Schwarz inequality. 2

9.2 Geometric asymptotic completeness

Proposition 9.3 Let 0 ≤ c < c′ ≤ 1. Let j0, j∞ satisfying (6.1) and (6.4) with j
1
2∞ ∈ C∞(IR)

and let jt0, j
t
∞ be as in (7.1) for the constant c′. Then

w − lim
t→+∞

eitHe
Pk(jt0, (j

t
∞)

1
2 bε(jt∞)

1
2 )e−itHe

=: P+
k (j0, j

1
2∞bεj

1
2∞)

exists on He+
c and equals Ωe+1l⊗ Γ(bε)W+

k (j).

Proof. By the definition of He+
c it suffices to show the existence of the limit on RanP̂ e+

c′ .
Changing notation we may replace c′ by c. We first claim that for χ1 ∈ C∞0 (IR):

χ1(L)Ωe+1l⊗ Γ(bε)W+
k (j) = s- lim

t→+∞
eitHe

χ1(L)I1l⊗ Γ(bε)Γ̌k(jt)e−itHe
on RanP̂ e+

c .(9.4)

First since by Lemma 9.2 χ1(L)I1l⊗ Γ(bε) is bounded, it suffices to prove (9.4) for u ∈ RanP̂ e+
c

with u = χ(L)u for χ ∈ C∞0 (IR).
We note first that by Thm. 7.7 ii):

W+
k (j)u = W+

k (j)χ(L)u = χ(Lext)W+
k (j)u.

Moreover by Thm. 7.7 iv) and Prop. 8.8

1l⊗ Γ(bε)W+
k (j)u ∈ Ke+ ⊗ Γ(he) = D(Ωe+).

Also
1l⊗ Γ(bε)W+

k (j)u = χ(Lext)1l⊗ Γ(bε)W+
k (j)u

∈ D((L+ i)k/2)⊗
⊗k

s D(|σ|−
1
2 + |σ|

1
2 ) ⊂ D(Ωe+

ext).
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Hence for χ1 ∈ C∞0 (IR):

χ1(L)Ωe+1l⊗ Γ(bε)W+
k (j)u

= χ1(L)Ωext+1l⊗ Γ(bε)W+
k (j)u

= limt→+∞ eitHe
χ1(L)I1l⊗ Γ(bε)e−itHext

W+
k (j)u.

Since by Lemma 9.2 χ1(L)I1l⊗ Γ(bε) is bounded, we can apply the chain rule and obtain (9.4).
Next we note that

I1l⊗ Γ(bε)Γ̌k(jt) = Pk(jt0, bεj
t
∞),

which implies
‖χ1(L)Pk(jt0, bεj

t
∞)‖ ≤ C, uniformly in t.(9.5)

Note also that since bε ≤ 1, we have

jt0 + α(jt∞)
1
2 bε(jt∞)

1
2 ≤ jt0 + αjt∞ ≤ 1,

and hence
‖Pk(jt0, (jt∞)

1
2 bε(jt∞)

1
2 )‖ ≤ C, uniformly in t.(9.6)

By (9.4), (9.5), (9.6) and a density argument, it suffices to prove the proposition to show that
for u, v ∈ D((N e)∞):

lim
t→+∞

(e−itHe
v, χ(L)

(
Pk(jt0, bεj

t
∞)− Pk(jt0, (jt∞)

1
2 bε(jt∞)

1
2 )
)
χ(L)e−itHe

u) = 0.(9.7)

We have bεjt∞ = (jt∞)
1
2 bε(jt∞)

1
2 + rt, for

rt = [bε, (jt∞)
1
2 ](jt∞)

1
2 , rt ∈ O(t−ρ).

Let b1,ε be a cutoff function similar to bε such that b1,ε ≡ 1 on supp bε. By p.d.o. calculus:

(rt∗rt)p = bp1,ε(r
∗trt)pbp1,ε + rtp, r

t
p ∈ O(t−∞), p ∈ IN.

Let us fix k ≥ 1 and set:
r∞(t) := sup

1≤p≤k
‖rtp‖1/2p ∈ O(t−∞).

We have:
(r∗trt)p ≤ C2pt−2pρb2p1,ε + r2p

∞(t)1l, p ≤ k.

Since the function λ 7→ λ
1
2 is matrix monotone, this gives

|rt|p ≤ (C2pt−2pρb2p1,ε + r2p
∞(t)1l)

1
2

≤ Cpt−pρbp1,ε + r∞(t)p1l

≤ (Ct−ρb1,ε + r∞(t)1l)p, p ≤ k.

(9.8)

Let f(t) be the expression on the l.h.s. of (9.7). By Lemma 9.1, we have:

|f(t)| ≤
k∑
r=1

αr−k‖dΓ(|rt|)r/2χ(L)e−itHe
v‖‖dΓ(|rt|)r/2χ(L)e−itHe

u‖.(9.9)
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Using then (9.8) we deduce from Lemma A.2 that:

dΓ(|rt|)p ≤ (Ct−ρdΓ(b1,ε) + r∞(t)N)p, p ≤ k.(9.10)

Using now (9.10), we obtain for r ≤ k:

‖dΓ(|rt|)r/2χ(L)e−itHe
u‖2

≤ (χ(L)e−itHe
u, (Ct−ρdΓ(b1,ε) + r∞(t)N)rχ(L)e−itHe

u)

≤
∑r
j=0C

jt−jρr∞(t)r−j‖dΓ(b1,ε)jχ(L)e−itHe
u‖‖(N e)r−jχ(L)e−itHe

u‖.

By Lemma 3.6 dΓ(b1,ε)jχ(L) is bounded. By Prop. 3.8 and the fact that u ∈ D((N e)∞) we
know that ‖(N e)r−jχ(L)e−itHe

u‖ ≤ Ctr−j . Hence

lim
t→+∞

‖dΓ(|rt|)r/2χ(L)e−itHe
u‖ = 0,

which proves (9.7). 2

Theorem 9.4 Let 0 < c < c′ < 1. Let f0, f∞ be defined in (6.23), (6.24). Let j = (f0, f∞), jt

be as in (7.1) for the constant c′. Then:

Ωe+W+
k (j) = P+

k (j) on He+
c .

Proof. By the same argument as in Prop. 9.3, we set c′ = c and reduce ourselves to prove the
theorem on RanP̂ e+

c . We first note that

W+
k (j)RanP̂ e+

c ⊂ Ke+ ⊗
k⊗
s

he ⊂ D(Ωe+),

by Prop. 8.8 and Thm. 7.7 iv). By Prop. 6.6

P+
k (j) = w − lim

ε→0
P+
k (f0, f∞,ε),

and by Prop. 7.8
W+
k (j) = w − lim

ε→0
W+
k (f0, f∞,ε).

Hence it suffices to prove that for any ε0 > 0:

Ωe+W+
k (f0, f∞,ε0) = P+

k (f0, f∞,ε0).(9.11)

We note the following identity, similar to those in [DG2, Lemma 2.14], valid for r0, r∞, b ∈ B(he),
0 ≤ r0 + αr∞ ≤ 1, 0 ≤ b ≤ 1, r = (r0, r∞):

Γ̌(r)∗1l⊗ Γ(b)1l{k}(N∞)Γ̌(r) = Pk(r2
0, r∞br∞).(9.12)

Let us fix the constant ε0. We will apply (9.12) to r0 = f
1
2

0 , r∞ = f
1
2∞,ε0 , b = bε, where bε is

defined in Lemma 9.2. Note that by Lemma 6.5 there exists α > 0 such that f
1
2

0 +αf
1
2∞,ε0 ≤ 1, so
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we can apply this identity. By Thm. 7.7 i) and vii), (9.12) and the chain rule of wave operators,
we get:

W+∗
k (r)1l⊗ Γ(bε)W+

k (r) = P+
k (f0, f

1
2∞,ε0bεf

1
2∞,ε0).

By Prop. 9.3, we obtain:

W+
k (r)∗1l⊗ Γ(bε)W+

k (r) = Ωe+1l⊗ Γ(bε)W+
k (f0, f∞,ε0).

Now since W+
k (r),Ωe+ are bounded operators:

s- limε→0W
+
k (r)∗1l⊗ Γ(bε)W+

k (r) = W+
k (r)∗W+

k (r) = P+
k (f0, f∞,ε0),

s- limε→0 Ω+1l⊗ Γ(bε)W+
k (f0, f∞,ε0) = Ω+W+

k (f0, f∞,ε0).

Hence (9.11) holds and this completes the proof of the theorem. 2

The following theorem is the so called geometric asymptotic completeness. It provides a
geometric characterization of the asymptotic vacuum states.

Theorem 9.5 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and let ρ(1 + ε0) > 1. Let
0 < c < c′ < 1. Let f1 ∈ C∞(IR) be a cutoff function such that 0 ≤ f1 ≤ 1, f1 ≡ 1 in {s ≤ α1},
f1 ≡ 0 in {s ≥ α2} and f t1 = f1( s−c′t

tρ ).
Then Γe+

c′ (f1) defined in (6.17) is equal to the orthogonal projection on Ke+
c := K+ ∩He+

c .

Proof. By Prop. 8.8 we know that RanΓe+
c′ (f1) ⊂ Ke+ and since Γe+

c′ (f1) clearly preserves He+
c ,

we have RanΓe+
c′ (f1) ⊂ Ke+

c .
Let us prove the converse inclusion. By Thm. 8.7, he

0 3 h 7→ W e+(h) ∈ U(He+
c ) is a

regular CCR representation of Fock type. Hence the restriction Ωe+
c of the wave operator Ωe+

to Ke+
c ⊗ Γ(he):

Ωe+
c : Ke+

c ⊗ Γ(he)→ He+
c

is unitary. Let now j = (f0, f∞) as in Thm. 9.4 for a constant c′′ with c < c′′ < c′. Let

W+(j) = ⊕∞k=0W
+
k (j).

Since ‖W+
k (j)‖ ≤ 1 and RanW+

k (j) ⊂ He ⊗
⊗k

s he, we have ‖W+(j)‖ ≤ 1. Next we note that
by Thm. 7.6 iii) and Thm. 7.7 vi) we have

W+(j)He+
c ⊂ He+

c ⊗ Γ(he).

Moreover by Thm. 7.7 iv) and the fact that f t0f
t
1 = f t0 for t large enough, we have:

W+(j) = Γe+
c′ (f1)⊗ 1lW+(j).(9.13)

By Prop. 8.8 this implies that

W+(j)He+
c ⊂ Ke+

c ⊗ Γ(he).

Finally by Thm. 9.4 and Thm. 6.4 iv)

Ωe+
c W+(j) = 1l on He+

c ,

which means that
W+(j) = (Ωe+

c )−1.

By (9.13) this implies that Γe+
c′ (f1) = 1l on Ke+

c , and hence that Γe+
c′ (f1) is the orthogonal

projection on Ke+
c .
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10 1−particle space estimates

This section is devoted to some estimates on the one-particle space L2(IR3, dk). They will be
used in Sects. 11 and 12 to construct the spaces analogous to He+

c for the Nelson Hamiltonian.
The need for these estimates can be understood as follows:

The space He+
c is constructed using the observable s = i∂σ acting on he = L2(IR, dσ) ⊗ g.

This observable has the drawback that it does not commute with the projection 1lIR+(σ) and
hence does not satisfy the condition (3.6) in Subsect. 3.4. In Subsect. 10.2 we introduce the
observable |s|0 which is the square root of the Laplacian − ∂2

∂σ2 with Dirichlet condition at 0 and
satisfies (3.6).

We estimate the difference between some functions of s and |s|0. It will allow us in Sect. 11 to
reinterpret the space He+

c using the observable |s|0. In this way a space H+
c can be constructed

on H using the abstract arguments in Subsect. 3.4.
In Sect. 12 we describe the space H+

c replacing the observable |s|0 by the more physical
position observable |x|. We note that |x| is the square root of the Laplacian −∆k acting on
L2(IR3,dk). Going to polar coordinates we see that |x| is the square root of − ∂2

∂σ̃2 − ∆ω
σ̃2 acting

on L2(IR+, dσ̃)⊗L2(S2) with a Dirichlet condition at 0. Again we need to estimate the difference
between functions of |x| and functions of |s|0. This is done in Subsect. 10.1, by introducing
cutoffs in the angular part −∆ω

σ̃2 of the Laplacian. The use of these cutoffs in Sect. 12 will be
justified using the results of Subsect. 4.5.

10.1 Case of h

We use the notation of Subsect. 1.1. We will consider the observable

|x| = (−∆k)
1
2 .

Note that −∆k with domain H2(IR3) is also the Friedrichs extension of −∆k on C∞0 (IR3\{0}),
since H1

0 (IR3\{0}) = H1(IR3). Let

u : L2(IR3, dk)→ L2(IR+, dσ̃)⊗ L2(S2)

uφ(σ̃, ω) = σ̃φ(σ̃ω)

be the unitary map introduced in Subsect. 3.1. We have

uC∞0 (IR3\{0}) = C∞0 (]0,+∞[)⊗ C∞(S2)

and on C∞0 (]0,+∞[)⊗ C∞(S2) we have:

u(−∆k)u−1 = − ∂2

∂σ̃2
− ∆ω

σ̃2
,

where ∆ω is the Laplacian on S2. By the above remark this means that u(−∆k)u−1 is the
Friedrichs extension of − ∂2

∂σ̃2 − ∆ω
σ̃2 on C∞0 (]0,+∞[)⊗ C∞(S2).

Let now s2
0 be the Friedrichs extension of − ∂2

∂σ̃2 on C∞0 (]0,+∞[)⊗ C∞(S2), ie

s2
0 = − ∂2

∂σ̃2
, D(s2

0) = H1
0 (]0,+∞[)⊗ L2(S2) ∩H2(]0,+∞[)⊗ L2(S2).
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Then we set:
a0 := (s2

0)
1
2 , a := u|x|u−1.(10.1)

We note that for u ∈ D(a0) = H1
0 (]0,+∞[)⊗ L2(S2), we have:

‖a0u‖2 =
∫ +∞

0
| ∂
∂σ̃

u|2dσ̃,

hence for z ∈ C\IR

‖ ∂
∂σ̃

(a0 ± z)−1‖ = ‖a0(a0 ± z)−1‖ ≤ 1.(10.2)

By duality we also have

‖(a0 ± z)−1 ∂

∂σ̃
‖ ≤ 1.(10.3)

Let now f ∈ C∞(IR) with

f(λ) ≡ 1 for λ� 1, f ≡ 0 for λ� −1.(10.4)

We set for 0 < c ≤ 1, 0 < ρ < 1:

b0,t := f(a0−ct
tρ ) + f(−a0−ct

tρ ),

bt := f(a−ct
tρ ) + f(−a−ct

tρ ).

We also set for δ, ρ1 > 0:
g := F ( −∆ω

tρ1 σ̃2 ≤ 1)F (tδσ̃ ≥ 1)

g1 := F ( −∆ω
tρ1 σ̃2 ≤ 2)F (tδσ̃ ≥ 1

2),
(10.5)

so that g1g = g.

Lemma 10.1 Assume ρ > δ. Then

i) (1− g1)(b0,t + µ+R)−1 ∈ O(t−∞), for µ ∈ C\IR−, uniformly for R ≥ 0,

ii) (bt − b0,t)g ∈ O(tρ1−2ρ log t).

Proof. As a preparation for the proof of Lemma 10.1, we first show:

Lemma 10.2 We have:

(1− g1)(z2 − a2
0)−1g ∈ O(|Imz|−N−2tNδ), N ∈ IN, z ∈ C\IR.(10.6)

a2
0(1− g1)(z2 − a2

0)−1g ∈ O(tNδ|Imz|−N−2〈z〉) +O(t(N+2)δ|Imz|−N−1), N ∈ IN.(10.7)

Proof. We have:

(z2 − a2
0)−1g = g(z2 − a2

0)−1 + (z2 − a2
0)−1[a2

0, g](z2 − a2
0)−1,

[a2
0, g] = −g′ ∂∂σ̃ −

∂
∂σ̃g
′, for g′ = ∂σ̃g,
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and hence
(1− g1)(z2 − a2

0)−1g = (1− g1)(z2 − a2
0)−1[a2

0, g](z2 − a2
0)−1.(10.8)

We observe that ‖∂ασ̃ g‖ ∈ O(tδα).
Moreover if g2 is another cutoff similar to g with g2g = g, g2g1 = g2, we have [a2

0, g] = g2[a2
0, g]

and
(1− g1)(z2 − a2

0)−1g = (1− g1)(z2 − a2
0)−1[a2

0, g2](z2 − a2
0)−1[a2

0, g](z2 − a2
0)−1.

If we iterate N times the identity (10.8), we can write (1 − g1)(z2 − a2
0)−1g as a finite sum of

terms of the form
(1− g1)(z2 − a2

0)−1ΠN
j=1Rj(z

2 − a2
0)−1,(10.9)

Using the form of [a2
0, g] given above and the estimates (10.2), (10.3), we see that we have

‖(a0 ± z)−1Rj‖ ≤ Ctδ, or ‖Rj(a0 ± z)−1‖ ≤ Ctδ.

We can rewrite (10.9) as:

(1− g1)(z − a0)−1
(
ΠN
j=1(z + a0)−1Rj(z − a0)−1

)
(z + a0)−1.(10.10)

We have
‖(z + a0)−1Rj(z − a0)−1‖ ≤ C|Imz|−1tδ,

which proves (10.6).
To prove (10.7), we write:

a2
0(1− g1)(z2 − a2

0)−1g

= (1− g1)a2
0(z2 − a2

0)−1g − [a2
0, g1](z2 − a2

0)−1g

= z(1− g1)(z2 − a2
0)−1g − [a2

0, g1](z2 − a2
0)−1g.

Now [a2
0, g1] = −2g′1∂σ̃ − g′′1 . Using the expression analogous to (10.10) with 1− g1 replaced by

[a2
0, g1], and (10.2), we obtain

[a2
0, g1](z2 − a2

0)−1g ∈ O(t(N+2)δ|Imz|−N−1), ∀N ∈ IN.

Using also (10.6) we obtain (10.7). 2

Proof of Lemma 10.1.
Let us first prove i). The function

ft : λ 7→ f(
λ− ct
tρ

) + f(
−λ− ct
tρ

)

is equal to 1 for |λ| ≥ c0t and satisfies |∂αλ ft| ≤ Cαt−ρα, α ∈ IN. This implies that the function

χt(λ) = (ft(λ) + µ+R)−1 − (1 + µ+R)−1

satisfies
suppχt ⊂ {|λ| ≤ c0t},

|∂αλχt(λ)| ≤ Cαt−ρα, α ∈ IN, uniformly in R ≥ 0.
(10.11)
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Using the construction in [DG1, Prop. C.2.1], we can find an almost-analytic extension χ̃t of χt
such that

supp χ̃t ⊂ {z ∈ C||Rez| ≤ c0t, |Imz| ≤ c0t
ρ},

|∂zχ̃t(z)| ≤ CN |Imz|N t−ρ(N+1), N ∈ IN, uniformly in R ≥ 0.
(10.12)

We observe that if χ ∈ C∞0 (IR) is an even function and A a selfadjoint operator, we have:

χ(A) = i
2π

∫
∂zχ̃(z)(z −A)−1dz ∧ dz

= i
2π

∫
∂zχ̃(z)1

2

(
(z −A)−1 + (z +A)−1

)
dz ∧ dz

= i
2π

∫
∂zχ̃(z)z(z2 −A)−1dz ∧ dz,

(10.13)

using the identity (z − A)−1 + (z + A)−1 = 2z(z2 − A2)−1. Applying this identity to the even
function χt, we have:

(1− g1)(b0,t + µ+R)−1g

= (1− g1)χt(a0)g

= i
2π

∫
∂zχ̃t(z)z(1− g1)(z2 − a2

0)−1gdz ∧ dz.

i) follows then from (10.6) and (10.12), since ρ > δ.
Let us now prove ii). We denote again by χt(λ) the function ft(λ) − 1 which is even and

satisfies (10.11). We have by (10.13)

(bt − b0,t)g = (ft(a)− ft(a0))g

= i
2π

∫
∂zχ̃t(z)z(z2 − a2)−1(a2 − a2

0)(z2 − a2
0)−1gdz ∧ dz.

Next we write
(z2 − a2)−1(a2 − a2

0)(z2 − a2
0)−1g

= (z2 − a2)−1(a2 − a2
0)(1− g1)(z2 − a2

0)−1g

+(z2 − a2)−1(a2 − a2
0)g1(z2 − a2

0)−1g

= I1(z) + I2(z).

and estimate separately the two terms. We have:

‖I1(z)‖ = ‖(z2 − a2)−1(a2 − a2
0)(1− g1)(z2 − a2

0)−1g‖

≤ ‖(z2 − a2)−1a2‖‖(1− g1)(z2 − a2
0)−1g‖

+‖(z2 − a2)−1‖‖a2
0(1− g1)(z2 − a2

0)−1g‖

≤ CN |Imz|N+2tNδ + CN |Imz|N+4〈z〉tNδ + CN |Imz|N+3t(N+2)δ,

(10.14)

using (10.6), (10.7) and the fact that ‖a2(z2− a2)−1‖ ≤ 1, ‖(z2− a2)−1‖ ≤ |Imz|−2. This yields

‖
∫
∂zχ̃t(z)zI1(z)dz ∧ dz‖ ∈ O(t−∞),(10.15)
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using (10.12) and the fact that ρ > δ. Let us now estimate I2(z).
We have

‖(a2 − a2
0)g1‖ ≤ Ctρ1 .

A sharp estimate for (z2 − a2)−1 where a is any selfadjoint operator is

‖(z2 − a2)−1‖ ≤ C inf(|Imz|−1|Rez|−1, |Imz|−2).

Let us now estimate
‖
∫
∂zχ̃t(z)zI2(z)dz ∧ dz‖.

Recall that ∂zχ̃t is supported in {z ∈ C||Rez| ≤ c0t, |Imz| ≤ c0t
ρ}. We cut the integral in three

parts:
R1 = ‖

∫
|Rez|≤1 ∂zχ̃t(z)zI2(z)dz ∧ dz‖

≤
∫
|Rez|≤1 |∂zχ̃t(z)|〈z〉|Imz|−4tρ1dz ∧ dz

≤
∫
|Rez|≤1,|Imz|≤c0tρ〈z〉t

ρ1−5ρdz ∧ dz

≤ Ctρ1−3ρ;

R2 = ‖
∫
|Rez|≥c1|Imz|,|Rez|≥1 ∂zχ̃t(z)zI2(z)dz ∧ dz‖

≤
∫
|Rez|≥c1|Imz|,|Rez|≥1 |∂zχ̃t(z)|〈z〉|Rez|−2|Imz|−2tρ1dz ∧ dz

≤
∫
|Rez|≥c1|Imz|,|Rez|≥1〈z〉|Rez|−2tρ1−3ρdz ∧ dz

≤ Ctρ1−2ρ log t;

R3 = ‖
∫
|Rez|≤c1|Imz|,|Rez|≥1 ∂zχ̃t(z)zI2(z)dz ∧ dz‖

≤
∫
|Rez|≤c1|Imz| |∂zχ̃t(z)|〈z〉|Imz|

−4tρ1dz ∧ dz

≤
∫
|Rez|≤c1|Imz|,|Imz|≤c0tρ t

ρtρ1−5ρdz ∧ dz

≤ Ctρ1−2ρ.

This yields

‖
∫
∂zχ̃t(z)zI2(z)dz ∧ dz‖ ≤ Ctρ1−2ρ log t.

Using (10.15) this proves ii). 2

10.2 Case of he

In this subsection, we prove similar results on the Hilbert space he = L2(IR,dσ)⊗ g. We recall
that on he we defined the observable s = i ∂∂σ , so that |s| = (− ∂2

∂σ2 )
1
2 . We define the observable

|s|0 by
s2

0 = − ∂2

∂σ2 with Dirichlet condition at 0,

ie D(s2
0) = H2(IR\{0}) ∩H1

0 (IR\{0}),

|s|0 := (s2
0)

1
2 .
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Let again f ∈ C∞(IR) with f(λ) ≡ 1 for � 1, f ≡ 0 for λ � −1. We set for 0 < c ≤ 1,
0 < ρ < 1:

b0,t := f( |s|0−ct
tρ ) + f(−|s|0−ct

tρ ),

bt := f( s−ct
tρ ) + f(−s−ct

tρ ),

and for δ > 0:
g = F (tδ|σ| ≥ 1), g1 = F (tδ|σ| ≥ 1

2
),

so that g1g = g. The following lemma is analogous to Lemma 10.1.

Lemma 10.3 Assume ρ > δ. Then:

i) (1− g1)(bt + µ+R)−1g ∈ O(t−∞), for µ ∈ C\IR−, uniformly for R ≥ 0,

ii) (bt − b0,t)g ∈ O(t−∞).

Proof. Let us first prove ii). We apply the identity (10.13) to the even (t−dependent) function

χt(λ) = f(
λ− ct
tρ

) + f(
−λ− ct
tρ

)− 1,

and obtain
bt − b0,t = χt(|s|)− χt(|s|0)

= i
2π

∫ ∂
z χ̃t(z)z

(
(z2 − s2)−1 − (z2 − s2

0)−1
)

dz ∧ dz,

where χ̃t is an almost-analytic extension of χ̃ satisfying (10.12). We recall the identity (see
[AGHH, Thm. 3.1.2]):

(z2 − s2)−1 − (z2 − s2
0)−1 =

i
2z
|φz〉〈φz| for Imz > 0,

where φz(σ) = eiz|σ|. We have:

‖φz‖ ≤ C|Imz|−
1
2 , ‖gφz‖ ≤ C|Imz|−

1
2 e−t

−δ|Imz|.

This gives
‖
(
(z2 − s2)−1 − (z2 − s2

0)−1
)
g‖ ≤ C|Imz|−1e−t

−δ|Imz|, Imz 6= 0.(10.16)

We deduce from (10.16) and (10.12) that

‖(bt − b0,t)g‖

≤ CN
∫
supp χ̃t

|z||Imz|N−1t−ρ(N+1)e−t
−δ|Imz|dz ∧ dz

≤ CN
∫

supp χ̃t
|z|t(δ−ρ)Ndz ∧ dz ∈ O(t−∞),

since ρ > δ. This proves ii).
To prove i), we write

(1− g1)(bt + µ+R)−1g = −(1− g1)(bt + µ+R)−1[bt, g](bt + µ+R)−1.

By p.d.o. calculus, [bt, g] = g2[bt, g], where g2 = F (tδ|σ| ≥ 3
2), and [bt, g] ∈ O(tδ−ρ). Iterating

this argument we obtain i). 2
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11 Reinterpretation of the spaces He+
c

In this section we describe the spaces He+
c using the observable |s|0 introduced in Subsect. 10.2.

It will allow us in Sect. 12 to construct corresponding spaces H+
c for the original Hamiltonian

H.

11.1 Preliminary results

In this subsection we show that the spaces He+
c can also be defined with a cutoff function in s

which is even. This easy result uses the fact shown in Subsect. 5.3 that there is no propagation
in the region {s ≤ −ct}.

Let f ∈ C∞(IR) satisfying (5.1) for 0 < α0 < α1. We set for 0 < ρ < 1:

bc t := f(
s− ct
tρ

) + f(
−s− ct
tρ

), Bc t := dΓ(bc t).(11.1)

(The reader should compare (11.1) with (5.2)).

Theorem 11.1 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (11.1) such that
ρ(1 + ε0) > 1. Then:

i) for each λ ∈ C\IR− the limit

s- lim
t→+∞

eitHe
(Bc t + λ)−1e−itHe

=: R̃+
c (λ) exists.

ii) [R̃+
c (λ), L] = [R̃+

c (λ), He] = 0.

iii) s- lim
ε→0

ε−1R̃+
c (ε−1) =: P̂ e+

c ,

where the orthogonal projection P̂ e+
c is defined in Thm. 5.5.

It follows from Thms. 11.1 and 5.6 that u ∈ He+
c if and only if there exists c′ > c such that

lim
ε→0

lim
t→+∞

eitHe
(εBc′ t + 1l)−1e−itHe

u = u.

Proof. We set f1(s) = f(−s) and note that f1 satisfies (5.14). Let

b+,t = f( s−ct
tρ ), B+,t := dΓ(b+,t),

b−,t = f1( s+cttρ ), B−,t := dΓ(b−,t),

so that Bc t = B+,t + B−,t. By Thm. 5.5 and Prop. 5.7 we know that for all λ, λ′ ∈ C\IR+ the
limit

s- lim
t→+∞

eitHe
(λ−B+,t)−1(λ′ −B−,t)−1e−itHe

exists.

Note that the functions IR2 3 (s, s′) 7→ (λ−s)−1(λ′−s′)−1 for λ, λ′ ∈ C\IR are total in C∞(IR2).
Hence for all χ ∈ C∞(IR2), the limit

s- lim
t→+∞

eitHe
χ(B+,t, B−,t)e−itHe

exists.
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We claim that
s- lim
ε→0

s- lim
t→+∞

eitHe
(εB+,t + εB−,t + 1l)−1e−itHe

= P̂ e+
c ,(11.2)

where P̂ e+
c is defined in Thm. 5.5. By density using Prop. 5.7 iii), it suffices to show that

s- lim
ε→0

s- lim
t→+∞

eitHe
(
(εB+,t + εB−,t + 1l)−1 − (εB+,t + 1l)−1

)
e−itHe

R+
1 (ε0) = 0,(11.3)

for any ε0 > 0, where R+
1 (ε0) is defined in Prop. 5.7. Now(

(εB+,t + εB−,t + 1l)−1 − (εB+,t + 1l)−1
)
(ε0B−,t + 1l)−1

= −ε(ε(B+,t +B−,t) + 1l)−1(εB+,t + 1l)−1B−,t(ε0B−,t + 1l)−1

= O(εε−1
0 ) uniformly in t.

This proves (11.3) and hence (11.2). Statements i) and ii) follow from Thm. 5.5 and Prop. 5.7.
Statement iii) follows from (11.2).2

11.2 Reinterpretation of the space He+
c

We now want to replace the observable bc t by an observable bc 0 t which commutes with the
projections 1l{±σ≥0}. Let |s|0 be the observable defined in Subsect. 10.2. We set

bc 0 t = f(
|s|0 − ct

tρ
) + f(

−|s|0 − ct
tρ

), Bc 0 t := dΓ(bc 0 t).

Proposition 11.2 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (11.1) such
that ρε0 > 1. Then for each λ ∈ C\IR− the limit

s- lim
t→+∞

eitHe
(Bc0,t + λ)−1e−itHe

exists and equals
s- lim
t→+∞

eitHe
(Bc t + λ)−1e−itHe

= R̂e+
c (λ).

The following consequence of Thms. 11.1 and 5.6 gives the final description of the space He+
c :

Theorem 11.3 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (11.1) such that
ρε0 > 1. Then u ∈ He+

c if and only if there exists c′ > c such that

lim
ε→0

lim
t→+∞

eitHe
(εBc′ 0 t + 1l)−1e−itHe

u = u.

Proof of Prop. 11.2. We drop the subscript c to simplify the notation. We will use the
notation in Subsect. 10.2. Recall that we have set:

g = F (tδ|σ| ≥ 1), g1 = F (tδ|σ| ≥ 1
2

),

for δ > 0. We fix δ < ρ with δε0 > 1 so that the results of Subsect. 4.4 apply.
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By a density argument, using Thm. 4.12 and Lemma 4.11, it suffices to prove that for
χ ∈ C∞0 (IR): (

(λ+ dΓ(bt))−1 − (λ+ dΓ(b0 t))−1
)
Γ(g1)χ(L)Γ(g)χ(L) ∈ o(1).(11.4)

We first claim that
(1l− Γ(g1))(λ+ dΓ(bt))−1Γ(g) ∈ O(N)t−∞.(11.5)

In fact on the n−particle sector:

1l− Γ(g1) =
n∑
j=1

1l⊗ · · · ⊗ 1l⊗ (1− g1,j)⊗ g1,j+1 ⊗ · · · ⊗ g1,n,

so
‖(1l− Γ(g1))(λ+ dΓ(bt))−1Γ(g)‖

≤ n supR≥0 ‖(1− g1)(bt + λ+R)−1g‖ ∈ O(N e)t−∞.

by Lemma 10.3 i). Now we write:(
(λ+ dΓ(b0 t))−1 − (λ+ dΓ(bt))−1

)
Γ(g)

= (λ+ dΓ(b0 t))−1dΓ(bt − b0 t)(λ+ dΓ(bt))−1Γ(g)

= (λ+ dΓ(b0 t))−1dΓ(bt − b0 t)Γ(g1)(λ+ dΓ(bt))−1Γ(g)

+(λ+ dΓ(b0 t))−1dΓ(bt − b0 t)(1l− Γ(g1))(λ+ dΓ(bt))−1Γ(g)

=: I1 + I2.

By Lemma 10.3 ii), we have:

dΓ(bt − b0 t)Γ(g1) ∈ O(N e)t−∞,(11.6)

and hence
‖I1χ(L)Γ(g1)χ(L)‖ ≤ Ct−∞‖(N e + 1)Γ(g)χ(L)‖ ∈ O(t−∞),

by Lemma 4.13 i).
Similarly by (11.5), we have:

(λ+ dΓ(b0,t))−1dΓ(bt − b0,t)(1l− Γ(g1))(λ+ dΓ(bt))−1Γ(g) ∈ O((N e)2)t−∞,(11.7)

and hence if g2 is such that gg2 = g, g1g2 = g2, we have:

‖I2χ(L)Γ(g1)χ(L)‖ = ‖I2Γ(g2)χ(L)Γ(g1)χ(L)‖

≤ Ct−∞‖(N e)2Γ(g2)χ(L)Γ(g1)χ(L)‖ ≤ Ct−∞,

by Lemma 4.13 ii). This proves (11.4) and completes the proof of the proposition. 2
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11.3 Reinterpretation of Γ+(f0)

Let f0 be a cutoff function as in (6.1) with 0 < α0 < α1 < α2. We recall that the observable
Γe+

c (f0) was defined in (6.17).

Proposition 11.4 Assume (I’0), (I’1) for ε0 > 0, (I’2) for µ > 1 and pick ρ in (11.1) such
that ρε0 > 1. Then for 0 < c < c′ < 1:

Γe+
c′ (f0) = s- lim

t→+∞
eitHe

Γ(f0(
|s|0 − c′t

tρ
))e−itHe

on He+
c .

Proof. Let us replace c′ by c to simplify notation. By Prop. 5.11 we have:

Γe+
c (f0) = s- lim

t→+∞
eitHe

Γ(ct)e−itHe
,

for
ct = f0(

s− ct
tρ

)f0(
−s− ct
tρ

).

Let
c0 t = f0(

|s|0 − ct
tρ

)f0(
−|s|0 − ct

tρ
),

and note that
c0 t = f0(

|s|0 − ct
tρ

) for t� 1,

since |s|0 ≥ 0. As in the proof of Prop. 11.2, we set g = F (tδ|σ| ≥ 1) for δ < ρ with δε0 > 1 so
that the results of Subsect. 4.4 apply. The function

χt(λ) = f0(
λ− ct
tρ

)f0(
−λ− ct
tρ

)

is an even function of λ, satisfying (10.11). As in the proof of Lemma 10.3 ii), we have

(ct − c0 t)g ∈ O(t−∞),(11.8)

As in the proof of Prop. 11.2, it suffices to show that for χ ∈ C∞0 (IR):

(Γ(ct)− Γ(c0 t))Γ(g)χ(L) ∈ o(1).(11.9)

We claim that if a, b, g ∈ B(he) with 0 ≤ a, b, g ≤ 1 then

‖(Γ(b)− Γ(a))Γ(g)(N e + 1)−1‖ ≤ ‖(b− a)g‖.(11.10)

To prove (11.10), we write on the n−particle sector

Γ(b)− Γ(a) =
n∑
i=1

b1 ⊗ · · · ⊗ bi−1 ⊗ (bi − ai)⊗ ai+1 ⊗ · · · ⊗ an.

Using then (11.8) and (11.10) we get:

(Γ(ct)− Γ(c0,t))Γ(g) ∈ O(N e)t−∞.

Next:
‖(Γ(ct)− Γ(c0 t))Γ(g)χ(L)‖

= ‖(Γ(ct)− Γ(c0 t))Γ(g)Γ(g1)χ(L)‖

≤ ‖(Γ(ct)− Γ(c0 t))Γ(g)(N e + 1)−1‖‖(N e + 1)Γ(g1)χ(L)‖ ∈ O(t−∞),

by Lemma 4.13 i). This proves (11.9) and completes the proof of the proposition. 2
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12 Scattering theory for H

This section contains the main results of this paper. We first construct for 0 < c < 1 spaces
H+

c containing a finite number of particles in the region {|x| ≥ c′t} for any c < c′. We show
then that the asymptotic Weyl operators W+(h) induce on H+

c a regular CCR representation of
Fock type. Finally we prove the geometric asymptotic completeness property, which states that
the vacuum states of this induced representation contain no particles in the region {|x| ≥ c′t},
for any c < c′.

We start with an easy technical lemma.

Lemma 12.1 Hypotheses (I2) for µ > 0, (I5) for µ2 > 0 imply hypothesis (I4) for µ1 =
inf(µ, 2µ2).

From Lemma 12.1 we see that if (I2), (I5) are satisfied for µ > 1, µ2 > 1 then (I4) is satisfied
for µ1 > 1.

Proof. Let ε > 0 and set vj,ε = χ(ε ≤ |k| ≤ ε−1)vj . We drop the index j to simplify
notation. Going to polar coordinates as in Sect. 10, we have by (I2):

(−∂2
σ̃ + 1)µ/2σ̃vε(σ̃ω) ∈ L2(IR+,dσ̃)⊗ L2(S2),(12.1)

and by (I5)

(−∆ω

σ̃2
+ 1)µ2 σ̃vε(σ̃ω) ∈ L2(IR+, dσ̃)⊗ L2(S2).(12.2)

Since vε has support in σ̃ included in ]0,+∞[, (12.2) is equivalent to

(−∆ω + 1)µ2 σ̃vε(σ̃ω) ∈ L2(IR+,dσ̃)⊗ L2(S2).(12.3)

Clearly (12.1) and (12.3) imply that

(−∂2
σ̃ −∆ω + 1)µ1/2σ̃vε(σ̃ω) ∈ L2(IR+, dσ̃)⊗ L2(S2),(12.4)

for µ1 = inf(µ, 2µ2). Again because of the support of vε, (12.4) implies that

(−∂2
σ̃ −

∆ω

σ̃2
+ 1)µ1/2σ̃vε(σ̃ω) ∈ L2(IR+,dσ̃)⊗ L2(S2).(12.5)

This can be shown by a direct computation for µ1 ∈ IN and then extended to µ1 ∈ IR+ by
interpolation. Going back to the original coordinates we see that (12.5) implies (I4) for µ1. 2

12.1 Number of asymptotically free particles

Let f ∈ C∞(IR) a cutoff function such that

0 ≤ f ≤ 1, f ′ ≥ 0, f ≡ 0 for s ≤ α0, f ≡ 1 for s ≥ α1,(12.6)

for 0 < α0 < α1. We set

bc t := f(
|x| − ct
tρ

), Bc t = dΓ(bc t),(12.7)

for constants 0 < c < 1, 0 < ρ < 1.
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Proposition 12.2 Assume (H0) for α > 1, (I0), (I1) for ε0 > 1, (I2) for µ > 1, (I5) for µ2 > 1
and choose ρ in (12.7) such that ρε0 > 1, ρµ2 > 1. Then

i) s- lim
t→+∞

eitH(Bc t + λ)−1e−itH =: R̂+
c (λ)

exists for λ ∈ C\IR−.
ii) [R̂+

c (λ), H] = 0.

iii) P̂+
c := s- lim

ε→0
ε−1R̂+

c (ε−1) exists

and is an orthogonal projection.

Theorem 12.3 Assume (H0) for α > 1, (I0), (I1) for ε0 > 1, (I2) for µ > 1, (I5) for µ2 > 1
and choose ρ in (12.7) such that ρε0 > 1, ρµ2 > 1. Let

P+
c := inf

c<c′
P̂+
c′ , H

+
c := RanP+

c ,

Then
i) P+

c is an orthogonal projection independent on the choice of the function f in (12.7).
ii) [H,P+

c ] = 0.

iii) u ∈ H+
c ⇔WIΩu ∈ He+

c ,

where He+
c is defined in Thm. 5.6.

iv) Ω+
(
Hpp(H)⊗ Γ(h)

)
⊂ H+

c ⊂ H+,

where the space H+ is defined in Subsect. 8.2.

v)W+(h) : H+
c → H+

c for h ∈ h0.

vi) h0 3 h 7→W+(h) ∈ U(H+
c )

is a regular CCR representation of Fock type.

Proof of Prop. 12.2. We will use the notation and results in Sect. 11, Sect. 10 and Subsect.
3.4. Note also that to consider a Nelson Hamiltonian as an abstract Pauli-Fierz Hamiltonian
one has to introduce polar coordinates using the unitary transformation u defined in Subsect.
3.1. To lighten notation, we will omit this transformation and its extension Γ(u) to Fock spaces
in the computations below. For example the observable |x| will be identified with the observable
a = u|x|u−1 considered in Subsect. 10.1.

By Prop. 11.2:

s- lim
t→+∞

eitHe
(Bc 0 t + λ)−1e−itHe

= R̂e+
c (λ), λ ∈ C\IR−.(12.8)

Note that because of the Dirichlet condition at 0 in the definition of s2
0 (see Subsect. 10.1) we

have:
1l{σ≥0}bc 0 t1l{σ≤0} = 0.
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Hence bc 0 t satisfies property (3.6) in Subsect. 3.4. Moreover

bc + t = 1l{σ≥0}bc 0 t1l{σ≥0}

= f(a0−ct
tρ ) + f(−a0−ct

tρ ),

where a0 is defined in (10.1). Note also that since |x| ≥ 0

bc t = f(
a− ct
tρ

) + f(
−a− ct
tρ

),

where a is defined in (10.1).
We deduce then from Prop. 3.4 that

s- lim
t→+∞

eitH(dΓ(bc+,t) + λ)−1e−itH =: R̃+
c0(λ)

exists for λ ∈ C\IR− and
[H, R̃+

c0(λ)] = 0.

We claim now that
R̃+

c0(λ) = s- lim
t→+∞

eitH(Bct + λ)−1e−itH ,(12.9)

which will prove i) and ii). Property iii) follows then from Prop. A.7.
Let us now prove (12.9). Let g, g1 ∈ B(h) be defined in (10.5) for exponents ρ1, δ such that

ρ1µ2 > 1, δε0 > 1. Using Thms. 4.9 and 4.16 for C = −∆ω
σ̃2 , we have:

e−itHu = Γ(g)e−itHu+ o(1), u ∈ H.(12.10)

By a density argument and using Lemmas 4.7 and 4.14, (12.9) will follow from the fact that(
(dΓ(bc t) + λ)−1 − (dΓ(bc + t) + λ)−1

)
Γ(g)χ(H)Γ(g1)χ(H) ∈ o(1),(12.11)

for χ ∈ C∞0 (IR). Let us prove (12.11) following the proof of (11.4).
First

(1l− Γ(g1))(dΓ(bc t) + λ)−1Γ(g) ∈ O(N)t−∞,(12.12)

using Lemma 10.1 i) and the same argument as in the proof of (11.5). Next we write:(
(dΓ(bc + t) + λ)−1 − (dΓ(bc t) + λ)−1

)
Γ(g)

= (dΓ(bc + t) + λ)−1dΓ(bc t − bc + t)(dΓ(bc t) + λ)−1Γ(g)

= (dΓ(bc + t) + λ)−1dΓ(bc t − bc + t)Γ(g1)(dΓ(bc t) + λ)−1Γ(g)

+(dΓ(bc + t) + λ)−1dΓ(bc t − bc + t)(1l− Γ(g1))(dΓ(bc t) + λ)−1Γ(g)

= I1 + I2.

By Lemma 10.1 ii):
dΓ(bc t − bc + t)Γ(g1) ∈ O(N)tρ1−2ρ log t,

and hence
‖I1χ(H)Γ(g1)χ(H)‖ ≤ Ctρ1−2ρ log t‖NΓ(g)χ(H)‖.
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Applying then Lemma 4.10, we obtain:

‖I1χ(H)Γ(g1)χ(H)‖ ∈ O(tρ1−2ρ+δ log t).

Similarly by (12.12), we have:
I2 ∈ O(N2)t−∞,

and hence if g2 is another operator analogous to g such that gg2 = g, g1g2 = g1, then:

‖I2χ(H)Γ(g1)χ(H)‖

≤ Ct−∞‖N2Γ(g2)χ(H)Γ(g1)χ(H)‖

≤ Ct−∞,

by the same argument as in the proof of Lemma 4.10 ii).
Since ρ is such that ρε0 > 1, ρµ2 > 1, we can pick exponents ρ1, δ in the definition of g with

δε0 > 1, ρ1µ2 > 1 and ρ > δ, ρ > ρ1. Hence (12.9) holds and the proof is complete. 2

Proof of Thm. 12.3. Applying first Prop. 3.4 and using (12.8), (12.9) we obtain that

P̂+
c = I∗ΩW−1P̂ e+

c WIΩ,

P̂ e+
c =WP̂+

c ⊗ 1lΓ(h)W−1,

where P̂ e+
c is defined in Thm. 5.6, and hence:

P+
c = I∗ΩW−1P e+

c WIΩ,

P e+
c =WP+

c ⊗ 1lΓ(h)W−1.

Clearly this implies i), ii), iii). We note next that

u ∈ Hpp(H)⇔WIΩu ∈ Hpp(He),(12.13)

u ∈ H+ = D(N+)⇔WIΩu ∈ He+ = D(N e+),

by (8.19) and

u ∈ Ω+
(
Hpp(H)⊗ Γ(h)

)
⇔WIΩu ∈ Ωe+

(
Hpp(He)⊗ Γ(he)

)
,

by (8.18) and (12.13). This proves the two inclusions in iv), using the corresponding inclusions
in Thm. 8.7. Finally v) follows from (8.16) and the corresponding statement in Thm. 8.7. 2

12.2 Operators Γ+
c (f0)

Let f0 ∈ C∞(IR) such that

0 ≤ f0 ≤ 1, f ′0 ≤ 0, f0 ≡ 1 for s ≤ α1, f0 ≡ 0 for s ≥ α2,(12.14)

for 0 < α0 < α1 < α2. Let

f0 c t := f0(
|x| − ct
tρ

), acting on h = L2(IR3,dk),(12.15)

for constants 0 < c < 1, 0 < ρ < 1.
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Theorem 12.4 Assume (H0) for α > 1, (I0), (I1) for ε0 > 1, (I2) for µ > 1, (I5) for µ2 > 1
and choose ρ in (12.15) such that ρε0 > 1, ρµ2 > 1. Then for 0 < c < c′ < 1:

i) s- lim
t→+∞

eitHΓ(f0,c′,t)e−itH =: Γ+
c′(f0) exists on H+

c ,

ii) [Γ+
c′(f0), H] = 0,

iii)WIΩΓ+
c′(f0) = Γe+

c′ (f0)WIΩ,

Proof. We use the notation in Sects. 10, 11 and in the proof of Prop. 12.2. By Prop. 11.4
we know that:

Γe+
c′ (f0) = s- lim

t→+∞
eitHe

Γ(f0(
|s|0 − c′t

tρ
))e−itHe

on He+
c .

Since by Thm. 12.3:
u ∈ H+

c ⇔WIΩu ∈ He+
c ,

we deduce from Prop. 3.4 and the fact that |s|0 satisfies (3.6) that:

s- lim
t→+∞

eitHΓ(f0(
a0 − c′t
tρ

))e−itH =: Γ+
c′,0(f0) exists on H+

c

and:
[Γ+

c′,0(f0), H] = 0,

WIΩΓ+
c′,0(f0) = Γe+

c′ (f0)WIΩ.

To prove the theorem, it remains to prove that

Γ+
c′,0(f0) = s- lim

t→+∞
eitHΓ(f0(

|x| − c′t
tρ

))e−itH on H+
c .(12.16)

Using (12.10 ) and a density argument, (12.16) will follow from

(
Γ(f0(

a0 − c′t
tρ

))− Γ(f0(
|x| − c′t

tρ
))
)
Γ(g)χ(H) ∈ o(1),(12.17)

for χ ∈ C∞0 (IR). Let us replace c′ by c to simplify notation. We claim that

(
f0(
|x| − ct
tρ

)− f0(
a0 − ct
tρ

)
)
g ∈ O(tρ1−2ρ log t).(12.18)

In fact set f(s) = 1− f0(s). The function f satisfies condition (10.4) in Sect. 10. Then

f(
s− ct
tρ

) + f(
−s− ct
tρ

) = 1− f0(
s− ct
tρ

) for s ≥ 0, t� 1.

Applying Lemma 10.1 ii) we obtain (12.18). Using (12.18) and (11.10), we obtain:

‖
(
Γ(f0(

a0 − ct
tρ

))− Γ(f0(
|x| − ct
tρ

))
)
Γ(g)(N + 1)−1‖ ∈ O(tρ1−2ρ log t).
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By Lemma 4.10, we obtain:

‖
(
Γ(f0(a0−ct

tρ ))− Γ(f0( |x|−ct
tρ ))

)
Γ(g)χ(H)‖

≤ Ctρ1−2ρ log t‖(N + 1)Γ(g1)χ(H)‖

≤ Ctρ1−2ρ+δ log t,

if g1 is as g with g1g = g. As in the proof of Prop. 12.2, we can choose ρ1, δ such that
ρ1 − 2ρ+ δ < 0. This proves (12.17) and completes the proof of the theorem. 2

12.3 Geometric asymptotic completeness

Theorem 12.5 Assume (H0) for α > 1, (I0), (I1) for ε0 > 1, (I2) for µ > 1, (I5) for µ2 > 1.
Let 0 < ρ < 1 such that ρε0 > 1, ρµ2 > 1 and 0 < c < c′ < 1. Let f0 be a cutoff function
satisfying (12.14). Then the operator Γ+

c′(f0) is equal to the orthogonal projection on the space
K+

c := K+ ∩H+
c .

Proof. By Thm. 12.3 iii) and identity (8.17) we have:

u ∈ K+
c ⇔WIΩu ∈ Ke+

c .

By Thm. 12.4:
Γ+

c′(f0) = I∗ΩW−1Γe+
c′ (f0)WIΩ.

The theorem follows then from the corresponding result in Thm. 9.5. 2

13 The Mourre estimate and its consequences

In this section we study the consequences of a Mourre estimate for the Hamiltonian H for the
spaces H+

c . We show that if a Mourre estimate holds on an energy interval ∆ with the generator
of dilations as conjugate operator, then the space 1l∆(H)K+

c of asymptotic vacua in H±c with
energy in ∆ coincide with the space of bound states of H in ∆.

Let a := −1
2(k.Dk + Dk.k) acting on h = L2(IR3, dk) be the generator of dilations on the

one-particle space. Let A = 1lK ⊗ dΓ(a). We introduce the following hypothesis on the coupling
functions vj defined in Subsect. 1.1:

(I6)
∫

(1 + |k|−1)||a|1+εvj(k)|2dk <∞,∫
|k|2+2ε|vj(k)|2dk <∞, 1 ≤ j ≤ P, 0 ≤ ε ≤ 1.

Lemma 13.1 Assume (I0), (H0) for α > 1 and (I6) for ε > 0. Then H ∈ C1+ε′(A) for
ε′ = inf(α− 1, ε).

Proof. Let v ∈ B(K,K ⊗ h) be defined in (1.3). We first claim that under hypothesis (I6) we
have:

(1 + |k|−
1
2 )‖|a|1+ε〈x〉−1−εv‖ ∈ B(K,K ⊗ h).

It suffices to prove the claim for ε = 0, 1 and then argue by interpolation. The proof of the claim
for ε = 0, 1 is easy if we note the identity

a(e−ik.xjvj) = e−ik.xj (a+ k.xj)vj ,
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and use the factor of 〈x〉 to control the powers of xj appearing when computing aiv for i = 1, 2.
We deduce from our claim that under hypothesis (H0) for α > 1 and (I6) for ε > 1, we have:

(1 + |k|−
1
2 )(K + b)−

1
2a1+ε′v ∈ B(K,K ⊗ h), ε′ = inf(α− 1, ε).(13.1)

Another easy observation is that for vs = eisav we have:

‖(1 + |k|−
1
2 )vs‖B(K,K⊗h) ≤ C, uniformly in |s| ≤ 1.(13.2)

We first claim that the map

IR 3 s 7→ eisA(z −H)−1e−isA(H0 + b)
1
2 ∈ B(H)

is C1 for the norm topology. In fact let

H(s) := eisAHe−isA = e−sH0 + φ(eisav).

We have D(H(s)) = D(H0) and ‖(H(s) + i)−1(H0 + i)‖ ≤ C uniformly for |s| ≤ 1. We compute

s−1
(
(z −H(s))−1 − (z −H)−1

)
(H0 + b)

1
2

= s−1(z −H(s))−1(H(s)−H)(z −H)−1(H0 + b)
1
2

= s−1(e−s − 1)(z −H(s))−1H0(z −H)−1(H0 + b)
1
2

+(z −H(s))−1φ(s−1(eisa − 1l)v)(z −H)−1(H0 + b)
1
2

= s−1(e−s − 1)(z −H(s))−1H0(z −H)−1(H0 + b)
1
2

+(z −H(s))−1(H0 + b)
1
2 (H0 + b)−

1
2 (K + b)

1
2

×(K + b)−
1
2φ(s−1(eisa − 1l)v)(z −H)−1(H0 + b)

1
2 .

Using (13.1) and Prop. A.1, we obtain that

lim
s→0

s−1
(
(z −H(s))−1 − (z −H)−1

)
(H0 + b)

1
2 = (z −H)−1(−H0 + φ(iav))(z −H)−1(H0 + b)

1
2 .

in norm, which proves in particular that H ∈ C1(A). It remains to prove that the map

IR 3 s 7→ eisA(z −H)−1(−H0 + φ(iav))(z −H)−1e−isA ∈ B(H)

is Cε
′

for the norm topology. We write:

eisA(z −H)−1H0(z −H)−1e−isA

= eisA(z −H)−1e−isA(H0 + b)
1
2

×(H0 + b)−
1
2 eisAH0e−isA(H0 + b)−

1
2

×(H0 + b)
1
2 eisA(z −H)−1e−isA.
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The first and third terms in the product are C1 in norm. The second term is equal to e−sH0(H0+
b)−1 and hence is also C1 in norm. This shows that

IR 3 s 7→ eisA(z −H)−1H0(z −H)−1e−isA

is C1 in norm. We consider next:

eisA(z −H)−1φ(iav)(z −H)−1e−isA

= eisA(z −H)−1e−isA(H0 + b)
1
2

×(H0 + b)−
1
2φ(eisaiav)(H0 + b)−

1
2

×(H0 + b)
1
2 eisA(z −H)−1e−isA.

Again the first and third terms in the product are C1 in norm. The second term we write as

(H0 + b)−
1
2 (K + b)

1
2φ(eisa(K + b)−

1
2 iav)(H0 + b)−

1
2 .

Using (13.1) and Prop. A.1 we see that the second term is Cε
′

in norm. This completes the
proof of the lemma. 2

Lemma 13.2 Let ft(x) ∈ C∞(IR3) with |∂αx ft(x)| ≤ Cαt−ρ|α|. Then:
i) for F ∈ C∞(IR) with ∂αλF ∈ O(〈λ〉−|α), we have:

[Γ(ft), F (
A

t
)] ∈ O(N)t−ρ.

ii) if supp ft ⊂ {|x| ≤ ct}, |ft| ≤ 1 then:

Γ(ft)
A

t
Γ(ft) ≤ cdΓ(|k|) + CNt−ρ.

Proof. Let us first prove i). We set F (λ) = (λ + i)F−1(λ), with ∂αλF−1(λ) ∈ O(〈λ〉−1−α). We
have:

[Γ(ft), F (
A

t
)] = [Γ(ft),

A

t
]F−1(

A

t
) + (

A

t
+ i)[Γ(ft), F−1(

A

t
)].(13.3)

Now [Γ(ft), At ] = dΓ(ft, [ft, at ]) ∈ O(N)t−ρ, using [DG2, Lemma 2.8].
Let us estimate the second term in (13.3). Let F̃−1 ∈ C∞(C) be an almost-analytic extension

of F−1 satisfying (see eg [DG1, Prop. C.2.2]):

|∂F̃−1
∂z (z)| ≤ CN 〈z〉−2−N |Imz|N , N ∈ IN,

supp F̃−1 ⊂ {z||Imz| ≤ C〈Rez〉}.

We have:
(At + i)[Γ(ft), F−1(At )]

= i
2π

∫
C ∂ zF̃−1(z)(At + i)(z − A

t )−1[Γ(ft), At ](z − A
t )−1dz ∧ d z

∈ O(N)t−ρ,
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using the properties of F̃−1 and the fact that N commutes with A and Γ(ft). This completes
the proof of i).

Let us now prove ii). We have:

Γ(ft)At Γ(ft)

= 1
2Γ(ft)dΓ(xt .Dx)Γ(ft) + 1

2Γ(ft)dΓ(Dx.
x
t )Γ(ft)

= 1
2Γ(f2

t )dΓ(xt .Dx) + 1
2dΓ(Dx.

x
t )Γ(f2

t ) +O(N)t−ρ.

Hence on the n−particle sector we have:

Γ(ft)
A

t
Γ(ft) =

1
2

n∑
i=1

aibi + biai +O(N)t−ρ,

for
ai = Πn

j=1f
2
t (xj)

xi
t
, bi = Dxi .

Note the following identity:

(ab+ ba)2 = 4ba2b+ 2[[a, b], ab] + [a, b]2.(13.4)

This yields
(aibi + biai)2 ≤ 4bia2

i bi +O(t−2ρ)

≤ 4c2b2i +O(t−2ρ),

using the properties of ft. Using the fact that the function λ → λ
1
2 is matrix monotone (see

[BR, Sect. 2.2.2]), we obtain:

±1
2

(aibi + biai) ≤ c|bi|+O(t−ρ).

Summing over i, we get:

±Γ(ft)
A

t
Γ(ft) ≤ cdΓ(|k|) + CNt−ρ,

which proves ii). 2

The following theorem is the main result of this section. It means that if a Mourre estimate
holds on an energy interval ∆, then on the range of 1l∆(H) the space of asymptotic vacua in
H+

c coincide with the space of bound states for c small enough.

Theorem 13.3 Assume (H0) for α > 1, (I0), (I1) for ε0 > 1, (I2) for µ > 1, (I5) for µ2 > 1
and (I6) for ε > 0. Let 0 < ρ < 1 such that ρε0 > 1, ρµ2 > 1 and 0 < c < c′ < 1. Let ∆ ⊂ IR be
an open interval such that the following Mourre estimate holds on ∆:

1l∆(H)[H, iA]1l∆(H) ≥ c01l∆(H) +R,

where c0 > 0 and R ∈ B(H) is compact. Then for 0 < c < c(∆, c0) we have:

1l∆(H)K+
c = 1l∆(H)Hpp(H).
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Proof. To prove the theorem, it suffices to prove that for c small enough

1l∆(H)Hcont(H) ∩ K+
c = {0},(13.5)

whereHcont(H) is the continuous spectral subspace of H. In fact (13.5) implies that 1l∆(H)K+
c ⊂

1l∆(H)Hpp(H). The fact that Hpp(H) ⊂ K+
c is shown in Prop. 8.4.

We first recall that it follows from the fact that H ∈ C1(A) and that H satisfies a Mourre
estimate on ∆ that:

i) σpp(H) is locally finite in ∆,
ii) ∀λ ∈ ∆\σpp(H), ∀ε > 0, there exists δ > 0 such that

1l[λ−δ,λ+δ](H)[H, iA]1l[λ−δ,λ+δ](H) ≥ (c0 − ε)1l[λ−δ,λ+δ](H).(13.6)

Let now f0 ∈ C∞(IR) satisfying (12.14) and let λ ∈ ∆\σpp(H). We will show that for δ and
c small enough, we have:

‖Γ+
c (f0)1l[λ−δ,λ+δ](H)‖ < 1.(13.7)

Note that by Thm. 12.5 Γ+
c′(f0)1l[λ−δ,λ+δ](H) is equal to the orthogonal projection on the space

1l[λ−δ,λ+δ](H)K+
c , for 0 < c < c′. Hence (13.7) implies that for c small enough

1l[λ−δ,λ+δ](H)K+
c = {0},

which implies (13.5).
Let us now prove (13.7). We deduce first from (13.6) and the fact that H ∈ C1+ε′(A) for

some ε′ > 0 that for any ε > 0 we have:

e−itH1l[λ−δ,λ+δ](H)u = F (
A

t
)e−itH1l[λ−δ,λ+δ](H)u+ o(1),(13.8)

where F ∈ C∞(IR), 0 ≤ F ≤ 1, is supported in {λ ≥ c0 − 2ε} and equal to 1 in {λ ≥ c0 − ε}.
This abstract result is due to [SS2]. A proof under the hypotheses above can be found in [GN].

Let now u ∈ D(N
1
2 ) and χ ∈ C∞0 (]λ− δ, λ+ δ[). We recall that it follows from (4.8) and the

fact that χ(H) preserves D(N
1
2 ) that

‖(N + 1)
1
2χ(H)e−itHu‖ ≤ Ct(1+ε0)−1‖(N + 1)

1
2u‖.(13.9)

We have using (13.8), (13.9), Lemma 13.2 i) and the fact that ρ > (1 + ε0)−1:

(e−itHu, χ(H)Γ(f0 c t)2χ(H)e−itHu)

= (e−itHu, χ(H)Γ(f0 c t)2F (At )χ(H)e−itHu) + o(1)

= (e−itHu, χ(H)Γ(f0 c t)F (At )Γ(f0 c t)χ(H)e−itHu) +O(t−ρ)‖(N + 1)
1
2χ(H)e−itHu‖2 + o(1)

= (e−itHu, χ(H)Γ(f0 c t)F (At )Γ(f0 c t)χ(H)e−itHu) + o(1).

Next we have:

(e−itHu, χ(H)Γ(f0 c t)2χ(H)e−itHu)

= (e−itHu, χ(H)Γ(f0 c t)F (At )Γ(f0 c t)χ(H)e−itHu) + o(1)

≤ (e−itHu, χ(H)Γ(f0 c t) A
(c0−ε)tΓ(f0 c t)χ(H)e−itHu) + o(1)

≤ (e−itHu, c+ε1
c0−εχ(H)dΓ(|k|)χ(H)e−itHu) + o(1),
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using Lemma 13.2 ii) and the fact that supp f0 c t ⊂ {|x| ≤ (c + ε1)t} for all ε1 > 0, t ≥ T (ε1).
Next we have:

χ(H)dΓ(|k|)χ(H) ≤ c1(∆)χ2(H).

Picking c such that cc1(∆) < c0, we obtain for ε, ε1 small enough:

(e−itHu, χ(H)Γ(f0 c t)2χ(H)e−itHu) < (u, χ2(H)u) + o(1).

This yields
‖Γ+

c (f0)χ(H)u‖ < ‖χ(H)u‖, u ∈ D(N
1
2 )

and hence proves (13.7) by density. This completes the proof of the theorem. 2

A Appendix

A.1 Operator bounds

The following proposition is shown in [DJ, Prop. 4.1].

Proposition A.1 Let v ∈ B(K,K ⊗ he), ω be a selfadjoint operator on he. Assume that ω ≥ 0
and that ω is invertible on the range of v. Then:

‖a(v)u‖2 ≤ ‖v∗ω−1v‖(u,dΓ(ω)u),

‖a∗(v)u‖2 ≤ (u, v∗vu) + ‖v∗ω−1v‖(u,dΓ(ω)u),

‖φ∗(v)u‖2 ≤ (u, v∗vu) + 2‖v∗ω−1v‖(u,dΓ(ω)u),

for u ∈ D(dΓ(ω)
1
2 ).

Lemma A.2 Let a, b be two selfadjoint operators on h such that 0 ≤ ap ≤ bp for each 0 ≤ p ≤ k,
p, k ∈ IN. Then

(dΓ(a))k ≤ (dΓ(b))k.

We first note that if ai, bi ∈ B(Hi), i = 1, 2 with 0 ≤ ai ≤ bi then a1⊗ a2 ≤ b1⊗ b2. Next on the
n−particle sector, we have:

dΓ(a)k =
∑
i1+···+in=k a

i1 ⊗ · · · ⊗ ain

≤
∑
i1+···+in=k b

i1 ⊗ · · · ⊗ bin

= dΓ(b)k.

and completes the proof of the lemma. 2
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A.2 Propagation estimates and existence of limits

In this subsection we formulate two generalizations of standard arguments due to Sigal-Soffer
[SS1]. Their proofs are analogous to the standard ones.

Proposition A.3 Let H be a Hilbert space, D ⊂ H a dense subspace, H a selfadjoint operator
on H and

IR+ 3 t 7→ Φ(t) ∈ B(H)

a function with supt≥0 ‖Φ(t)‖ <∞. Assume that for u ∈ D the function:

f(t) = (ut,Φ(t)ut) ∈ C1(IR) if ut = e−itHu,

and
d
dt
f(t) ≥ (ut, R∗(t)R(t)ut)−

n∑
i=1

(ut, R∗i (t)Ri(t)ut)

where ∫ +∞

1
‖Ri(t)ut‖2dt ≤ C‖u‖2, u ∈ D, 1 ≤ i ≤ n.

Then ∫ +∞

1
‖R(t)ut‖2dt ≤ C‖u‖2, u ∈ D.

Proposition A.4 Let Hi,Di, Hi i = 1, 2 be as in Prop. A.3. Let

IR+ 3 t 7→ Φ(t) ∈ B(H1,H2)

a function with supt≥0 ‖Φ(t)‖ <∞. Assume that for ui ∈ Di the function

f(t) = (u2,t,Φ(t)u1,t) ∈ C1(IR)

and

|df(t)
dt
| ≤

n∑
i=1

‖B2,j(t)u2,t‖‖B1,j(t)u1,t‖,

where ∫ +∞

1
‖Bi,j(t)ui,t‖2dt ≤ C‖ui‖2, ui ∈ Di i = 1, 2, 1 ≤ j ≤ n.

Then
s- lim
t→+∞

eitH2Φ(t)e−itH1 exists.
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A.3 Existence of limits of asymptotic observables

In this subsection we give two different methods to show the existence of weak or strong limits
of asymptotic observables.

Proposition A.5 Let Hi,Di, Hi i = 1, 2 be as in Prop. A.3. Let for ε ∈ [0, 1[:

IR+ 3 t 7→ Φε(t) ∈ B(H1,H2)

such that:
supt∈IR+ ‖Φε(t)‖ <∞,∀ε ≥ 0, supε∈[0,1[ ‖Φε(0)‖ <∞;(A.1)

fε(t) = (vt,Φε(t)ut) ∈ C1(IR+) for u ∈ D1, v ∈ D2;

|dfε(t)dt | ≤
∑n
i=1 ‖R1,j(t)ut‖‖R2,j(t)vt‖ uniformly in ε ∈ [0, 1[

with
∫+∞

1 ‖Ri,j(t)ut‖2dt ≤ C‖u‖2, u ∈ Di, i = 1, 2, 1 ≤ j ≤ n;

(A.2)

w − limε→0 Φε(t) = Φ0(t), ∀t� 1,

resp. s- limε→0 Φε(t) = Φ0(t), ∀t� 1.
(A.3)

Then:
i) s- lim

t→+∞
eitHΦε(t)e−itH =: Φ+

ε exists ∀ε ∈ [0, 1[

ii)
w − limε→0 Φ+

ε = Φ+
0 ,

resp. s- limε→0 Φ+
ε = Φ+

0 .

Proof. i) follows from Prop. A.4. It follows from (A.1), (A.2) that Φ+
ε is uniformly bounded

in ε. Hence to prove ii) it suffices by density to show that

lim
ε→0

(v,Φ+
ε u)− (v,Φ+

0 u) = 0, v ∈ D2, u ∈ D1,

respectively that:
lim
ε→0

sup
v∈D2,‖v‖≤1

|(v,Φ+
ε u)− (v,Φ+

0 u)| = 0, u ∈ D1.

We have:
(v,Φ+

ε u)− (v,Φ+
0 u)

= (vT ,Φε(T )uT )− (vT ,Φ0(T )uT )

+
∫+∞
T

d
dt(vt,Φε(t)ut)dt−

∫+∞
T

d
dt(vt,Φ0(t)ut)dt.

The sum of the last two terms is less than

2
∑n
i=1(

∫+∞
T ‖R1,j(t)ut‖2dt)

1
2 (
∫+∞
T ‖R2,j(t)vt‖2dt)

1
2

≤ C
∑n
i=1(

∫+∞
T ‖R1,j(t)ut‖2dt)

1
2 ‖v‖,

uniformly in ε by (A.2). For T � 1 this is less than α‖v‖ for fixed u ∈ D1, uniformly in ε. Then
ii) follows from the fact that for fixed T Φε(T ) converges weakly (resp. strongly) to Φ0(T ) when
ε→ 0. 2
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Proposition A.6 Let H,D, H be as in Prop. A.3. Let for ε ∈]0, 1[

IR+ 3 t 7→ Φε(t) ∈ B(H) selfadjoint,

such that for fixed ε Φε(t) satisfies the hypotheses of Prop. A.4 with Hi = H, Di = D and
Hi = H, i = 1, 2. It follows that

Φ+
ε = s- lim

t→+∞
eitHΦε(t)e−itH exists ∀ε > 0.

Assume that
0 ≤ Φ+

ε ≤ 1l;

d
dt(ut,Φε(t)ut) ≥ −‖R(t)ut‖2, ε ∈]0, 1[, u ∈ D;

where
∫+∞
1 ‖R(t)ut‖2dt ≤ C‖u‖2, u ∈ D;

w − limε→0 Φε(t) = 1l, ∀t� 1.

Then
w − lim

ε→0
Φ+
ε = 1l.

Proof. Since Φ+
ε is uniformly bounded, it suffices by density to show that

lim
ε→0

(u,Φ+
ε u) = (u, u), u ∈ D.

We have:
(u,Φ+

ε u) = (uT ,Φε(T )uT ) +
∫+∞
T

d
dt(ut,Φε(t)ut)dt

≥ (uT ,Φε(T )uT )−
∫+∞
T ‖R(t)ut‖2dt.

For α > 0 we first choose T � 1 such that the second term is less than α then ε0 such that
for ε < ε0 the first term is greater than (u, u) − α. We obtain limε→0(u,Φ+

ε u) ≥ ‖u‖2. Since
(u,Φ+

ε u) ≤ ‖u‖2 this proves the proposition. 2

A.4 Existence of some projections

In this subsection we show the existence of some projections, using pseudo-resolvent arguments.

Proposition A.7 Let H, H be as in Prop. A.3 and let IR+ 3 t 7→ Bt, where Bt is a selfadjoint
operator on H, Bt ≥ 0. Assume that ∀λ ∈ C\IR:

R+(λ) = s- lim
t→+∞

eitH(Bt + λ)−1e−itH exists.

Then:
i) for χ ∈ C∞(IR) the limit

χ+ = s- lim
t→+∞

eitHχ(Bt)e−itH exists.

ii) if χ ∈ C0(IR), 0 ≤ χ ≤ 1, χ decreasing, χ ≡ 1 near 0 and χn(λ) = χ(n−1λ) then

s- lim
n→+∞

χ+
n = P+ exists
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and is an orthogonal projection independent on the choice of χ.

iii) P+ = s- lim
ε→0

s- lim
t→+∞

eitH(εBt + 1l)−1e−itH .

Proof. i): the functions s 7→ (s+λ)−1 for λ ∈ C\IR are total in C∞(IR) by the Stone Weierstrass
theorem. Hence the limit χ+ exists for all χ ∈ C∞(IR).

ii): clearly we have [χ+
n , χ

+
m] = 0 ∀n,m and χ+

n ≤ χ+
n+1 ≤ 1l. Hence P+ = w − limn→+∞ χ

+
n

exists.
For m ≥ n0n with n0 large enough, we have χ+

nχ
+
m = χ+

n . Letting m → +∞, we obtain
χ+
nP

+ = χ+
n . Letting then n→ +∞ we obtain P+2 = P+, ie P+ is a projection. We also have

χm(n) ≤ χ2
n ≤ χn, for m(n) � n, m(n) → +∞ when n → +∞. Hence χ+

m(n) ≤ χ+2
n ≤ χ+

n .
Letting n→ +∞, we get P+ = w − limn→+∞ χ

+2
n .

Then we compute

lim
n→+∞

‖(P+ − χ+
n )u‖2 = lim

n→+∞
(u, (χ+2

n − P+)u) = 0,

which shows that P+ = s- limn→+∞ χ
+
n . To prove that P+ is independent on the choice of χ,

we note that if χ1, χ2 are two such functions, we have χ1,m(n) ≤ χ2,n for m(n) → +∞ when
n→ +∞. This yields χ+

1,m(n) ≤ χ
+
2,n and proves the statement by letting n→ +∞.

To prove iii) it suffices to show that if χ ∈ C∞(IR), 0 ≤ χ ≤ 1, χ decreasing on IR+ and
χ(0) = 1 then s- limn→+∞ χ

+
n = P+. For such χ and fixed ε0 > 0, we can find a function χ1

satisfying the conditions of ii) such that ‖χ− χ1‖∞ ≤ ε0. Then the statement follows from the
fact that s- limn→+∞ χ

+
1,n = P+, by ii). 2
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