
Gravitational clustering and additive coalescence

Christophe Giraud∗

Abstract: we investigate a gravitational system in dimension one, started from some
”uniform” random initial data. In Section 2, a connection is established with the additive
coalescence. An hydrodynamic limit is obtained in Section 3 and it suggests a new con-
struction of the standard additive coalescent. The latter is given in Section 3.2. An infinite
system is considered in Section 4, and is shown to be closely related to the Smoluchowski
additive and multiplicative equations.
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1 Introduction

1.1 The models under investigation

The distribution of the mass in the universe is commonly believed to reflect a small density
fluctuation around the uniform density at the time of baryon-photon decoupling, see e.g.
the survey article [18]. Hence arises the natural question: what kind of mass distribution
appears when the dynamic starts from some ”uniform” random configuration? In this note,
we investigate the mass distribution of a one-dimensional system of particles in newtonian
interaction started from a random setting. We refer to [12, 9, 11] for some recent studies on
the subject. In the case we will focus on, many features are known, such as the statistics
of the last time of collision or the size of the largest cluster, see [9, 11]. Our intention in
this work is to emphasize a close link between the gravitational dynamic and the additive
coalescence.

In dimension one, two masses m and m′ attract each other according to the force F =
Gmm′, where G denotes the gravitational constant. In particular, the strength F does not
depend on the distances between the two masses. When two (or more) particles collide, we
will assume that they stick and merge into a new particle (we call cluster) with conservation
of the mass and the momentum. We fix henceforth G = 1 and we will focus in Section 2 and
3 on a system of N particles with initial masses m1, . . . ,mN , initial locations x1, . . . , xN and
initial velocities v1, . . . , vN . We will assume that the mi’s are deterministic, and we will focus
on the special case where the vi’s are coupled with the mi’s via the relation

vi+1 − vi = −λ

2
(mi + mi+1) , λ ≥ 0 , (1)
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which is crucial for the following analysis. The xi’s will be random, and a first idea to mimic
a uniform configuration is to consider as initial locations N independent uniform variables on
[0, 1]. This will be our first assumption:

Assumption 1 : the initial locations x1, . . . , xN are given by N ordered independent uniform
variables on [0, 1].

In fact, it will be often more convenient to replace the previous assumption by the following:

Assumption 2 : x1 and the di = xi+1−xi, i ∈ {1, . . . , N−1} are N independent exponential
variables with parameter c > 0.

These two assumptions are actually closely related since if d0, . . . , dN are N + 1 independent
exponential variables with parameter c > 0, then the

x̃i :=
d0 + . . . + di−1

d0 + . . . + dN
, i ∈ {1, . . . , N} (2)

are distributed as N ordered independent uniform variables on [0, 1].
The purpose of this work is to compare this model of gravitational clustering with the

additive coalescent, which is a mathematical object that describes the evolution of the masses
in a system of clusters, where each pair of clusters, say with mass mi and mj , merges as
a single cluster with mass mi + mj , at rate mi + mj , independently of the other pairs, see
Section 2.2 for a more detailed description. Besides, we shall also consider in the last section,
an infinite system, we will define there and connect to the Smoluchowski coagulation equation.

1.2 Organization of the paper

Next subsection is devoted to some remarks on the gravitational dynamic in dimension one.
We link in Section 2 the gravitational clustering (under Assumption 2) with the additive
coalescence. We consider in Section 3 the case mi = 1/N , and we show the existence of
an hydrodynamic limit as N → ∞, which can be expressed in terms of the convex hull of
some ”Brownian” path. This limit strongly suggests a construction of the so-called standard
additive coalescent in terms of the convex hull of a special ”Brownian” process, which is
done in Section 3.2. In Section 4, an infinite system is investigated. Some initial conditions
called ”Poisson clouds” are shown to be stable under the gravitational dynamic and their
evolution appears to be connected to the Smoluchowki additive equation, see Theorem 2
there. It is interesting to mention that this equation has already been proposed as a model for
gravitational clustering, see [15]. Finally, some technicalities are postponed to the Appendix.

1.3 Analyzing the dynamic

Consider two sets Ii and Ii+1 of consecutive indices, i.e. of the form Ii = {k, k +1, . . . , k + j}
and Ii+1 = {k + j + 1, k + j + 2, . . . , k + q}. Assuming condition (1), one can check that the
velocities of the barycenters of the particles with label in Ii and Ii+1 also fulfills relation (1),
viz

VIi+1 − VIi = −λ

2
(MIi + MIi+1) , (3)

where
MIi =

∑
j∈Ii

mj and VIi =
1

MIi

∑
j∈Ii

mjvj .
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Let the system evolve according to the dynamic described above. Since the mass and momen-
tum are conserved during collisions, as long as there is no interaction between the particles
with initial label in the set Ii and the others, the location XIi(s) of their barycenter at time
s is given by

XIi(s) = XIi + sVIi +
s2

2

(
M

(R)
Ii

−M
(L)
Ii

)
where M

(R)
Ii

(respectively M
(L)
Ii

) represents the mass of the particles at the right (resp. left)
of the particles with indices in Ii. In particular, if the particles with initial label in Ii and
Ii+1 do not have interacted with the exterior up to time s then

XIi+1(s)−XIi(s) = XIi+1 −XIi + s(VIi+1 − VIi)−
s2

2
(
MIi + MIi+1

)
In view of (3), if we set t = 2λs + s2, inversed by s = τ(t), we obtain

XIi+1(τ(t))−XIi(τ(t)) = XIi+1 −XIi −
t

2
(
MIi + MIi+1

)
. (4)

In the sequel, we will always consider the system at time τ(t), and refer to

t = 2λs + s2

as the time, i.e. we completely forget the time s. We index the nt clusters present at time t
from left to right; cluster number 1 will correspond to the left most cluster, whereas cluster
number nt will correspond to the right most cluster. For i ∈ {1, . . . , nt}, we write I(i, t)
for the set of the labels of the initial particles (the ones present at time 0) making up the
i’th cluster at time t. Applying formula (4) to the I(i, t)’s, one notices that the dynamic
of the system between the shocks can be described as follows. The distance d between two
consecutive masses m and m′ decreases according to

.
d (t) = −m + m′

2
. (5)

This point of view will be especially appropriate to investigate the clustering dynamic of the
system.

Before starting this analysis, we mention that in view of (2) and (4) the statistics of the
system at time t under Assumption 1 are the same as the statistics of the system at time TN t
under Assumption 2, after a space rescaling x 7→ x/TN , with TN = d0 + . . . + dN .

2 Clustering dynamic

2.1 Description

We are interested in this section in the clustering dynamic of the system, viz on the evolution
of the masses m1(t), . . . ,mnt(t) of the nt clusters present at time t, ranked in their spatial
order. We will work under Assumption 2, i.e. with a system which is initially made of N
particles of mass m1, . . . ,mN , with interdistances di = xi+1 − xi distributed as independent
exponential variables with parameter c > 0. Next proposition describes the evolution of
M(t) = (m1(t), . . . ,mnt(t)).
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Proposition 1 Under Assumption 2, each pair of neighbouring clusters, say with masses mi

and mi+1, merges as a single cluster with mass mi +mi+1 at rate c
2(mi +mi+1) independently

of the other pairs.
More precisely, M is a Markov step process, and for i = 1 to n− 1 its jump rate from the

state (m1, . . . ,mn) to the state (m1, . . . ,mi−1,mi + mi+1,mi+2, . . . ,mn) is

c
mi + mi+1

2
.

All the other jump rates are zero.

Proof: Call t1 the time of the first aggregation. Since at time t < t1, the distance between
the cluster i and i + 1 is given by di(t) = di − t

2(mi + mi+1) , the first aggregation time
corresponds to

t1 = min
(

2d1

m1 + m2
, . . . ,

2dN−1

mN−1 + mN

)
.

In particular, t1 is distributed as an exponential variable of parameter

c
(m1

2
+ m2 + . . . + mN−1 +

mN

2

)
,

and the probability that at time t1 the aggregation occurs between the particles i and i+1 is

mi + mi+1

2
(

m1
2 + m2 + . . . + mN−1 + mN

2

) ·
Assume that the collision at time t1 involves particles i and i + 1, i.e. t1 = 2di/(mi + mi+1).
Then, for j ≤ i − 1, the distance between the cluster j and the cluster j + 1 at time t1+ is
dj(t1) = dj − t1(mj + mj+1)/2, whereas for j ≥ i, it is dj(t1) = dj+1 − t1(mj+1 + mj+2)/2.
Conditionally on t1 = 2di/(mi + mi+1), the (dj , j 6= i) are independent exponential variables
conditioned to be larger than t1(mj + mj+1)/2, so due to the absence of memory of the
exponential law, the dj(t1) are distributed as independent exponential variables of parameter
c. Iterating the argument, it should be plain that M is a Markov process with the jump rates
specified in the proposition. �

2.2 Connection with the additive coalescence

We notice in this subsection, that if we transform the system in a periodic (or equivalently
cyclic) system, then the clustering dynamic is, up to a time change, nothing but the one of an
additive coalescent. An additive coalescent (C↓(t), t ≥ 0) started from N clusters with total
mass m = m1 + . . . + mN is a step Markov process in the space S↓m := {(s1, s2, . . .) : s1 ≥
s2 ≥ · · · ≥ 0, s1 + s2 + · · · = m} with N − 1 jump times τ1 < · · · < τN−1. The times between
two consecutive jumps, τ1, τ2 − τ1, . . . , τN−1 − τN−2 are independent exponential variables
with parameters m(N − 1),m(N − 2), . . . ,m, which are independent of the Markov chain
(C↓(τk), k = 0 . . . N − 1) (with the convention τ0 = 0). The transitions of the latter chain
can be described as follows. The probability given C↓(τk) = (m1, . . . ,mN−k) that C↓(τk+1)
is obtained from the coalescence of the clusters with mass mi and mj , 1 ≤ i < j ≤ N − k, is

mi + mj

m(N − k − 1)
.
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We make the gravitational system cyclic, in considering the same dynamic but on a
circle (of variable size). We introduce a new variable dN independent of the others with
an exponential distribution of parameter c. The particles are put on a circle of perimeter
d1 + · · · + dN , so that the distance between the particle i and i + 1 is given by di for i =
1, . . . , N − 1 and the distance between the particle N and 1 is dN . Then, between shocks, we
let the distance between two adjacent clusters of mass mi and mi+1 evolve according to

.
di (t) = −mi + mi+1

2
.

Notice that at time t, the perimeter d1(t)+ · · ·+dnt(t) of the circle equals d1 + · · ·+dN −mt.
In terms of the process M described in Proposition 1, this system also allows the jump from
the state (m1, . . . ,mn) to the state (m1 + mn,m2, . . . ,mn−1) at rate c(m1 + mn)/2.

Write (m↓
1(t), . . . ,m

↓
nt(t)) for the sequence of the masses of the clusters present at time t

ranked in the decreasing order. Next result states that M↓(t) = (m↓
1(t), . . . ,m

↓
nt(t)) evolves

after a time change as an additive coalescent. It rephrases in our setting and up to a time
change Proposition 2 in [4].

Fact 1 The evolution of the ranked sequences M↓(t) = (m↓
1(t), . . . ,m

↓
nt(t)) of the masses of

the cyclic system at time t can be depicted as follows. Each pair of cluster, say with mass m↓
i

and m↓
j merges, independently of the others, into a single cluster with mass m↓

i + m↓
j at rate

c
m↓

i + m↓
j

nt − 1
,

where nt denotes the number of the clusters present in the system at time t.
More precisely, the process M↓ is a step Markov process, with N − 1 jump times T1 <

· · · < TN−1. The times between two consecutive jumps, T1, T2 − T1, . . . , TN−1 − TN−2 are
independent exponential variables with parameter cm, which are independent of the Markov
chain (M↓(Tk), k = 0 . . . N − 1) (with the convention T0 = 0). The latter chain has the same
distribution as the chain (C↓(τk), k = 0 . . . N − 1). In other word, (M↓(t), 0 ≤ t ≤ TN−1) is
distributed as the additive coalescent (C↓(σt), σt ≤ τN−1), with the time change∫ σt

0
(ks − 1) ds = ct , (6)

where kt denotes the total number of clusters in C↓(t).

3 An hydrodynamic limit

We focus in this section on the case where the masses of the initial particles are mi = 1/N ,
i = 1, . . . , N and we are interested in the statistical behaviour of the system when N becomes
large.

3.1 Statistical behaviour

As a sketch of the dynamic, we recall what happens when at the initial time the distances are
given by di = 1/N , i = 1, . . . , N−1. Then di(t) = (1−t)/N , which means that every particles
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collide simultaneously at time t = 1 and merge into a single cluster of mass 1. According
to the law of large numbers, the same kind of behaviour is expected for large N when one
works under the Assumption 1 or 2. Indeed, in the first case it has been shown that the last
collision occurs between two macroscopic clusters (i.e. clusters whose mass does not vanish
as N → ∞) at a time that differs from 1 at order 1/

√
N , see Theorem 3.1 in [9]. Moreover,

at a time t < 1 the largest cluster has a size of order log(N), whereas a typical cluster is of
bounded size (see [9, 11] for precise statements).

Assume then, that at the initial time the masses of the particles are 1/N and consider
Assumption 2 with c = N (then d1 + · · ·+dN−1 → 1 in probability). Since a typical cluster is
only involved in a finite number of collision before time 1, the original system and the cyclic
system have a similar statistical behaviour for large N when t < 1. Now, the statistics of an
additive coalescent C↓ started from N masses 1/N are well-known, so we can compute many
statistical properties of the cyclic model. For example, for t < 1 the law of large numbers
ensures that the number nt of particles at time t is equivalent to N(1−t) as N goes to infinity
and we can lift from [2] that the sequence M↓(TN−k) is distributed as

1
N

(B↓
1 , . . . , B↓

k | B
↓
1 + . . . + B↓

k = N)

where B↓
1 , . . . , B↓

k are k ordered independent Borel variables1. In particular, via a large
deviation analysis, one can show that conditionally on B↓

1 + . . . + B↓
N(1−t) = N ,

B↓
1 =

log N − 3
2 log log N

t− 1− log t
+ o(log log N).

This permits for example to recover the result of Lifshits and Shi, which states that in the
original system the size of the largest cluster at time t < 1 is equivalent to

log N

t− 1− log t

as N tends to infinity, see Theorem 3.3 in [11].
An interesting question when one considers the limit N →∞ is the question of existence

of an hydrodynamic limit. The additive coalescent is known to admit such a limit. More
precisely, if C↓

N (t) denotes an additive coalescent started from N particles of mass 1/N ,

then the process
(
C↓

N (1
2 log N + t),−1

2 log N ≤ t < ∞
)

is known to converge when N → ∞
towards the so-called standard additive coalescent Π↓, see Evans and Pitman [8]. Now, one
can check from (6) that σ

(N)
t converges in probability to − log(1−t), so putting pieces together

this suggests an hydrodynamical limit for the original system in a time scale of order 1/
√

N
around 1. We emphasize yet that in this time scale the statistics of the original system
differ perceptibly from the statistics of the cyclic system and the hydrodynamic limit will not
correspond to the additive coalescent. We thus have to lead a different analysis, which is the
topic of the next subsection.

3.2 An hydrodynamic limit

A glance to the relation (4) tells us a bit more than (5). Indeed, the system behaves has a
system of free sticky particles (which means that between shocks particles move at constant

1remind that the law of a Borel variable B is given by P(B = k) = e−kkk−1/k!.
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speed and the shocks are completely inelastic) with initial velocities (ui)1,N fulfilling

u2 − u1 = −1
2
(m1 + m2), . . . , uN − uN−1 = −1

2
(mN−1 + mN ) .

Recall that I(1, t), . . . , I(nt, t) stands for the set of the labels of the particles making up the
nt clusters present at time t. An integer k will be called a right-label at time t, if there exist
i and l ≤ k such that I(i, t) = {l, . . . , k}. It should be plain that an integer k ≤ N is a
right-label if and only if

sup
1≤l≤k

∑k
j=l mj(xj + tuj)∑k

j=l mj

< inf
k+1≤r≤N

∑r
j=k+1 mj(xj + tuj)∑r

j=k+1 mj
.

In a geometrical point of view, the right labels correspond to the labels of the contact points
between the set

PN =


 k∑

j=1

mj ,
k∑

j=1

mj(xj + tuj)

 , k = 1, . . . , N

⋃{
(0, 0)

}
and its convex hull CN , the point {(0, 0)} excepted.

Let us come back to the special case mi = 1/N . For the sake of simplicity, we will
assume that λ = 0 in condition (1) and v1 = 0, so that vi = 0 for i = 1, . . . , N , and
ui = 1/2− (2i− 1)/2N , for i = 1, . . . , N . The quantity

∑k
j=1 mj(xj + tuj) then equals

1
N

k∑
j=1

xj −
t

2

(
k

N

)2

+
kt

2N
.

We define XN by

XN (y) = xk for
k − 1

N
< y ≤ k

N
and XN (0) = 0,

so that the set PN can be expressed as

PN =

{(
k

N
,

∫ k/N

0
XN (y)− ty +

t

2
dy

)
, k = 0, . . . , N

}
.

Under Assumption 1 or Assumption 2 with c = N , it is appropriate to introduce the process
bN (y) :=

√
N(XN (y) − y), which is known to converge in law towards a brownian bridge in

the first case, and towards a brownian motion in the second case, see e.g. [16] Theorem 1. At
time t = 1 + s/

√
N , with s ≥ −

√
N , the set PN then corresponds to

PN =

{(
k

N
,

1√
N

∫ k/N

0
bN (y)− sy +

√
N + s

2
dy

)
, k = 0, . . . , N

}
.

Moreover, if k and m are two consecutive right-labels, it should be plain from the conservation
of momentum, that the slope of CN between k/N and m/N corresponds to the location at time
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t of the cluster made up of the particles with label k + 1, . . . ,m. This suggests a connection
in time scale s =

√
N (t− 1) and space scale x′ =

√
N (x− t/2) between the density of mass

ρN (t, dx) =
∑

i

MI(i,t)δXI(i,t)(τ(t))(dx)

and the convex hull of the integral of a brownian motion or bridge with drift.
To make the statement rigorous we associate to x, t ∈ R and a càdlàg2 path b : [0, 1] → R

the largest abscissa ab(t, x) in [0, 1] where

z 7→
∫ z

0
b− t

2
z2 − xz

reaches its minimum. A moment of thought shows that {ab(t, x), x ∈ R} coincides with
the abscissaes where z 7→

∫ z
0 b − t

2z2 touches its convex hull. For any t ∈ R, the function
x 7→ ab(t, x) is càdlàg, non decreasing from 0 to 1, and its weak derivative ρb defined by

ρb(t, ]x, y]) = ab(t, y)− ab(t, x) (7)

is a probability measure on R. We endow henceforth the space P(R) of probability measure on
R with the topology of weak convergence, i.e. a sequence of probability measure µN converges
towards µ if and only if 〈f, µN 〉 → 〈f, µ〉 for any f continuous and bounded on R. The next
result exhibits an hydrodynamic limit for the system.

Proposition 2 Consider a system started from N particles with mass 1/N , velocity 0 and
assume that either Assumption 1 or Assumption 2 with c = N holds. Then the density(

ρN

(
1 +

t√
N

, d

(
1
2

+
x + t/2√

N

))
, t ≥ −

√
N

)
converges in the sense of finite dimensional distribution towards ρb(t, dx) (defined by (7)),
with b distributed as a Brownian bridge in the first case and as a Brownian motion in the
second case.

Remark: the previous proposition fits in the first case with the convergence of the last time
of collision T l.c.

N stated in Theorem 3.1 of [9]:

√
N
(
T l.c.

N − 1
)

law→ sup
x∈[0,1]

(
1

1− x

∫ 1

x
b(t) dt− 1

x

∫ x

0
b(t) dt

)
,

with b a Brownian bridge.

Proof: We focus for the sake of simplicity on the one-dimensional distribution, the general
case can be treated in a similar way. The convergence is based on the following elementary
lemma.

Lemma 1 The function b → ρb(t, ·) is continuous from the space (D, || ||) of càdlàg functions
from [0, 1] to R endowed with the uniform metric to P(R) endowed with the topology of weak
convergence.

2right continuous with left limits (”continu à droite avec limites à gauche” in french)
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Proof of lemma 1: Consider a sequence bN in D that converges uniformly to b and x ∈ R
such that ab(t, x) = ab(t, x−), where f(x−) stands for the left limit of f at x. If abN

(t, x)
does not converge to ab(t, x), then up to an extraction we can assume that e.g.

abN
(t, x) → a > ab(t, x).

Then taking the limit in the inequality∫ abN
(t,x)

0
bN − t

2
(abN

(t, x))2 − xabN
(t, x) ≤

∫ ab(t,x)

0
bN − t

2
(ab(t, x))2 − xab(t, x) ,

leads to (using the uniform convergence of
∫ z
0 bN to

∫ z
0 b on [0, 1])∫ a

0
b− t

2
a2 − xa ≤

∫ ab(t,x)

0
b− t

2
(ab(t, x))2 − xab(t, x)

with a > ab(t, x), which contradicts the definition of ab(t, x). The convergence of abN
(t, x) to

ab(t, x) for every x where ab(t, ·) is continuous enforces the weak convergence of ρbN
(t, ·) to

ρb(t, ·). �
The convergence in distribution of bN to b distributed as a brownian bridge under the first
assumption and as a brownian motion under the second assumption combined with Lemma 1
ensures the convergence in distribution of ρbN

(t, ·) to ρb(t, ·). Proposition 2 then follows from
the fact that

ρN

(
1 +

t√
N

, d

(
1
2

+
x + t/2√

N

))
= ρb̃N

(t, dx)

where

b̃N (y) := bN (y) +
t

2

(
y − k

N

)
for

k

N
≤ y <

k + 1
N

fulfills ||b̃N − bN || → 0 when N →∞. �

Let us discuss shortly some of the properties of the hydrodynamic limit. Adapting the ar-
guments of Sinäı [17], one can show that x 7→ ab(t, x) is a pure jump process, which means
that all the mass is contained into the macroscopic clusters. Moreover, a moment of thought
shows that the location of the left-most (macroscopic) cluster at time t corresponds to

x−(t) = inf
z∈[0,1]

1
z

∫ z

0
b(t),

with b
(t)
s = bs − ts and the location of the right-most cluster corresponds to

x+(t) = sup
z∈[0,1]

1
1− z

∫ 1

z
b(t).

These locations are in particular finite with probability one.
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3.3 Standard additive coalescent

The standard additive coalescent Π↓ is a Markov process in the simplex

S↓1 = {(s1, s2, . . .) : s1 ≥ s2 ≥ · · · ≥ 0 and s1 + · · · = 1}

endowed with the uniform metric. It arises in the limit as N →∞ of the coalescent(
C↓

N

(
1
2

log N + t

)
,−1

2
log N ≤ t < ∞

)
started from N masses 1/N and its statistics are well-known, see [2]. For instance, the
distribution of Π↓

t is given by that of the ranked sequence π1 ≥ π2 ≥ · · · of the atoms of a
Poisson measure on ]0,∞[ with intensity e−t dx/

√
2πx3 and conditioned by π1 + · · · = 1. In

view of the previous hydrodynamic limit and the close relationship between the system of
particles and the additive coalescent, one expects a connection between the standard additive
coalescent and the convex hull of some ”brownian” process. Next theorem states such a
connection.

As before, to (x, t) ∈ R × R− and a 1-periodic càdlàg path b we associate the largest
abscissa ãb(t, x) in R where

z 7→
∫ z

0
b− t

2
z2 − xz

reaches its minimum. Note that the path x 7→ ãb(t, x)− x is then 1-periodic and x 7→ ãb(t, x)
is again non-decreasing. We consider the jumps of ãb(t, x) on an interval of size 1 and write
Γ↓b(t) for the sequence of these jumps ranked in the decreasing order.

Theorem 1 Assume that b is 1-periodic and is distributed as a brownian bridge on [0, 1].
Then

(
Γ↓b(−e−t), t ∈ R

)
is a standard additive coalescent.

Remark: in [3], Bertoin has shown a connection between the standard additive coalescent
and the solution of Burgers equation

∂tu + u∂xu = 0 (8)

with an initial velocity u(0, ·) equal to 0 on R− and distributed as a brownian motion on R+.
Theorem 1 provides a new (simplest) connection between Burgers equation and the standard
additive coalescent. Indeed, it is standard (see [10, 6]) that

u(t, x) =
x− ãb

(
−t−1, x

)
t

is solution of (8) with initial condition u(0, ·) = b. Notice that the additive coalescent appears
here naturally from the dynamic, whereas its appearence in [3] follows from some statistical
properties of the brownian path.
Proof: Consider Assumption 2 and recall that M↓(t) denotes the ranked sequence of the
masses in the cyclic model started from N particles of mass 1/N . We set

t(N) = TN

(
1− e−t

√
N

)
,

10



where Tk refers to the k-th time of jump of M↓ and we get from [4] (see Theorem 1 there)
that when N goes to infinity

(
M↓(t(N)), t ≥ − log N

)
converges in law to a standard additive

coalescent Π↓. Now the distribution of((
1

TN
xi(TN t),mi(TN t)

)
, t ≥ 0

)
under Assumption 2 is the same as the distribution of ((xi(t),mi(t)), t ≥ 0) under Assumption
1. So if we write M̃↓(t) for the ranked sequence of the masses at time t in the cyclic system
under Assumption 1, then (

M̃↓
(
1− e−t/

√
N
)

, t ≥ log N
)

converges in distribution towards Π↓.
The connection between M̃↓ and ãb will follow from an analysis in the same vein as the one

lead in the previous subsection. Consider a 1-periodic system, evolving according to (5) and
starting from the following initial condition. The initial configuration (mi, xi)i∈Z is 1-periodic
and there are N particles of mass 1/N on [0, 1] whose locations are given by N i.i.d. uniform
variables on [0, 1]. The right labels at time t then correspond to the labels of the contact
points between

P ′N =

{(
k

N
,
t

2
+
∫ k/N

0
(X̃N (y)− ty) dy

)
, k ∈ Z

}
and its convex hull C′N , where

X̃N (y) = xk for
k − 1

N
< y ≤ k

N
.

So, as before, the sequence M̃↓(1− e−s/
√

N) corresponds to Γ↓bN
(−e−s) where

bN (y) :=
√

N
(
X̃N (y)− y

)
converges in law towards a 1-periodic brownian bridge b. Forthcoming Lemma 2 ensures
the convergence of Γ↓bN

to Γ↓b in the finite dimensional distribution sense, and due to the

uniqueness of the limit, the process
(
Γ↓b(−e−s), s ∈ R

)
is distributed as Π↓.

Lemma 2 Assume that bN belongs to the space of 1-periodic càdlàg path endowed with the
uniform metric. If bN converges in distribution towards a 1-periodic brownian bridge b, then
Γ↓bN

converges in the sense of finite dimensional distribution to Γ↓b .

The proof of Lemma 2 is postponed to the appendix.

4 An infinite system

In view of Bertoin’s work [5] on the evolution of self-attracting Poisson clouds in an expanding
universe, we are tempted to lead a similar analysis in our case. We will first properly define
the evolution of an infinite system and then investigate its statistics when the initial data are
”Poissonian”.

11



4.1 Evolution of an infinite system

We will label the clusters of an infinite system on Z, from left to right. The system will be
described by the sequence (mi, di)i∈Z, where mi represents the mass of the cluster number
i and di the distance between the clusters i and i + 1. Next lemma formalizes the idea
that between collisions the system evolves according to (5). As in [5], this is done via an
approximation of the infinite system by a finite or periodic one.

Indeed, to an infinite configuration ((mi, di), i ∈ Z), we will associate a truncated con-
figuration ((mi, di),−N ≤ i ≤ N) and a 2N + 1-periodic configuration

(
(m[N ]

i , d
[N ]
i ), i ∈ Z

)
defined by m

[N ]
i = m[i]N and d

[N ]
i = d[i]N , where [i]N stands for the main value of i modulo

2N + 1. The sequences((
m

(N)
i (t), d(N)

i (t)
)

, i ∈ {lt, . . . , kt}
)

and
((

m
[N ]
i (t), d[N ]

i (t)
)

, i ∈ Z
)

will then correspond to the configurations obtained at time t from these initial data by the
gravitational dynamic, with the convention that the cluster with label 0 at time t is the cluster
that contains the particle whose initial label is 0.

Lemma 3 Consider an infinite configuration (mi, di)i∈Z with infinite mass
∑

i mi = ∞ and
assume that

t∗ := lim inf
|k|→∞

∑k−1
i=0 di∑k
i=0 mi

> 0 .

Then for any t < t∗ there exists a configuration (mi(t), di(t))i∈Z, such that

mi(t) = m
(N)
i (t) = m

[N ]
i (t)

and di(t) = d
(N)
i (t) = d

[N ]
i (t)

whenever N is large enough.

Proof: We focus on the truncated case. Write IN (i, t) for the set of the initial indices of the
particles that have merged at time t to form the cluster i. It suffices to show that IN (i, t)
remains bounded for any i ∈ Z.

Consider first IN (0, t) = {jN , . . . , kN}, with jN non-increasing and kN non-decreasing
with N . For 0 ≤ s ≤ t, write D(s) for the distance at time s between the particles that
contain the particle with initial label jN and kN , and tN for the first time s where D(s) = 0.
For any time s ≤ tN

D′(s) ≥ −
kN∑

i=jN

mi ,

so that

0 = D(tN ) ≥
kN−1∑
i=jN

di − t

kN∑
i=jN

mi ,

or equivalently ∑kN−1
i=jN

di∑kN
i=jN

mi

≤ t . (9)
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As a consequence, for t < t∗ the indices kN and jN have to remain bounded. Assume now that
IN (0, t), . . . , IN (i − 1, t) are bounded. Then, jN and kN defined by IN (i, t) = {jN , . . . , kN}
also fulfill condition (9), with jN bounded and kN non-decreasing. This enforces again kN to
remain bounded and the lemma is obtained by induction. �

4.2 Evolution of Poisson clouds

In the spirit of [5], we will focus on a special family of initial data, we call Poisson clouds.
Consider a finite measure µ on ]0,∞[, with finite first moment 〈id, µ〉 < ∞ (in the following
”id” refers to the identity x 7→ x on ]0,∞[). A Poisson cloud with intensity µ, is a random
configuration (mi, di)i∈Z such that (mi)i∈Z and (di)i∈Z are two independent sequences of
independent variables, fulfilling3

• each distance di follows an exponential law of parameter 〈1, µ〉,

• for i 6= 0, the masses mi are distributed according to µ/〈1, µ〉,

• the mass m0 follows the size-biased distribution idµ/〈id, µ〉.

Next theorem shows that the gravitational dynamic preserves the Poissonian structure of
a configuration, and links the evolution of its intensity to the Smoluchowski coagulation
equation with multiplicative and additive kernel A∗ and A+. The latter are defined by

〈f,A∗ (µ)〉 =
1
2

∫ ∫
R+2

[f(x + y)− f(x)− f(y)] xy µ(dx)µ(dy)

and 〈f,A+ (µ)〉 =
1
2

∫ ∫
R+2

[f(x + y)− f(x)− f(y)] (x + y) µ(dx)µ(dy) ,

for any f : ]0,∞[→ R borelian and bounded.

Theorem 2 Assume that the initial configuration (mi, di)i∈Z is distributed as a Poisson cloud
with intensity µ0, where µ0 is a finite measure on ]0,∞[, with finite first moment 〈id, µ0〉.
Then the infinite system is well-defined for any time t < T := 〈id, µ0〉−1 and the configuration
(mi(t), di(t))i∈Z is distributed as a Poisson cloud with intensity µt, where (µt/id, 0 ≤ t < T )
is solution of the multiplicative Smoluchowski equation

〈f,
µt

id
〉 = 〈f,

µ0

id
〉+

∫ t

0
〈f,A∗

(µs

id

)
〉 ds (10)

for any measurable function f such that f/id is bounded, or equivalently

µt =
1

T − t
η− log(1−t/T ) (11)

where ηt is the solution started from η0 = Tµ0 of the additive Smoluchowski equation

〈f, ηt〉 = 〈f, η0〉+
∫ t

0
〈f,A+ (ηs)〉 ds , (12)

for any bounded and measurable function f .
3note that our definition of Poisson clouds slightly differs of the one in [5], since the law of the particle 0 is

biased by the mass instead of the (artificial) size.
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Before starting the proof of Theorem 2, we explain why equation (11) should appear.
Consider the periodic configuration

(
m

[N ]
i (t), d[N ]

i (t)
)

i∈Z
introduced in the previous subsec-

tion and write nt for its period. Then, in view of Fact 1 (Section 2), the ranked sequence of
m

[N ]
1 (t), . . . ,m[N ]

nt (t), denoted here by

M↓
N (t) =

(
m

[N ]↓
1 (t), . . . ,m[N ]↓

nt
(t)
)

,

evolves as C↓(σt), where C↓ is an additive coalescent started from M↓
N (0). On the one hand,

according to the law of large numbers, the number nt of clusters behaves as nt ≈ N ′(1− t/T ),
with N ′ = 2N + 1 and from (6)

σt ≈ −cT

N ′ log
(

1− t

T

)
,

with c = 〈1, µ0〉. On the other hand, for an additive coalescent C↓ started from M↓
N (0),

Norris’ theorem (see [14] Theorem 4.1) ensures the weak convergence

1
N ′

∑
i

δ
C↓

i (t/N ′)
=⇒ νt

where (νt, t ≥ 0) is solution of (12) started from ν0 = 1
c µ0. Hence, putting pieces together, if

the system is assumed to be still a Poisson cloud at time t then its intensity should be given
by

µt = lim
N→∞

c× 1
nt

nt∑
i=1

δ
m

[N ]↓
i (t)

= lim
N→∞

cN ′

nt
× 1

N ′

nt∑
i=1

δ
m

[N ]↓
i (t)

=
cT

T − t
× ν−cT log(1−t/T ) .

Equation (11) is then a consequence of the fact that ηs := cTνcTs is again a solution of (12),
started from η0 = Tµ0.

Of course previous argument is dubious. Instead of trying to make it rigorous, we prefer
to give a direct proof of Theorem 2. We split it in three lemmas. Before going further,
notice that the law of large numbers combined with Lemma 3 ensures that the dynamic is
a.s. well-defined up to time t∗ = T .

Lemma 4
(
conditional law of

(
m

[N ]
i (t), d[N ]

i (t)
)
i∈Z given M↓

N (t)
)

Fix a time t < T .

1. Conditionally on nt = n, the distances d
[N ]
1 (t), . . . , d[N ]

nt (t) are independent of the masses
m

[N ]
1 (t), . . . ,m[N ]

nt (t) and are distributed as n independent exponential variables with pa-
rameter 〈1, µ0〉.
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2. For k ≤ n − 1 the conditional law of m
[N ]
0 (t), . . . ,m[N ]

k (t) given M↓
N (t) = (m↓

1, . . . ,m
↓
n)

is specified by

E
(
f0

(
m

[N ]
0 (t)

)
· · · fk

(
m

[N ]
k (t)

) ∣∣∣M↓
N (t) = (m↓

1, . . . ,m
↓
n)
)

=

∑
m↓

i0
f0(m

↓
i0

) · · · fk(m
↓
ik

)∑
m↓

i0

for any bounded borelian functions f0, . . . , fk, where the summation are taken over the
indices i0 6= · · · 6= ik taking values in {1, . . . , n}.

Proof: The first claim follows from a slight adaptation of the argument of the proof of
Proposition 1. Due to the definition of Poisson clouds, it should be plain that the second
claim holds true at time t = 0. Moreover, the way we label the particles after a collision
entails that the second claim still holds true after the first collision, and thus at any time t
by induction, see Lemma 6 in [5] for a very close argument. �
The next lemma states the convergence of the empirical measure

ρN
t :=

1
nt

nt∑
i=1

δ
m

[N ]↓
i (t)

associated to M↓
N (t) to a deterministic measure.

Lemma 5 (convergence of ρN
t )

For any time t < T , the empirical measure ρN
t converges a.s. in total variation towards

a deterministic probability measure ρt, with finite first moment 〈id, ρt〉 = limN→∞〈id, ρN
t 〉.

Moreover, the ((mi(t), di(t)), i ∈ Z) form a Poisson cloud of intensity µt := 〈1, µ0〉ρt.

Proof: It follows from the previous lemma that the conditional laws of m
[N ]
0 (t) and m

[N ]
1 (t)

given M↓
N (t) are

id
〈id, ρN

t 〉
ρN

t and
nt

nt − 1

(
1− id

nt〈id, ρN
t 〉

)
ρN

t .

Using the fact that with probability one m
[N ]
0 (t) and m

[N ]
1 (t) do not depend on N when N is

large enough, we obtain the convergence as N →∞ of〈
f,

id
〈id, ρN

t 〉
ρN

t

〉
and

nt

nt − 1

〈
f,

(
1− id

nt〈id, ρN
t 〉

)
ρN

t

〉
, (13)

for any bounded measurable function f . Moreover, according to Fact 1 the period nt is
distributed conditionally on M↓

N (0) as 2N+1−pt, where pt is a Poisson process with parameter
cΣN (with c := 〈1, µ0〉 and ΣN :=

∑N
i=−N mi(0)) stopped when reaching 2N . The strong

law of large numbers then ensures that cΣN/2N + 1 converges a.s. towards 1/T , so that
for any t < T , when N → ∞, the sequence nt tends to infinity a.s. In view of (13), this
entails the existence of a probability measure ρt such that 〈f, ρN

t 〉 → 〈f, ρt〉 a.s. for any
measurable bounded function f . The measure ρt depends only on the tail algebra of the
sequence ((mi, di), i ∈ Z), so that according to Kolmogorov 0-1 law, ρt is deterministic.
Finally, for any f measurable such that (idf) is bounded, when N goes to infinity, 〈idf, ρN

t 〉 →
〈idf, ρt〉 and if moreover f is bounded

〈idf, ρN
t 〉

〈id, ρN
t 〉

→ E [f(m0(t))] .
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Since ρt 6= δ0, this enforces the existence and finitude of the limit l = limN→∞〈id, ρN
t 〉. Taking

f(x) = (x ∧ b)/x and letting b goes to infinity yields to l = 〈id, ρt〉. Finally, making N →∞
in Lemma 4 ensures that ((mi(t), di(t)), i ∈ Z) is a Poisson cloud of intensity µt = 〈1, µ0〉ρt.�

Lemma 6 The measure µt has mass 〈1, µ0〉 and is solution of

〈f, µt〉
〈id, µt〉

=
〈f, µ0〉
〈id, µ0〉

+
∫ t

0

〈f,A+(µs)〉
〈id, µs〉

ds, (14)

for any measurable bounded function f . As a consequence, µt is solution of (10) and can be
written as (11).

Proof: Kolmogorov’s equation for the cyclic system reads

E(〈f, ntρ
N
t 〉) = E(〈f, (2N + 1)ρN

0 〉) +
∫ t

0
E
(

1
ns − 1

〈
f,A+(nsρ

N
s )
〉
1ns≥2

)
ds

c
,

with c = 〈1, µ0〉. Dividing both side by 2N + 1 leads to

E
(

nt

2N + 1
〈f, ρN

t 〉
)

= E(〈f, ρN
0 〉) +

∫ t

0
E
(

ns

2N + 1
ns

ns − 1
〈
f,A+(ρN

s )
〉
1ns≥2

)
ds

c
.

For t < T , we have the convergence

nt

2N + 1
〈f, ρN

t 〉 =
〈id, ρN

0 〉
〈id, ρN

t 〉
〈f, ρN

t 〉 →
〈id, ρ0〉
〈id, ρt〉

〈f, ρt〉

a.s. and in L1(P) by dominated convergence. In the same manner

1
ns − 1

〈
f,A+(nsρ

N
s )
〉
1ns≥2 →

〈id, ρ0〉
〈id, ρs〉

〈f,A(ρs)〉

a.s. and in L1(P). Putting pieces together and using the relation c = 〈1, µ0〉 leads to equation
(14). Since 〈1, µs〉 = 〈1, µ0〉, taking f = 1 one obtains

1
〈id, µt〉

=
1

〈id, µ0〉
− t (15)

It follows that µt is solution of

〈f, µt〉 =
〈f, µt〉
〈id, µt〉

〈id, µt〉 =
∫ t

0

(
〈f,A+(µs)〉 − 〈f, µs〉 〈id, µs〉

)
ds , (16)

or it is equivalent, µt is solution of (10). According to Theorem 3.9 in [7], such a solution can
be written in the form (11). We give here another argument for this point. Define the time
τt by ∫ τt

0
〈id, µs〉 ds = t .

It follows from (15) that τt = T
(
1− e−t

)
. A change of variable τu = s in (14) gives〈

f,
µτt

〈id, µτt〉

〉
=

〈
f,

µ0

〈id, µ0〉

〉
+
∫ t

0

〈f,A+(µτu)〉
〈id, µτu〉2

du

=
〈

f,
µ0

〈id, µ0〉

〉
+
∫ t

0

〈
f,A+

(
µτu

〈id, µτu〉

)〉
du .

and the use of the equalities 〈id, µτt〉 = 1/(T − τt) and τ−1
t = − log (1− t/T ) leads to (11). �
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5 Appendix: proof of Lemma 2

For the sake of simplicity, we will only shows that for t negative, Γ↓bN
(t) converges in law

to Γ↓b(t) when N → ∞. And since the uniform convergence is equivalent to the pointwise
convergence in S↓1 , again, we will only focus on the convergence of the first term mbN

(t) of
Γ↓bN

(t). We write Dper for the space of 1-periodic càdlàg path endowed with the uniform
metric.

Lemma 7 Assume that bN ∈ Dper converges uniformly to b. Then

lim sup
N→∞

mbN
(t) ≤ mb(t).

Proof: if it is not true, then up to an extraction we can assume that there exists xN ∈ [0, 1]
that converges to x∗ such that

ãbN
(t, xN ) → a+, ãbN

(t, xN−) → a−

and
mbN

(t) = ãbN
(t, xN )− ãbN

(t, xN−) ≥ mb(t) + ε

with ε > 0. Now using the uniform convergence bN → b, we have that a+ and a− minimizes

z 7→
∫ z

0
b− t

2
z2 − x∗z

and therefore
ãb(t, x∗−) ≤ a− < a+ ≤ ãb(t, x∗).

In particular ãb(t, x∗)− ãb(t, x∗−) ≥ mb(t) + ε, which is impossible. �

Lemma 8 Assume that ãb(t, x−) < ãb(t, x), x ∈ [0, 1] and that the only minimizers of

z 7→
∫ z

0
b− t

2
z2 − xz

are ãb(t, x−) and ãb(t, x). Consider bN ∈ Dper that converges uniformly to b, and α, β such
that ãb(t, x−) < α < β < ãb(t, x). Then, when N is large enough there exists no y in [0, 1]
such that ãbN

(t, y) ∈ [α, β]. In particular,

lim inf
N→∞

mbN
(t) ≥ mb(t).

Proof: if it is not true, then up to an extraction we can assume that there exists xN ∈ [0, 1]
that converges to x∗ such that ãbN

(t, xN ) → a∗ ∈ [α, β]. Again using the uniform convergence
bn → b, we obtain that a∗ minimizes

z 7→
∫ z

0
b− t

2
z2 − x∗z.

Since ãb(t, x−) < a∗ < ãb(t, x) and x 7→ ãb(t, x) is non decreasing, then x = x∗ and this
contradicts that the only minimizers of

z 7→
∫ z

0
b− t

2
z2 − xz
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are ãb(t, x−) and ãb(t, x). �
To conclude, consider a 1-periodic brownian bridge b and let x1 be such that mb(t) = ãb(t, x1)−
ãb(t, x1−). Then, standard arguments involving Millar’s path decomposition [13] for Markov
processes ensure that with probability one the only minimizers of

z 7→
∫ z

0
b− t

2
z2 − x1z

are ãb(t, x1−) and ãb(t, x1). Applying Lemmas 7 and 8, we obtain that when bN converges to
b in distribution, then mbN

(t) also converges to mb(t) in distribution.
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