
Contents

1 Fibre bundles 3
1.1 General fibre bundles . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Reductions of the structural group . . . . . . . . . . . . . . . 10
1.3 Sections of fibre bundles . . . . . . . . . . . . . . . . . . . . . 12

2 Vector bundles 15
2.1 Morphisms of vector bundles and vector subbundles . . . . . 15
2.2 Sections of vector bundles . . . . . . . . . . . . . . . . . . . . 16
2.3 Examples of vector bundles . . . . . . . . . . . . . . . . . . . 19
2.4 Vector subbundles and direct sums of vector bundles . . . . . 19
2.5 Algebraic operations on vector bundles . . . . . . . . . . . . . 20
2.6 Classification of vector bundles . . . . . . . . . . . . . . . . . 25

3 Covariant derivatives 27
3.1 Vector bundles over the line . . . . . . . . . . . . . . . . . . . 27
3.2 The Tensoriality Lemma . . . . . . . . . . . . . . . . . . . . . 32
3.3 Koszul connections . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 Tensorial invariants of a connection . . . . . . . . . . . . . . . 47
3.5 Geodesics of a connection . . . . . . . . . . . . . . . . . . . . 67
3.6 Ehresmann connections . . . . . . . . . . . . . . . . . . . . . . 71

1



2 CONTENTS

When first learning about functions, your attention was drawn to the
importance of figuring out its domain, formally this means the set E on
which a map f : E → F is defined. For the purpose of calculus, you first
learned that E should be an interval in R, then an open subset of Rd , later
on that E should be a manifold.

But the target space F received little attention so far, with the exception
of the study of local inverses, where you learned that you can always re-
place F with the range of f in order to make it artificially surjective.

A strange situation tends to happen when working on the geometry of
manifolds (or in physics): we may define maps f , for which the source is a
manifold M, but the point f (x) belongs to a set Fx which depends on x. We
will mostly focus on the case where each Fx is a vector space.

From a set theoretic point of view, this is not a huge problem, as you
can always consider such maps to have image in the disjoint union tx∈MFx.
From a differential point of view, it is not so straightforward, as we natu-
rally want to define a differential as dxf (v) = limt→0

1
t (f (γ(t))− f (x)) where

γ : R→M is a smooth curve satisfying γ(0) = x ∈M and γ̇(0) = v ∈ TxM.
The problem is that the difference between f (γ(t)) and f (γ(0)) is not de-
fined as they live in different vector spaces. To make some sense of this
formula, we need to find a way of connecting Fγ(0) and Fγ(t), which is pos-
sible, but not canonical.

This situation happens naturally when considering second order deriva-
tives of maps defined on manifolds. Start with a smooth function f : M →
R. Then for x ∈M, we have a linear map dxf : TxM→ R, i.e. dxf ∈ (TxM)∗ =
T ∗xM. So df can be seen as a map of M, but the image dxf lies in a set T ∗xM
that depends on x.



Chapter 1

Fibre bundles

1.1 General fibre bundles

1.1.1 Submersions and trivialisations

Consider two manifolds M and F. A fibre bundle over M with fibre F is
the assignment to each x ∈M of a manifold ξx which is diffeomorphic to F
in a way that "depends smoothly on x". The whole point of the following
definitions is to make some sense of this smooth dependence.

Let us first focus on the task of assigning a manifold ξx to each x ∈M.
Since constructing a manifold structure on a set is a tedious task, we want
to define ξx as a submanifold of a given manifold E. The simplest setting
is to consider a submersion p : E→M, and to set ξx = p−1(x).

For this to actually produce a manifold for every x ∈M, we require p to
be surjective. In this case, all manifolds ξx have the same dimension, but
they need not be diffeomorphic to each other.

Even if they are all diffeomorphic to the same manifold F, just knowing
it abstractly is not enough, we really need the diffeomorphism to "depend
smoothly on x". If we consider a diffeomorphism θx : F → ξx for each
x ∈ M, then one can simply express the smooth dependence of θx in x by
requiring the smoothness of the map (x,y) 7→ θx(y). This is what we will
call a trivialisation.

Definition 1.1.1. Consider a surjective submersion p : E→M and a manifold
F. A trivialisation of p with respect to F is a collection of diffeomorphisms
(θx : F→ p−1(x))x∈M such that the map

Θ :
{
M ×F → E
(x,z) 7→ θx(z)

is smooth. We say that p is trivialisable with respect to F if it possesses a
trivialisation with respect to F.
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The simplest example of a submersion onto M which is trivialisable
with respect to F is the projection π1 : M × F → M onto the first factor.
Here we assign to each x ∈M the manifold ξx = π−1

1 ({x}) = {x} × F which is
diffeomorphic to F, and by setting θx(y) = (x,y) we find a diffeomorphism
θx : F→ ξx which is a smooth function on M ×F.

Up to a diffeomorphism, it is the only example.

Proposition 1.1.2. Consider manifolds E,M,F, a surjective submersion p :
E → M, and θ = (θx)x∈M a trivialisation of p with respect to F. Then the
map

Θ :
{
M ×F → E
(x,z) 7→ θx(z)

is a diffeomorphism.

Remark. The important property of Θ is that p ◦Θ = π1 where π1(x,z) = x.

Proof. The map Θ is smooth by definition of a trivialisation of p with re-
spect to F.
Note that Θ is bijective, and that Θ−1(y) = (p(x),θ−1

p(x)(y)) for all y ∈ E.
The fact that p◦Θ(x,z) = x for all (x,z) ∈M ×F differentiates to d(x,z)(p◦

Θ)(ẋ, ż) = ẋ for ẋ ∈ TxM and ż ∈ TzF.
If d(x,z)Θ(ẋ, ż) = 0 for some x ∈ M, ẋ ∈ TxM, z ∈ F, ż ∈ TzF, it follows

from the differentiation of p ◦Θ that ẋ = 0. Now d(x,z)Θ(0, ż) = dzθx(ż) = 0,
therefore ż = 0 since θx is a diffeomorphism.

We have seen that Θ is a bijective immersion, hence a diffeomorphism.

For now it may seem that we are stuck in a dead end, since the assign-
ment to each x ∈M of a manifold ξx which is diffeomorphic to F in a way
that depends smoothly on x is the same as considering the product M ×F.

For this to lead to a rich theory, we only need to ask for the trivialisa-
tions to be defined locally.

To make sense of this, we need to consider restrictions of surjective
submersions. It is important to notice that the notion of surjective submer-
sions behaves well under restrictions to open sets of the target space: if
p : E→M is a surjective submersion, and U ⊂M is open, then the restric-
tion p|p−1(U ) : p−1(U )→U is also a surjective submersion.

Definition 1.1.3. A fibre bundle ξ = (E,p,M,F) is the data of manifolds
E,M,F and a map p : E→M such that:

• The map p : E→M is a surjective submersion.

• For every x ∈M, there is an open neighbourhoodU ⊂M such that p|p−1(U ) :
p−1(U )→U is trivialisable with respect to F.



1.1. GENERAL FIBRE BUNDLES 5

The total space of ξ is the manifold E, the projection of ξ is the map
p : E →M, the base of ξ is the manifold M and the fibre of ξ is the manifold
F. For x ∈M, the fibre over x is the manifold ξx = p−1(x).

We say that ξ is trivialisable if p is trivialisable with respect to F.

Remarks.

• As mentionned above, given any open set U ⊂ M, the map p|p−1(U ) :
p−1(U )→ U is a surjective submersion, which is important for this defi-
nition to make sense.

• For every x ∈M, the fibre ξx = p−1(x) is a submanifold of E diffeomorphic
to F.

• A map p : E→M is called a locally trivial fibration if there is a mani-
fold F such that (E,p,M,F) is a fibre bundle.

The standard example is the trivial bundle, namely ξ = (M×F,π1,M,F).
We will have many examples of fibre bundles in this course that will not be
equivalent to the trivial bundle in any relevant way.

Just as mentioned for surjective submersions, the notion of restriction
of fibre bundles behave well when restricting to open subsets of the base.

Definition 1.1.4. Let ξ = (E,p,M,F) be a fibre bundle, and U ⊂ M an open
set. The restriction of ξ to U is ξ |U = (p−1(U ),p|p−1(U ),U,F).

Remark. It is also a fibre bundle.

Definition 1.1.5. Let ξ = (E,p,M,F) be a fibre bundle.
An open set U ⊂M is a trivialising domain if ξ |U is trivialisable.
A trivialising chart is a pair (U,θ) where U ⊂ M is a trivialisation domain
and θ is a trivialisation of ξ |U .
A trivialising atlas A is a set of trivialising charts such that

⋃
(U,θ)∈AU =M.

Remark. For all the set theory nerds out there, a trivialising chart can be seen
as a subset of M × F × E, so an atlas is a subset of P (M × F × E), and all set
theoretic manipulations are valid.

Fibre bundles are not all trivialisable, however by definition they pos-
sess a trivialising atlas.

1.1.2 Constructing fibre bundles

Constructing fibre bundles, even the most basic examples such as the tan-
gent bundle of a manifold, can be quite tricky and rather annoying because
of one aspect: the manifold structure on the total space. It turns out that
is usually the most technical and time consuming part of the proof that
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something is a fibre bundle. As a result, this manifold structure is usually
quite poorly understood. Moreover, this differentiable structure ends up
getting more attention than it deserves, as the study of fibre bundles ba-
sically boils down to techniques that allow us to avoid manipulating this
differentiable structure in an abstract way. For this reason, we will now see
how this manifold structure can systematically be derived from local trivi-
alisations.

Since we usually consider that the base M and the fibre F are famil-
iar manifolds, it is much more convenient to only work with the issue of
differentiabily for maps defined on and with values in open subsets of the
familiar M, F, or M ×F rather than the very abstract total space E.

Theorem 1.1.6. Let M,F be manifolds. Consider a collection of manifolds
(ξx)x∈M , an open cover U of M, and for each U ∈ U a collection of diffeomor-
phisms (θUx : F→ ξx)x∈U .

Assume that for every U,V ∈ U , the map (U ∩V )×F → F

(x,z) 7→
(
θUx

)−1
◦θVx (z)

is smooth. Then there is a unique manifold structure on the disjoint union
E = tx∈Mξx satisfying the following properties:

• The quadruple (E,p,M,F) is a fibre bundle, where p : E →M is defined
by p(z) = x when z ∈ ξx.

• For each U ∈ U , the map ΘU :
{
U ×F → E
(x,y) 7→ θUx (y)

is smooth.

Proof. We start with the existence. We wish to show that the maps θU

for U ∈ U provide an atlas for E. Note that they are injective, and that
ΘU (U ×F) = p−1(U ) = tx∈Uξx.

First step: define a topology on E.

Declare that a set O ⊂ E is open if for every y ∈O there are:

• An element U ∈ U , and an open subset V ⊂U containing p(y).

• An open subset W ⊂ F containing
(
θUp(y)

)−1
(y).

Such that ΘU (V ×W ) ⊂ O. One easily checks that it defines a topology
on E: ∅ is open because the condition is then empty, E is open because⋃
U∈U U = M, stability by union is a tautology, and stability by finite in-

tersections is a consequence of the same properties for the topologies of M
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and F.

Second step: show that E has the right topological properties.

First notice that p is continuous: given z ∈ E, we pick U ∈ U such that
p(z) ∈ U , so that for any open subset V ⊂M containing p(z), we have that
p−1(U ∩V ) is open, so p−1(V ) is a neighbourhood of z.

We now wish to show that E is Hausdorff. Let z,z′ ∈ E be distinct. Set
x = p(z) and x′ = p(z′). If x , x′, then the continuity of p and the fact that
M is Hausdorff provide disjoint open sets containing z and z′. If x = x′, we

considerU ∈ U that contains x, and set y =
(
θUx

)−1
(z), y′ =

(
θUx

)−1
(z′). Since

z , z′, we also have y , y′, and we can consider disjoint open setsW,W ′ ⊂ F
such that y ∈W and y′ ∈W ′. We now have thatΘU (U×W ) andΘU (U×W ′)
are disjoint open subsets of E containing y and y′ respectively.

In order to show that E is secound countable, we first use the fact that
M is Lindelöf (i.e. every open cover has a countable subcover) to consider a
sequence (Ui)i∈N in U such that

⋃
i∈NUi =M. For every i ∈ N, we consider a

countable base (Ui,j )j∈N of the topology of Ui . We also consider a countable
base (Wk)k∈N of the topology of F. For i, j,k ∈ N, set:

Oi,j,k =ΘUi (Ui,j ×Wk)

One easily checks that (Oi,j,k)(i,j,k)∈N3 is a countable base of the topology of
E.

Third step: Find an atlas.

Given U ∈ U , the map ΘU is injective and its image is p−1(U ). Let
ΦU : p−1(U )→M ×F be its inverse. Note that its domain p−1(U ) is an open
subset of E, and that its image U ×F is an open subset of M ×F.

Let V ⊂U and W ⊂ F be open subsets. It follows from the definition of
the topology on E that Φ−1

U (U ×W ) is open. This shows that ΦU is continu-
ous. Also, ifO ⊂ E is open and z ∈O, then by definition we have thatΦU (O)
contains some V ×W which contains ΦU (z), therefore ΦU (O) is open, and
ΦU is a homeomorphism.

The transition maps are the maps: (U ∩V )×F → (U ∩V )×F
(x,y) 7→

(
x,

(
θUx

)−1
◦θVx (y)

)
Their smoothness is one of the assumptions.
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Fourth step: Show that (E,p,M,F) is a fibre bundle.

Since p ◦ΘU (x,y) = x, and ΘU is a local diffeomorphism, we see that
p is a submersion. It is surjective by definition of the disjoint union. The
family (θUx )x∈U provide a trivialization of p|p−1(U ) with respect to F, which
shows that (E,p,M,F) is a fibre bundle.

Fifth step: Prove uniqueness.

Because the maps ΘU are smooth, the charts ϕU define an atlas, and
the uniqueness follows from the uniqueness of a maximal atlas containing
a given atlas.

1.1.3 Topological aspects of fibre bundles

Let us finish by discussing the gap between surjective submersions and lo-
cally trivial fibrations. The projection p : R ×R \ {(0;0)} → R onto the first
factor is a surjective submersion but not a locally trivial fibration, since the
fibres are not all diffeomorphic to each other. There are also examples of
surjective submersions whose fibres are all diffeomorphic to each other, but
that are not locally trivial fibrations, however their constructions are much
more involved.

In the specific case where the fibres are compact, things are more sim-
ple. If ξ = (E,p,M,F) is a fibre bundle and F is compact, then p is proper.
Reciprocally, proper surjective submersions are locally trivial fibrations.

Theorem 1.1.7 (Ehresmann). If f :M→N is a proper surjective submersion,
then (M,f ,N ,F) is a fibre bundle (where F = f −1(x) for some x ∈N ).

Note that if the total space of a fibre bundle is compact, then so are the
base and the fibre. The other direction is also true.

Proposition 1.1.8. Let ξ = (E,p,M,F) be a fibre bundle. If M and F are com-
pact, then so is E.

Proof. Since the topology of a manifold is metrizable, we can carry a se-
quential proof. Let (zn)n∈N ∈ EN, and set xn = p(zn) ∈ M. Since M is com-
pact, there is a subsequence (znk ) such that xnk converges to some x ∈M. Let
(U,θ) be a trivialising chart around x, and set yn = θ−1

xn (zn) ∈ F when it is
defined. Since F is compact, up to replacing nk with another subsequence
we can assume that ynk converges to some y ∈ F. Now set z = θx(y) ∈ E, and
notice that znk =Θ(xnk , ynk )→ z.
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1.1.4 Morphisms and subbundles

Definition 1.1.9. If ξ = (E,p,M,F) and ξ ′ = (E′ ,p′ ,M,F′) are fiber bundles, a
fibre bundle morphism is a smooth map ϕ : E→ E′ such that p′ ◦ϕ = p. It is
a fibre bundle isomorphism if it is also a diffeomorphism.

Remark. Here we only define morphisms for bundles with the same base. There
is also a definition for bundles over different bases, involving a map between
the bases. A fibre bundle morphism as defined above is called a fibre bundle
morphism over the identity in this general setting.

Proposition 1.1.10. Let ξ = (E,p,M,F) be a fibre bundle, and f : N → M a
smooth map. Define the set

f ∗E = {(x,z) ∈N ×E |p(z) = f (x)}

and the map

f ∗p :
{
f ∗E → N
(x,z) 7→ x

Then f ∗E is a submanifold ofN ×E, and f ∗ξ = (f ∗E,f ∗p,N,F) is a fibre bundle,
called the pulled back bundle of ξ by f .

Remark. The pulled back bundle should be thought of as satisfying (f ∗ξ)x =
ξf (x), i.e. it is the fibre bundle over N , for which the fibre over x ∈N is the fibre
of ξ over f (x) ∈M. This is how we will prove that it is a fibre bundle: given a
local trivialisation (U,θ) of ξ, we show that

(
f −1(U ), (θf (x))x∈f −1(U )

)
is a local

trivialisation of f ∗ξ.

Proof. The fact that f ∗E is a submanifold of N × E is a basic example of
transversality: consider the map f ×p :N×E→M×M defined by f ×p(x,z) =
(f (x),p(z)). Then f ∗E = f ×p−1(∆), where∆ ⊂M×M is the diagonal, and f ×p
is transverse to ∆ because p is a submersion. It follows that f ∗E is a sub-
manifold of N ×E and that T(x,z)f

∗E = {(v,w) ∈ TxN × TzE |dxf (v) = dzp(w)}.
It also follows from this characterization of the tangent space that f ∗p is a
submersion. It is surjective because p is surjective.

Finally, given a local trivialisation (U,θ) of ξ, set θ′x(y) = (x,θf (x)(y)) ∈
(f ∗p)−1 ({x}), so that (f −1(U ),θ′) is a local trivialisation of f ∗ξ.

Definition 1.1.11. Let ξ = (E,p,M,F) be a fibre bundle. A subbundle of ξ is
a fibre bundle ξ ′ = (E′ ,p′ ,M,F′) such that:

• E′ ⊂ E is a submanifold, and p′ = p|E′ .

• F′ ⊂ F is a submanifold.

• For every x ∈M, there is a local trivialisation (U,θ) with x ∈U such that:

∀y ∈U θy(F′) = p−1(y)∩E
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Note that the other requirements imply that E′ must be a submanifold
of E.

Proposition 1.1.12. Let ξ = (E,p,M,F) be a fibre bundle. Consider a subman-
ifold F′ ⊂ F, and a collection of submanifolds ξ ′x ⊂ ξx for all x ∈ M. Assume
that for every x ∈M, there is a local trivialisation (U,θ) with x ∈U such that:

∀y ∈U θy(F′) = p−1(y)∩E

Then E′ = tx∈Mξ ′x is a submanifold of E, and ξ ′ = (E′ ,p′ ,M,F′) is a subbundle
of ξ.

The proof is left as an exercise.

1.2 Reductions of the structural group

1.2.1 Transition functions

Definition 1.2.1. Let ξ = (E,p,M,F) be a fibre bundle, and (U,θ), (U ′ ,θ′) two
trivialising charts. The transition function is the map:{

U ∩U ′ → Diff(F)
x 7→ θ−1

x ◦θ′x
Given a subgroup G ⊂ Diff(F), two trivialising charts are called G-compatible
if the transition function has values in G. A trivialising atlas is called G-
compatible if it consists of trivialising charts that are pairwise G-compatible.
A reduction of the structural group of ξ to G is a maximal G-compatible
atlas (i.e. maximal amongst G-compatible atlases).

The data of a reduction of the structural group of ξ = (E,p,M,F) to
G ⊂Diff(F) means that fibres ξx for x ∈M inherit any algebraic or geometric
structure of F which is invariant by G.

We will discuss two examples of reductions of the structure group: the
case where F is a vector space, and G is the general linear group GL(F),
known as vector bundles, and the case where F is a Lie group, and G is the
group of right translations in F, known as principal bundles.

Definition 1.2.2. Let H be a Lie group. A H-principal bundle (or principal
bundle with structural group H) is the data of a fibre bundle ξ = (E,p,M,H)
and a reduction of the structural group to

{
Rg

∣∣∣g ∈H}
.

Remark. Equivalently, one could consider a reduction of the structural group
to

{
Lg

∣∣∣g ∈H}
, but experts seem to prefer right multiplication.

Definition 1.2.3. Let M be a manifold, and r ∈ N. A real (resp. complex)
vector bundle of rank r over M is the data of a fibre bundle ξ = (E,p,M,Rr )
(resp. ξ = (E,p,M,Cr )) and a reduction of the structural group to GL(Rn) (resp.
GL(Cn)).
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1.2.2 Principal bundles

The archetypal principal bundle is a quotient G/H of a Lie group by an
embedded Lie sugroup.

Proposition 1.2.4. Let G be a Lie group,H ⊂ G an embedded Lie subgroup and
π : G→ G/H the projection. Then (G,π,G/H,H) is a H-principal bundle.

We do not need to prove Proposition 1.2.4 as it is a consequence of
the following characterisation of principal bundles in terms of group free
proper actions of Lie groups.

Theorem 1.2.5 (Principal bundles). Let H y X be a smooth, free and proper
action of a Lie group H on a manifold X.
There is a unique manifold structure on the quotient space X/H such that the
projection π : X→ X/H is a submersion.
Moreover, (X,π,X/H,H) is a H-principal bundle.
Reciprocally, if ξ = (E,p,M,H) is a H-principal fibre bundle, then there is a
smooth, free and proper action H y X whose orbits are the fibres of ξ.

Proof. We start with a smooth, proper and free action H y X on the right.
For the manifold structure on X/H , the reader can check that the proof of
Theorem ?? can be carried out mutatis mutandis. It follows from the proof
that kerdxπ = Tx(x.H) for all x ∈ X.

Let b ∈ X/H . Since π is a submersion, we can consider a neighbourhood
V ⊂ X/H of b and a smooth map σ : V → X such that π ◦ σ = Id (this is a
consequence of the Submersion Theorem).

For x ∈ V , we consider the orbit map ϕσ (x) : H → π−1({x}), and we wish
to show that the family (ϕσ (x))x∈V is a trivialisation of π|π−1(V ) with respect
to H .

The map (x,h) 7→ ϕσ (x)(h) = σ (x).h is smooth because σ and the action
are smooth. Given x ∈ V , the map ϕσ (x) is injective because the action is
free, and surjective by definition of an orbit. It is an immersion as shows
Proposition ??. It follows that it is a diffeomorphism.

For every g ∈ H , we also have that (mg ◦ϕσ (x.g−1))x∈V .g is a trivialisation
of π|π−1(V .g) with respect to H , so (X,π,X/H,H) is a fibre bundle. Since the
transition maps are right translations in H , it is a H-principal bundle.

Given aH-principal bundle ξ = (E,p,M,H), consider a trivialising atlas
A of G-compatible trivialising charts. Define the (right) action of H on M
in the following way: for z ∈ E and h ∈H , let (U,θ) ∈ A be such that x ∈ U ,
and set z.h = Θ

(
p(z),θ−1

p(z)(z)h
)
. On can easily (yet reluctantly) check that it

is a smooth, proper and free action, and that the orbits are the fibres of ξ.

Examples :

1. Principal bundles with 0-dimensional fibre are Galois coverings.
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2. If M is a d-dimensional manifold, we denote by

R(M) =
{
(x,ϕ)

∣∣∣ϕ : Rd → TxM isomorphism
}

the frame bundle of M. The projection π : R(M) → M is the quo-
tient map by the right action of GL(Rd) on R(M) given by f .(x,ϕ) =
(x,ϕ ◦ f ).
It is a principal bundle with structural group GL(Rd). The fibreR(M)x
over x ∈M can be identified with the set of frames (vector bases) of
TxM.

3. The Hopf fibration of S3 = {(z,w) ∈ C2| |z|2 + |w|2 = 1}. Consider the
S1 action on S3 given by eiθ .(z,w) = (eiθz,eiθw). It is free and proper.
The quotient is diffeomorphic to S2 (because the projection is the re-
striction of the canonical projection C2 \ {0} → CP1 ≈ S2).

1.3 Sections of fibre bundles

Definition 1.3.1. Let ξ = (E,p,M,F) be a fibre bundle. We set:

Γ (ξ) = {σ ∈ C∞(M,E) |∀x ∈M σ (x) ∈ ξx}

A section of ξ is an element σ ∈ Γ (ξ).

Remark. For people who are into commutative diagrams, σ ∈ Γ (ξ) translates
as p ◦ σ = IdM .

General fibre bundles need not have sections. For principal bundles,
the existence of a section is equivalent to triviality.

Proposition 1.3.2. A principal bundle ξ = (X,π,X/H,H) is trivialisable if and
only if it admits a section σ : X/H → X.

Proof. Let σ : X/H → X be a section. Then (ϕσ (x))x∈X/H is a trivialisation of
π with respect to H .

Remarks.

• Given a principal bundle, fibres can be identified with H up to choosing
a point in the fibre that we associate with e (this is exactly what a section
does).

• Given a closed Lie subgroupH ⊂ G, theH-principal bundle (G,π,G/H,H)
is not necessarily trivial.

Vector bundles, on the other end of the sprectrum, have many sections.
For a start, you can always define the zero section. However trivialisability
can still be expressed in terms of sections.
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Proposition 1.3.3. Let ξ = (E,p,M,Kr ) be a vector bundle of rank r (where
K = R or C). If there are r sections σ1, . . . ,σr of ξ such that (σ1(x), . . . ,σr(x)) is a
vector basis of ξx for all x ∈M, then ξ is trivialisable.

Proof. For x ∈M, consider the linear isomorphism

ϕx :
{

Kr → ξx
(v1, . . . , vr ) 7→

∑r
i=1 v

iσi(x)

Then (ϕx)x∈M is a trivialisation of ξ.

We will see later that this is an equivalence.
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Chapter 2

Vector bundles

Remarks.

• We only consider smooth vector bundles over real manifolds (the fibres can
be complex vector spaces), not holomorphic vector bundles over complex
manifolds, which are a science apart.

• A vector bundle will just be denoted by ξ = (E,p,M).

• Given a vector bundle ξ = (E,p,M) of rank r and x ∈ M, the fibre ξx is
a vector space of dimension r (every trivialisation chart gives an isomor-
phism with Rr or Cr).

2.1 Morphisms of vector bundles and vector subbun-
dles

All the operations described on fibre bundles make sense within vector
bundles.

Definition 2.1.1. Let M be a manifold, and ξ = (E,p,M),ξ ′ = (E′ ,p′ ,M) be
vector bundles over M. A vector bundle morphism from ξ to ξ ′ is a smooth
map ϕ : E→ E′ such that p′ ◦ϕ = p, and for all x ∈M the restriction ϕx : ξx→
ξ ′x is linear.
It is a vector bundle isomorphism if moreover the restrictions to fibres are
isomorphisms.

One can easily check that a vector bundle isomorphism is a diffeomor-
phism between the total spaces (e.g. by using Proposition 1.1.2). We want
to call a a vector bundle trivialisable if it is isomorphic as a vector bundle
to the trivial vector bundle (M ×Kn,π1,M). This happens to be equivalent
to being trivialisable as a fibre bundle.

15
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Proposition 2.1.2. Let ξ = (E,p,M) be a vector bundle of rank r over K (= R
or C). There is a vector bundle isomorphism between ξ and the trivial vector
bundle (M×Kr ,π1,M) if and only if the fibre bundle (E,p,M,Kr ) is trivialisable.

Proof. It is a straightforward consequence of the definitions that the trivi-
alisability as a vector bundle implies the trivialisability as a fibre bundle.
If the fibre bundle (E,p,M,Kr ) is trivialisable, then consider a trivialisation
(ϕx)x∈M of p with respect to Kr . Then (d0ϕx)x∈M is also a trivialisation of
p with respect to Kr , made of linear maps, so the map ψ : M ×Kr → E de-
fined by ψ(x,v) = d0ϕx(v) is a vector bundle isomorphism between ξ and
the trivial vector bundle (M ×Kr ,π1,M).

This means that there is no possible confusion on what we mean by a
trivialisable vector bundle.

Pulling back a vector bundle also yields a vector bundle.

Proposition 2.1.3. Let ξ = (E,p,M) be a vector bundle of rank r, and f :N →
M a smooth map. There is a unique vector bundle structure on the pulled-back
bundle f ∗ξ such that the vector space operations on (f ∗ξ)x for x ∈ N coincide
with those on ξf (x).

Definition 2.1.4. Let ξ = (E,p,M) be a vector bundle. A vector subbundle
of ξ is a fibre subbundle ξ ′ of ξ such that ξ ′x is a vector subspace of ξx for all
x ∈M.

2.2 Sections of vector bundles

2.2.1 Frame fields

Instead of working with vector bundle isomorphisms or some more or less
sophisticated types of charts, it is more practical to deal with vector bun-
dles through frame fields, i.e. a vector basis of each fibre that depends
smoothly on the base point.

Definition 2.2.1. Let ξ = (E,p,M) be a vector bundle of rank r. A frame
field of ξ is a r-tuple (ε1, . . . , εr ) ∈ Γ (ξ)r such that, for any x ∈ M, the family
(ε1(x), . . . , εr(x)) is a basis of ξx.

Frame fields need not exist globally, but only locally, since they are di-
rectly related to the trivialisability of the vector bundle.

Proposition 2.2.2. Let ξ = (E,p,M) be a vector bundle of rank r. Then ξ is
trivialisable if and only if it possesses a frame field.

Proof. If ϕ is a vector bundle isomorphism from the trivial bundle to ξ and
(e1, . . . , er ) is a vector basis of Kr , then εi(x) = ϕ(x,ei) defines a frame field.

Reciprocally, if (ε1, . . . , εr ) is a frame field, we set θx(v) = v1ε1(x) + · · · +
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vrεr(x) for x ∈M and v = (v1, . . . , vr ) ∈Kr . For each x ∈M, the map θx : Kr →
ξx is a linear isomorphism, in particular a diffeomorphism. Since ε1, . . . , εr
are smooth maps, the map (x,v) 7→ θx(v) is smooth, and it is a trivialisation
of ξ.

Most of the local computations on vector bundles will be done through
the choice of a local frame field, i.e. a frame field for a restriction ξ |U to an
open set U ⊂M. This is practical because we then treat sections of ξ as a
r-tuple of smooth functions.

Lemma 2.2.3. Let ξ = (E,p,M) be a vector bundle of rank r, and let (ε1, . . . , εr )
be a frame field of ξ. Any section σ ∈ Γ (ξ) decomposes uniquely as σ =

∑r
i=1σ

iεi
where σ1, . . . ,σr ∈ C∞(M).

Proof. The uniqueness is a consequence of the uniqueness of the decompo-
sition of a vector in a vector basis.

The existence of functions σ1, . . . ,σr follows from the same fibrewise
consideration. To prove their smoothness, consider the trivialisation (θx)x∈M
defined in the proof of Proposition 2.2.2. The map Θ :M ×Kr → E defined
by Θ(x,v) = θx(v) is a diffeomorphism according to Proposition 1.1.2. Now
notice that (x, (σ1(x), . . . ,σr(x))) = Θ−1(x,σ (x)), the smoothness of the func-
tions σ1, . . . ,σr follows.

2.2.2 The space of sections of a vector bundle

Given a vector bundle ξ, the space of sections Γ (ξ) is a vector space, as
one can add and multiply by scalars on each fibre. First, notice that sec-
tions of vector bundles are plentiful (which is the main difference with the
holomorphic setting).

Lemma 2.2.4. Si ξ = (E,p,M) be a vector bundle of rank r. For all x ∈M and
v ∈ ξx, there is a section σ ∈ Γ (ξ) such that σ (x) = v.

Proof. Let U ⊂ M be a trivializing domain containing x and (ε1, . . . , εr ) a
frame field of ξ |U . Every v ∈ ξx, decomposes as v =

∑r
i=1 v

iεi(x). Using
a bump function ϕ ∈ C∞(M) such that ϕ(x) = 1 and ϕ = 0 outside U , we
can define σi = ϕεi ∈ Γ (ξ), and σ =

∑r
i=1 v

iσi ∈ Γ (ξ) satisfies σ (x) = v.

Of course, such a section is far from being unique (it depends strongly
on all the choices made). One can easily check that the vector space Γ (ξ) of
all sections is infinite dimensional.

The space Γ (ξ) has an additional algebraic structure: given a smooth
function f ∈ C∞(M) and a section σ ∈ Γ (ξ), we can define the fibrewise
product f σ ∈ Γ (ξ). This means that Γ (ξ) is a C∞(M)-module. Proposition
2.2.2 can be restated as saying that ξ is trivialisable if and only if Γ (ξ) is a
free C∞(M)-module (necessarily of rank r).
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2.2.3 Constructing vector bundles from frame fields

It is actually possible to construct vector bundles via frame fields, and this
is what we will use for all algebraic constructions.

Theorem 2.2.5. Let M be a manifold, K = R or C, and r ∈ N. Consider a col-
lection of K-vector spaces (ξx)x∈M of dimension r, an open cover U of M, and
for each U ∈ U and x ∈U a vector basis (σU,1(x), . . . ,σU,r(x)) of ξx.

Assume that for every U,V ∈ U , the maps τV ,jU,i :U ∩V →K defined by

σU,i(x) =
r∑
j=1

τ
V ,j
U,i (x)σV ,j(x)

are smooth. Then there is a unique manifold structure on the disjoint union
E = tx∈Mξx satisfying these two conditions:

• (E,p,M) is a vector bundle of rank r, where p : E → M is defined by
p(z) = x when z ∈ ξx.

• The functions σU,i are smooth for all U ∈ U and 1 ≤ i ≤ r.
Proof. The existence and uniqueness of a manifold structure on E for which
(E,p,M,Kn) is a fibre bundle is given by Theorem 1.1.6, when considering
the diffeomorphisms θUx : Kr → ξx defined by θUx (v) =

∑r
i=1 v

iσU,i(x). Since

the transition functions are linear, with matrices
(
τ
V ,j
U,i (x)

)
1≤i,j≤r

that de-

pend smoothly on x, it is a vector bundle.

Vector subbundles can be defined in terms of frame fields.

Proposition 2.2.6. Let ξ = (E,p,M) be a vector bundle of rank r. Consider a
vector subbundle ξ ′ = (E′ ,p′ ,M,Kr ′ ) of ξ. Then around every x ∈M there is a
local frame field (ε1, . . . , εr ) of ξ such that (ε1, . . . , εr ′ ) is a local frame field of ξ ′.

Proof. The idea is very similar to Proposition 2.1.2. By definition of a vector
subbundle, for every x ∈M the submanifold ξ ′x ⊂ ξx is a vector subspace.

Consider a local trivialisation (θx)x∈U of ξ (as a fibre bundle, i.e. each
θx : Kr → ξx is a diffeomorphism, but not necessarily linear) such that
ξ ′x = θx(Kr ′ × {0}) (the existence of such trivialisations around every point
of M comes from the definition of a fibre subbundle).

Now let (e1, . . . , er ) be the canonical basis of Kr , and simply check that
(ε1, . . . , εr ) is a local frame field of ξ satisfying the requirements where
εi(x) = d0θx(ei).

Remark. If ξ = (E,p,M) is a a vector bundle, and E′ ⊂ E is a subset such that
for all x ∈M, the intersection E′∩ξx is a vector subspace of dimension r ′, and if
around every x ∈M there are sections (ε1, . . . , εr ′ ) of ξ such that (ε1(y), . . . , εr ′ (y))
is a vector basis of E′ ∩ ξy for all y near x, then ξ ′ = (E′ ,p|E′ ,M) is a vector
bundle, and a vector sub-bundle of ξ.
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2.3 Examples of vector bundles

2.3.1 The tangent bundle

Recall that given a manifoldM and x ∈M, the tangent space TxM is defined
as:

TxM =
{
D ∈ L (C∞(M),R)

∣∣∣∀(f ,g) ∈ C∞(R)2 D(f g) =D(f )g + f D(g)
}

Theorem 2.2.5 provides a vector bundle structure on TM =
⋃
x∈M TxM

by requiring that for every chart (U,ϕ) the local sections ∂1, . . . ,∂d given by

∂i(x).f = ∂f ◦ϕ−1

∂xi
(ϕ(x)) are smooth.

A section of TM is called a vector field. We write X (M) = Γ (TM). A
manifold M is called parallelisable if its tangent bundle TM is trivialis-
able.

2.3.2 Tautological bundles

Definition 2.3.1. Let V be a finite dimensional vector space over K (= R of
C), and let k ∈ {0, . . . ,dimV }. The tautological bundle of the Grassmannian
Gk(V ) = {W ⊂ V |dimW = k} is the vector subbundle τk(V ) of the trivial bundle
Gk(V )×V with total space {(x,v) ∈ Gk(V ) |v ∈ x}.

Proposition 2.3.2. Up to vector bundle isomorphism, the only vector bundles
of rank 1 over the circle are the trivial bundle and τ1(R2).

2.4 Vector subbundles and direct sums of vector bun-
dles

2.4.1 Supplementary vector subbundles

Definition 2.4.1. Let ξ = (E,p,M) be a vector bundle, and ξ1 = (E1,p1,M),ξ2 =
(E2,p2,M) be vector subbundles of ξ. We say that ξ1 and ξ2 are supplementary
in ξ if ξx = (ξ1)x ⊕ (ξ2)x for all x ∈M.

The fibrewise projection is a vector bundle morphism.

Proposition 2.4.2. Let ξ = (E,p,M) be a vector bundle, and ξ1 = (E1,p1,M),ξ2 =
(E2,p2,M) be supplementary vector subbundles of ξ. The map π1 : E→ E1 such
that (π1)|ξx is the projection of ξx onto (ξ1)x parallel to (ξ2)x is a vector bundle
morphism.

2.4.2 The direct sum of vector bundles

Definition 2.4.3. Let ξ = (E,p,M) and η = (F,q,M) be vector bundles over a
same manifold. The direct sum ξ ⊕η is the vector bundle defined by (ξ ⊕η)x =



20 CHAPTER 2. VECTOR BUNDLES

ξx ⊕ ηx for all x ∈ M, and such that for local frame fields (ε1, . . . , εr ) of ξ and
(ζ1, . . . ,ζs) of η over a same open set U ⊂ M, the maps (ε1 ⊕ 0, . . . , εr ⊕ 0,0 ⊕
ζ1, . . . ,0⊕ ζs) form a frame field.

The existence and uniqueness of such a vector bundle is given by The-
orem 2.2.5.

One can also recover its total space E ⊕F as follows:

E = {(v,w) ∈ E ×F |p(v) = q(w)}

Given sections σ ∈ Γ (ξ) and τ ∈ Γ (η), we can define σ ⊕ τ ∈ Γ (ξ ⊕ η).

2.5 Algebraic operations on vector bundles

2.5.1 The dual bundle

Recall the definition of a dual basis.

Proposition 2.5.1. Let V be a vector space and e = (e1, . . . , er ) be a basis of
V . There is a unique basis e∗ = (e∗1, . . . , e

∗
r ) of V ∗ such that e∗i (ej ) = δi,j for all

1 ≤ i, j ≤ r.

The basis e∗ is called the dual basis of e.

Definition 2.5.2. Let ξ = (E,p,M) be a vector bundle of rank r. The dual
bundle ξ∗ of ξ is the vector bundle defined by (ξ∗)x = (ξx)∗ for all x ∈M, and
such that for a local frame (ε1, . . . , εr ), the family (ε∗1, . . . , ε

∗
r ) is a local frame of

ξ∗, where (ε∗1(x), . . . , ε∗r(x)) is the dual basis of (ε1(x), . . . , εr(x)) when defined.

If λ ∈ Γ (ξ∗) and σ ∈ Γ (ξ), we can define λ(σ ) ∈ C∞(M). Note that while a
section σ ∈ Γ (ξ) is usually written with a functional notation, i.e. σ (x) ∈ ξx
for x ∈ M, for a section λ ∈ Γ (ξ∗) it is more convenient to use a subscript
notation λx ∈ ξ∗x for x ∈M, so that given v ∈ ξx we can write λx(v) ∈ K in-
stead of λ(x)(v).

The dual bundle T ∗M of the tangent bundle TM of a manifold M is
called the cotangent bundle.

Since we are working with finite dimensional vector spaces, there is a
natural identification between as space V and its bidual V ∗∗ = (V ∗)∗, send-
ing x ∈ V to the evaluation map λ 7→ λ(x). We can also define the transpose
tA ∈ Γ (L(η∗,ξ∗)) by considering the fibrewise transpose (recall that given
u ∈ L(V ,W ), the transpose tu ∈ L(W ∗,V ∗) is defined by tu(λ) = λ ◦u).
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2.5.2 The homomorphism bundle

Given two vector spaces V ,W and elements λ ∈ V ∗,w ∈ W , we can define
the linear map λ⊗w ∈ L(V ,W ) by λ⊗w(v) = λ(v)w for all v ∈ V .

If (e1, . . . , er ) is a basis of V and (f1, . . . , fs) is a basis of W , then (e∗i ⊗ fj ) is
a basis of L(V ,W ).

Definition 2.5.3. Let ξ = (E,p,M) and η = (F,q,M) be vector bundles over the
same manifold. The homomorphism bundle L(ξ,η) is the vector bundle defined
by L(ξ,η)x = L(ξx,ηx) for all x ∈M, and such that for local frames (ε1, . . . , εr )
of ξ and (ζ, . . . ,ζ) of η over a same open set U ⊂ M, the maps (ε∗i ⊗ ζ) form a
frame field.

Sections σ ∈ Γ (ξ) and A ∈ Γ (L(ξ,η)) produce a section A(σ ) ∈ Γ (η).

2.5.3 The tensor product bundle

Given vector spaces V1, . . . ,Vk and W , we denote by L(V1, . . . ,Vk ;W ) the
space of multi-linear maps from V1 × · · · ×Vk to W .

Note that for j ∈ {1, . . . , k}, there is a natural isomorphism

f : L(V1, . . . ,Vk ;W )→L
(
V1, . . . ,Vj ;L(Vj+1, . . . ,Vk ;W )

)
defined by f (u)(x1, . . . ,xj )(xj+1, . . . ,xk) = u(x1, . . . ,xk).

Since we will only work with finite dimensional vector spaces, we can
define the tensor product as:

V1 ⊗ · · · ⊗Vk = L(V ∗1 , . . . ,V
∗
k ;K)

Given elements (v1, . . . , vk) ∈ V1 × · · · × Vk , we can define the pure tensor
v1 ⊗ · · · ⊗ vk as the map:

v1 ⊗ · · · ⊗ vk(λ1, . . . ,λk) = λ1(v1) · · ·λk(vk)

Given a basis (ej1, . . . , e
j
rj ) of each Vj , the family of all (e1

i1
⊗ · · · ⊗ ekik ) is a basis

of V1 ⊗ · · · ⊗Vk .

The identification between V and V ∗∗ yields an identification between
V ∗ ⊗W and L(V ,W ), and the notation λ⊗w for λ ∈ V ∗ and w ∈W given in
2.5.2 is consistent with this identification.

More generally, we can identify V ∗1 ⊗ · · · ⊗V
∗
k ⊗W with L(V1, . . . ,Vk ;W ).

Definition 2.5.4. Let ξ1 = (E1,p1,M), . . . ,ξk = (Ek ,pk ,M) be vector bundles
over the same manifold M. The tensor product bundle ξ1 ⊗ · · · ⊗ ξk is the
vector bundle defined by (ξ1 ⊗ · · · ⊗ ξk)x = (ξ1)x ⊗ · · · ⊗ (ξk)x for all x ∈M, and
such that for local frames (εj1, . . . , ε

j
rj ) of each ξj defined over a same open set

U ⊂M, the maps (ε1
i1
⊗ · · · ⊗ εkik ) for a local frame field.
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Given a finite dimensional space V , we set V ⊗k = V ⊗ · · · ⊗V︸       ︷︷       ︸
k times

. Similarly,

given a vector bundle ξ we can define ξ⊗k .
Most of the vector bundles that we will be interested in will be tensor

powers of the tangent bundle of a manifold, or subbundles of these.

Definition 2.5.5. LetM be a manifold, and p,q ∈ N. A tensor of type (p,q) on
M is a section of (T ∗M)⊗p⊗TM⊗q. We denote by T p,q(M) = Γ ((T ∗M)⊗p ⊗ TM⊗q)
the space of tensors of type (p,q) on M.

A tensor of type (p,0) is called covariant and a tensor of type (0,q) is
called contravariant.

There is a widely accepted consensus as to how one should write a ten-
sor in coordinates. Given T ∈ T p,q(M), we always write its expression in
coordinates with indices relating to the covariant part on the bottom, and
indices for the contravariant part on top, i.e.

T =
∑

1≤i1,...,ip ,j1,...,jq≤d
T
j1,...,jq
i1,...,ip

dxi1 ⊗ · · · ⊗ dxip ⊗∂j1 ⊗∂jq

For example, a vector field X ∈ X (M) = T 0,1(M), which is a contravari-
ant tensor, is always written locally as X =

∑d
i=1X

i∂i . A differential 1-form
ω ∈Ω1(M) = T 1,0(M), on the other hand, is a covariant tensor, and is writ-
ten locally as ω =

∑d
i=1ωidx

i .

2.5.4 Exterior and symmetric powers of a vector bundle

The exterior power ΛkV ∗ is the subspace of (V ∗)⊗k composed of skew-
symmetric forms (i.e. u(xσ (1), . . . ,xσ (k)) = ε(σ )u(x1, . . . ,xk) for (x1, . . . ,xk) ∈ V k
and σ ∈ Sk).

The symmetric power SkV ∗ is the subspace of (V ∗)⊗k composed of sym-
metric forms (i.e. u(xσ (1), . . . ,xσ (k)) = u(x1, . . . ,xk) for (x1, . . . ,xk) ∈ V k and
σ ∈ Sk).

Note that (V ∗)⊗k =ΛkV ∗⊕SkV ∗. Given (λ1, . . . ,λk) ∈ (V ∗)k , we denote by
λ1∧· · ·∧λk (resp. λ1∨· · ·∨λk) the projection of λ1⊗· · ·⊗λk on ΛkV ∗ (resp.
SkV ∗) given by this direct sum. The explicit formula is:

λ1 ∧ · · · ∧λk(x1, . . . ,xk) =
1
k!

∑
σ∈Sk

ε(σ )λ1(xσ (1)) · · ·λk(xσ (k))

= det
(
λi(xj )

)
1≤i,j≤k

If (e1, . . . , er ) is a basis of V , then (e∗i1 ∧ · · · ∧ e
∗
ik

)i1<···<ik is a basis of ΛkV ∗.
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Given j ∈ {1, . . . , k}, λ ∈ ΛjV ∗ and µ ∈ Λk−jV ∗, we define λ∧ µ ∈ ΛkV ∗ as
the projection of λ⊗µ.

Definition 2.5.6. Let ξ = (E,p,M) be a vector bundle of rank r, and k an
integer. The kth-exterior power of ξ∗ is the vector subbundle Λkξ∗ of (ξ∗)⊗k

defined by
(
Λkξ∗

)
x

=Λk(ξ∗)x for all x ∈M.

A differential k-form on a manifold M is a section of ΛkT ∗M. We use
the notation Ωk(M) = Γ

(
ΛkT ∗M

)
. There are three main operations on dif-

ferential forms.
The wedge product: Given ω1 ∈Ωk1(M) and ω2 ∈Ωk2(M) we can define

ω1 ∧ω2 ∈Ωk1+k2(M) fibrewise.
Interior product: Given X ∈ X (M) and ω ∈ Ωk+1(M), we define ιXω ∈

Ωk(M) by:

∀x ∈M ∀(v1, . . . , vk) ∈ TxMk (ιXω)x(v1, . . . , vk) = ωx(X(x),v1, . . . , vk)

The exterior differential : Given ω ∈ Ωk(M), we define dω ∈ Ωk+1(M),
this will be discussed later.

We have the following rule for the exterior differential of a wedge prod-
uct.

∀ω1 ∈Ωk1(M) ∀ω2 ∈Ωk2(M) d(ω1 ∧ω2) = dω1 ∧ω2 + (−1)k1ω1 ∧ω2

The exterior differential is also related to the Lie derivative through
Cartan’s formula.

∀X ∈ X (M) ∀ω ∈Ωk(M) LXω = d(ιXω) + ιXdω

Definition 2.5.7. Let ξ = (E,p,M) be a vector bundle of rank r, and k an
integer. The kth-symmetric power of ξ∗ is the vector subbundle Skξ∗ of (ξ∗)⊗k

defined by
(
Λkξ∗

)
x

= Sk(ξ∗)x for all x ∈M.

2.5.5 Vector bundle valued differential forms

Definition 2.5.8. Let ξ = (E,p,M) be a vector bundle and p ∈ N. A ξ-valued
differential k-form ω is a section ω ∈ Γ

(
ΛkT ∗M ⊗ ξ

)
.

We will use the notation Ωk(ξ) = Γ
(
ΛkT ∗M ⊗ ξ

)
. Note that for ξ =

(M ×R,π1,M), we get usual differential forms.

In general, given ω1 ∈Ωk1(ξ) and ω2 ∈Ωk2(ξ), there is no natural way
of defining some element ofΩk1+k2(ξ) (the definition ofω1∧ω2 ∈Ωk1+k2(M)
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for ξ = (M ×R,π1,M) involves multiplication).

It is however possible to define a product between a differential form
onM and a section of ξ. We will only use it for 1-forms: given λ ∈Ω1(M) =
Γ (T ∗M) and σ ∈ Γ (ξ), we define λ⊗σ ∈ Γ (T ∗M⊗ξ) =Ω1(ξ). The formula is:

∀x ∈M ∀v ∈ TxM (λ⊗ σ )x(v) = λx(v)σ (x)

2.5.6 Quotients of vector bundles

Given a vector space V and a subspaceW ⊂ V , we let x ∈ V /W be the image
of x ∈ V as long as there is no possible confusion.

Proposition 2.5.9. Let ξ = (E,p,M) be a vector bundle, and η = (F,q,M) be a
vector subbundle of ξ. The quotient bundle ξ/η is the vector bundle defined
by (ξ/η)x = ξx/ηx for all x ∈M, and such that for any local frame (ε1, . . . , εr ) of
ξ for which (ε1, . . . , εk) is a local frame of η, the maps (εk+1, . . . , εr ) form a frame
field.

2.5.7 The conjugate of a complex vector bundle

Complex vector spaces come in pair. Indeed, recall that a vector space V
over a field K is not just a set, but a triple V = (E,+, .) where E is a set, the
addition map + : E × E→ E is such that (E,+) is an abelian group, and the
exterior multiplication . : K×E→ E satisfies a rather long list of axioms.

In the case where K = C, we can associate to V its conjugate space V
defined by V = (E,+, . ), where λ . v = λ.v. One can check that it is also a
complex vector space.

Given a complex vector bundle ξ, we can define its conjugate ξ as we
have for all other algebraic operations. This allows us to define the vector
bundle of sesquilinear forms over ξ as (ξ)∗ ⊗ ξ∗.

2.5.8 Grassmannian bundles

Up to now, we saw that vector bundles produce more vector bundles. But
they also produce fibre bundles that are not vector bundle. The main ex-
amples are Grassmannians.

Let ξ = (E,p,M) be a vector bundle of rank r, and k ∈ {1, . . . , r}. We
wish to define a fibre bundle Gk(ξ) over M with fibres Gk(ξ)x = Gk(ξx) for
x ∈ M. For this matter, we consider an open set U ⊂ M and a frame field
ε = (ε1, . . . , εr ) of ξ |U .

Recall that the differentiable structure on Gk(Rr ) is given by that of the
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homogeneous space GL(r,R)/Pk,r where:

Pk,r =
{(

A B
0 C

) ∣∣∣∣∣∣A ∈GL(k,R),B ∈Mk,r−k(R),C ∈GL(r − k,R)
}

For any x ∈ U , the basis ε(x) of ξx induces an isomorphism between
GL(r,R) and GL(ξx), sending Pk,r to some group Pε(x) ⊂ GL(ξx). We there-
fore get a diffeomorphism between the homogeneous spaces GL(r,R)/Pk,r
and GL(ξx)/Pε(x), hence a diffeomorphism θεx : Gk(Rr )→Gk(ξx).

Given another frame field δ, the transition map (θδx )−1 ◦θεx : G(k,Rr )→
G(k,R) lifts to a diffeomorphism GL(k,Rr )→ GL(k,Rr ) which is the conju-
gation by the change-of-base matrix between ε(x) and δ(x), so it depends
smoothly on x. By Theorem 1.1.6, we have found a fibre bundle structure
on Gk(ξ) = (tx∈MGk(ξx),p,M,Gk(Rd)).

Definition 2.5.10. Let ξ = (E,p,M) be a vector bundle of rank r, and k ∈
{1, . . . , r}. The fibre bundle Gk(ξ) constructed above is called the kth-Grassmannian
bundle of ξ.

Note that since Grassmannian spaces are compact, the total space of a
Grassmannian bundle of a vector bundle over a compact manifold is com-
pact, due to Proposition 1.1.8.

2.6 Classification of vector bundles

The results of this section will only be stated, not proved.
Two continuous maps f ,g : B → M are called homotopic if there is a

continuous map h : [0,1]×B→M such that h(0, ·) = f and h(1, g). If f and
g are smooth, it is always possible to choose a smooth h.

We say that B is contractible if Id : B→ B is homotopic to a constant.

Theorem 2.6.1. Any vector bundle over a contractible manifold is trivialisable.

Theorem 2.6.2. Let M be a compact manifold.

1. If ξ is a vector bundle of rank r over M, there are an integer N and a
smooth map f :M→Gr(KN ) such that ξ is isomorphic to f ∗τr(KN ) where
τr(KN ) is the tautological bundle.

2. Given two smooth maps f ,g :M→Gr(KN ), the vector bundles f ∗τn(KN )
and g∗τn(KN ) are isomorphic if and only if there is an integer N ′ such
that f and g are homotopic as maps from M to Gr(KN ′ ).
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Chapter 3

Covariant derivatives

In order to make sense of the definition of a connection, we need to under-
stand how central the Leibniz rule is in calculus, and that it is a defining
rule of differentiation.

Proposition 3.0.1.

• LetD : C∞(R)→C∞(R) be a linear map such thatD(f g) =D(f )g+f D(g)
for all f ,g ∈ C∞(R). There is λ ∈ C∞(R) such that D(f ) = λḟ for all
f ∈ C∞(R).

• Let D : C∞(R,Rd)→C∞(R,Rd) be a linear map such that D(f σ ) = f ′σ +
f D(σ ) for all f ∈ C∞(R) and σ ∈ C∞(R,Rd). There isA ∈ C∞(R,End(Rd))
such that D(σ )(t) = σ̇ (t) +A(t)σ (t) for all σ ∈ C∞(R,Rd) and t ∈ R.

3.1 Vector bundles over the line

3.1.1 Existence of frame fields

The study of vector bundles over an interval is made easy by the fact that
they are all trivialisable.

Theorem 3.1.1. Let I ⊂ R be an interval, and ξ = (E,p, I) be a vector bundle of
rank r. Then ξ is trivialisable.

This is a consequence of Theorem 2.6.1, however we will give a proof of
Theorem 3.1.1 as we will use it repeatedly (actually Theorem 2.6.1 can be
deduced from Theorem 3.1.1).

The key is that if there is only one dimension, then there is only one
way of "gluing" local trivialisations. This is because the intersection of two
intervals is an interval.

Lemma 3.1.2. Let I ⊂ R be an interval, and ξ = (E,p, I) be a vector bundle of
rank r. Assume that there are two subintervals I0, I1 ⊂ I such that ξ |I0 and ξ |I1

27
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are trivialisable, and I0 ∪ I1 = I . Then ξ is trivialisable.
Moreover, for any compact subinterval J ⊂ I0 and any frame field (ε1, . . . , εr ) of
ξ |I0 , there is a frame field (ε1, . . . , εr ) of ξ such that εi(t) = εi(t) for all t ∈ J and
i ∈ {1, . . . , r}.

Proof. Notice that the second point implies the first. Up to enlarging J , we
can assume that J ∩ I1 , ∅.

Let (ε1, . . . , εr ) be a frame field of ξ |I0 , and (ε′1, . . . , ε
′
r ) a frame field of ξ |I1 .

For t ∈ I0 ∩ I1, we can decompose:

εi(t) =
r∑
j=1

A
j
i (t)ε

′
j(t)

This defines a smooth curve A = (Aji )1≤i,j≤r : I0∩I1→GL(r,R). Consider
a smooth curve A : I1→ GL(r,R) such that A(t) = A(t) for all t ∈ J ∩ I1 (this
is possible because GL(r,R) is a manifold).

Now define (ε1, . . . , εr ) in the following way:

εi(t) =

 εi(t) if t ∈ I0 \ I1∑r
j=1A

j
i (t)ε

′
j(t) if t ∈ I1

One easily checks that (ε1, . . . , εr ) is a frame field with the required property.

Proof of Theorem 3.1.1. Using the topological properties of R, given t0 ∈ I ,
we can find a sequence (Ii)i∈Z of open intervals such that:

• t0 ∈ I0.

• For all i ∈ Z, Ii is a trivialising domain of ξ.

• Ii ∩ Ij = ∅ whenever |i − j | ≥ 2.

• For all i ∈ Z, Ii ∩ Ii+1 is an interval.

•
⋃
i∈Z Ii = I .

Using Lemma 3.1.2, we can construct a sequence of frame fields (εk1, . . . , ε
k
n)

over Jk =
⋃
−k≤j≤k Ij such that

ek+1
i restricts to εki on Jk , which leads to a trivialization of ξ.
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If frame fields exist, they are however far from being unique. One can
check that given t0 ∈ I and a vector basis (e1, . . . , er ) of ξt0 , there exists a
trivializing frame (ε1, . . . , εr ) of ξ such that εi(t0) = ei for all i ∈ {1, . . . , r}. But
this frame field is still far from being unique.

3.1.2 The archetypal vector bundle over the line

Since frame fields of vector bundles over the line exist but are not unique,
we can ask whether there is a canonical choice. In order to understand this,
let us understand the archetypal construction of a vector bundle over the
line. For this, consider a manifold M, and a smooth curve γ : I →M. Then
γ∗TM is a vector bundle over I . If M is not parallelisable, then there is
really no reason for a "canonical" frame field to exist (the fact that γ∗TM is
trivial is a property of the interval, not of M or γ).

In a trivial bundle ξ = (I×Rr ,π1, I), there is a canonical way of choosing
such a frame fields: picking sections that are constant maps I → Rr . But
for a pulled back bundle γ∗TM there is no natural definition of a constant
frame field. Even when M is a submanifold of Rd , there is no reason for a
section of γ∗TM with constant coordinates in Rd to exist.

3.1.3 Intrinsic derivatives

Definition 3.1.3. Let I ⊂ R be an interval, and ξ = (E,p, I) a vector bundle of
rank r. An intrinsic derivative on ξ is a linear map D

dt : Γ (ξ) → Γ (ξ) such
that:

∀σ ∈ Γ (ξ) ∀f ∈ C∞(I)
D
dt

(f σ ) = f
D
dt
σ + ḟ σ

A section σ ∈ Γ (ξ) is parallel if D
dtσ = 0. A frame field (ε1, . . . , εr ) is called

parallel if ε1, . . . , εr are parallel.

A frame field allows us to define an intrinsic derivative.

Proposition 3.1.4. Let I ⊂ R be an interval, ξ = (E,p, I) a vector bundle of rank
r and ε = (ε1, . . . , εr ) a frame field of ξ. There is a unique intrinsic derivative on
ξ for which ε is parallel.

Proof. Any section σ ∈ Γ (ξ) decomposes uniquely as σ =
∑r
i=1σ

iεi for σ1, . . . ,σ r ∈
C∞(I). Define:

D
dt

:
{

Γ (ξ) → Γ (ξ)
σ =

∑r
i=1σ

iεi 7→
∑r
i=1 σ̇

iεi

It is linear, and the product rule for derivation of functions shows that it is
an intrinsic derivative. By definition, ε is parallel.
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Reciprocally, if D
dt is an intrinsic derivative for which ε is parallel, then:

D
dt

 r∑
i=1

σ iεi

 =
r∑
i=1

σ i
D
dt
εi︸︷︷︸

=0

+
r∑
i=1

σ̇ iεi =
r∑
i=1

σ̇ iεi

This yields uniqueness.

Another situation in which we can define a "canonical" intrinsic deriva-
tive is for pullbacks of tangent bundles of submanifolds of Rn by curves.

Proposition 3.1.5. Let M ⊂ Rn be a submanifold, and let γ : I → M be a
smooth curve. For x ∈M, we let px ∈ End(Rn) be the orthogonal projection onto
TxM for the canonical inner product.
The map D

dt : Γ (γ∗TM)→ Γ (γ∗TM) defined by D
dtσ (t) = pγ(t) (σ̇ (t)) is an in-

trinsic derivative.

Proof. Firstly, since M is a smooth manifold, the linear map px ∈ End(Rn)
depends smoothly on x, so D

dtσ is smooth for any σ ∈ Γ (γ∗TM), and D
dt :

Γ (γ∗TM)→ Γ (γ∗TM) is well defined. It is linear because the orthogonal
projections are linear.
Let σ ∈ Γ (γ∗TM) and f ∈ C∞(I). Since σ (t) ∈ Tγ(t)M for all t ∈ I , we have
that pγ(t)(σ (t)) = σ (t), and it follows that:

D
dt

(f σ )(t) = pγ(t)(f (t)σ̇ (t) + ḟ (t)σ (t)) = f (t)
D
dt
σ (t) + ḟ (t)σ (t)

We now wish to show that any intrinsic derivative possesses a parallel
frame field. The whole point is that seeking parallel sections amounts to
solving a linear ODE.

Proposition 3.1.6. Let I ⊂ R be an interval, ξ = (E,p, I) a vector bundle of
rank r, and D

dt an intrinsic derivative on ξ. For all t0 ∈ I and v ∈ ξt0 , there is a
unique parallel section σ ∈ Γ (ξ) such that σ (t0) = v.

Proof. Since ξ is trivialisable according to Theorem 3.1.1, consider a frame
field (ε1, . . . , εr ) of ξ. Any section σ can be written as σ =

∑r
i=1σ

iεi for some
functions σ1, . . . ,σ r ∈ C∞(I).

Consider A =
(
A
j
i

)
1≤i,j≤r

: I →M(r,R) such that:

D
dt
εi =

r∑
j=1

A
j
iεj
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Since D
dtσ =

∑r
i=1σ

i D
dtεi + σ̇iεi , we find:

D
dt
σ = 0 ⇐⇒ ∀j ∈ {1, . . . , r} σ̇ j +

r∑
i=1

A
j
iσ
i = 0

Existence and uniqueness follow from the Cauchy-Lipschitz Theorem.

The existence of parallel sections allows us to define linear maps be-
tween fibres (i.e. we connect fibres with each other).

Definition 3.1.7. Let I ⊂ R be an interval, ξ = (E,p, I) a vector bundle of rank
r, and D

dt an intrinsic derivative on ξ. For t0, t1 ∈ I , the map ‖t1t0 : ξt0 → ξt1
defined by ‖t1t0v = σ (t1), where σ ∈ Γ (ξ) is parallel and σ (t0) = v, is called the
parallel transport.

The parallel transport has a semi-group type property (which is not
surprising since it is more or less defined as the flow of an ODE).

Proposition 3.1.8. Let I ⊂ R be an interval, ξ = (E,p, I) a vector bundle of
rank r, and D

dt an intrinsic derivative on ξ.

• For t0, t1 ∈ I , the parallel transport ‖t1t0 : ξt0 → ξt1 is an isomorphism, with

inverse
(
‖t1t0

)−1
= ‖t0t1 .

• For t0, t1, t2 ∈ I we have ‖t2t1 ◦ ‖
t1
t0

= ‖t2t0 .

Proof. Linearity of the parallel transport is because the space of parallel
vector fields is a vector space. Everything else is a consequence of the
uniqueness in Proposition 3.1.6.

This can be used to show the existence of parallel frame fields

Proposition 3.1.9. Let I ⊂ R be an interval, ξ = (E,p, I) a vector bundle of
rank r, and D

dt an intrinsic derivative on ξ.
Given t0 ∈ I and a basis (e1, . . . , er ) of ξt0 , there is a unique parallel frame field
(ε1, . . . , εr ) such that (ε1(t0), . . . , εr(t0)) = (e1, . . . , er ).

Proof. Uniqueness follows directly from the uniqueness in Proposition 3.1.6.
For the existence, we only need to check that if e1, . . . , εr ∈ Γ (ξ) are parallel
and (e1(t0), . . . , er(t0)) is linearly independent, then (e1(t), . . . , er(t)) is linearly
independent for all t ∈ I . This is true because the parallel transport ‖tt0 is
an isomorphism (Proposition 3.1.8).

The data of a parallel frame field allows for easy computations of ev-
erything that involves the intrinsic derivative.

Lemma 3.1.10. Let I ⊂ R be an interval, ξ = (E,p, I) a vector bundle of rank r,
D
dt an intrinsic derivative on ξ and (ε1, . . . , εr ) a parallel frame field.
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• Given σ1, . . . ,σr ∈ C∞(I), if σ =
∑r
i=1σ

iεi ∈ Γ (ξ), then D
dtσ =

∑r
i=1 σ̇

iεi .

• Given t0, t1 ∈ I and v =
∑r
i=1 v

iεi(t0) ∈ ξt0 , we find ‖t1t0v =
∑r
i=1 v

iεi(t0).

Proof. The first point is a consequence of the Leibniz rule and the fact that
D
dtεi = 0. The second point is a consequence of the linearity of the parallel
transport, and the fact that ‖t1t0εi(t0) = εi(t1).

Luckily for us, in many situations we will not need to know an explicit
parallel frame field, but it will be enough to know that they exist.

3.2 The Tensoriality Lemma

Since we are going to work with vector bundles through calculus on spaces
of sections, we need to have ways of constructing sections of vector bun-
dles. We will use a technical result relating sections that are equal at one
point.

Lemma 3.2.1. Let ξ = (E,p,M) be a vector bundle of rank r. If σ,σ ′ ∈ Γ (ξ) sat-
isfy σ (x) = σ ′(x) for some x ∈M, then there are s1, . . . , sr ∈ Γ (ξ) and f1, . . . , fr ∈
C∞(M) such that fi(x) = 0 and σ = σ ′ +

∑r
i=1 fisi on a neighbourhood of x.

Proof. Let U ⊂ M be a trivializing domain containing x and (ε1, . . . , εr ) a
frame field of ξ |U .

If ϕ ∈ C∞(M) is a plateau function, equal to 1 on a neighbourhood of x
and 0 outside of U , then the sections si = ϕεi ∈ Γ (ξ) are well defined.

There are smooth functions g1, . . . , gr ∈ C∞(U ) such that σ−σ ′ =
∑r
i=1 giεi

on U .
The functions fi = ϕgi ∈ C∞(M) are well defined, and we have that σ =

σ ′ +
∑r
i=1 fisi near x.

Let us now see how to construct sections of a dual bundle. If ξ =
(E,p,M) is a vector bundle of rank r, then a section λ ∈ Γ (ξ∗) defines a
linear map Λ : Γ (ξ)→ C∞(M) by setting Λ(σ )(x) = λx(σ (x)). However, not
all linear mapsΛ : Γ (ξ)→C∞(M), as the value ofΛ(σ )(x) could also depend
on the values of σ at other points of M, or on derivatives of σ .

Lemma 3.2.2. Let ξ = (E,p,M) be a vector bundle of rank r, and letΛ : Γ (ξ)→
C∞(M) be a linear map. The following are equivalent:

1. ∀σ ∈ Γ (ξ) ∀f ∈ C∞(M) Λ(f σ ) = fΛ(σ )

2. ∃λ ∈ Γ (ξ∗) ∀σ ∈ Γ (ξ) ∀x ∈M Λ(σ )(x) = λx(σ (x))
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Proof. The implication (2)⇒(1) is straightforward, let us prove (1)⇒(2).
Consider Λ : Γ (ξ)→ C∞(M) which is C∞(M)-linear. For x ∈M and v ∈ ξx,
consider a section σ ∈ Γ (ξ) such that σ (x) = v (the existence being given by
Lemma 2.2.4). Set λx(v) =Λ(σ )(x).

Let us first check that λx(v) does not depend on the choice of σ .
Let σ,σ ′ ∈ Γ (ξ) be such that σ (x) = σ ′(x) = v. According to Lemma 3.2.1,

there are sections s1, . . . , sr ∈ Γ (ξ) and functions f1, . . . , fr ∈ C∞(M) such that
σ = σ ′ +

∑r
i=1 fisi on a neighbourhood V of x.

If ϕ ∈ C∞(M) is a plateau function such that ϕ = 1 on a neighbourhood
of x and ϕ = 0 outside V , then we find:

ϕσ = ϕσ ′ +
r∑
i=1

ϕfisi (3.1)

This equality stands on all of M. Evaluating Λ on the left hand side of 3.1,
we find:

Λ(ϕσ )(x) = ϕ(x)︸︷︷︸
=1

Λ(σ )(x)

=Λ(σ )(x)

Evaluating Λ on the right hand of 3.1 side yields:

Λ

ϕσ ′ + r∑
i=1

ϕfisi

 (x) = ϕ(x)︸︷︷︸
=1

Λ(σ ′)(x) +
r∑
i=1

ϕ(x) fi(x)︸︷︷︸
=0

Λ(si)(x)

=Λ(σ ′)(x)

In the end, we do find that Λ(σ )(x) =Λ(σ ′)(x).
In order to prove the linearity and regularity of λ, consider a trivializing

domain U ⊂M containing x, and (ε1, . . . , εr ) a frame field of ξ |U .
We once again consider a plateau function ψ ∈ C∞(M) such that ψ = 1

on a neighbourhood W of x and ψ = 0 outside of U .
On W , we find:

λy =
r∑
i=1

Λ(ψεi)ε
∗
i

This shows both the linearity and the smoothness of λ, i.e. λ ∈ Γ (ξ∗).

Remark. We do not require any regularity of the functional Λ (we do not even
need to consider topologies of the vector spaces Γ (ξ) and C∞(M)). The regularity
is hidden in the fact that given a smooth section σ ∈ Γ (ξ), the resulting function
Λ(σ ) is smooth.
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We can generalize this result to multi-linear functionals on spaces of
sections, with values in a space of sections.

Definition 3.2.3. Consider vector bundles ξ,ξ1, . . . ,ξm over the same basis M.
A multi-linear map A : Γ (ξ1) × · · · × Γ (ξm) → Γ (ξ) is called tensorial if it is
C∞(M)-multi-linear, i.e.

∀(f1, . . . , fm) ∈ C∞(M)m ∀(σ1, . . . ,σm) ∈ Γ (ξ1)× · · · × Γ (ξm)

A(f1σ1, . . . , fmσm) = f1 · · ·fmA(σ1, . . . ,σm)

Theorem 3.2.4 (Tensoriality Lemma). Consider vector bundles ξ,ξ1, . . . ,ξm
over the same basis M, and a multi-linear map

A : Γ (ξ1)× · · · × Γ (ξm)→ Γ (ξ)

The following are equivalent:

1. A is tensorial

2. There is α ∈ Γ (ξ∗1 ⊗ · · · ⊗ ξ∗m ⊗ ξ) such that:

∀x ∈M ∀(σi)1≤i≤m ∈
m∏
i=1

Γ (ξi) A(σ1, . . . ,σm)(x) = αx(σ1(x), . . . ,σm(x))

Remark. Such a section α is necessarily unique.

Proof. Lemma 3.2.2 is exactly the case where m = 1 and ξ is the trivial line
bundle (M×R,π1,M). The proof of Lemma 3.2.2 can be carried out mutatis
mutandis to obtain the case where m = 1, and an induction process gives
the result for any integer m.

Remark. The Tensoriality Lemma can be used to define the exterior differen-
tial of a differential form, using Cartan’s formula as a definition instead of a
property. If α is a differential p-form on a manifold M (i.e. α ∈ Γ (ΛpT ∗M) =
Ωp(M)), then dα is the unique differential p + 1-form such that, for any vector
fields X0, . . . ,Xp ∈ X (M), we have:

dα(X0, . . . ,Xp) =
p∑
i=0

(−1)iXi ·α(X0, . . . , X̂i , . . . ,Xp)

+
∑

0≤i<j≤p
(−1)i+jα([Xi ,Xj ],X0, . . . , X̂i , . . . , X̂j , . . . ,Xp).

The Tensoriality Lemma shows that this expression defines dα ∈ Γ
(
T ∗M⊗p+1

)
,

then one can check that it is skew-symmetric, i.e. dα ∈ Γ
(
Λp+1T ∗M

)
=Ωp+1(M).
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3.3 Koszul connections

Given a function f ∈ C∞(M), a point x ∈M and a tangent vector v ∈ TxM,
we can define dxf (v) ∈ R. If we replace f with a section σ ∈ Γ (ξ) of a vector
bundle ξ, then dxσ (v) ∈ TxE. The whole point of vector bundles (and more
generally fibre bundles) is that we do not want to consider the manifold
structure of the total space, but rather work either in a given fibre, or on
the base. More simply put, T E is a vector bundle over a vector bundle, so
it is meant to mess with your head.

To define connections on vector bundles with arbitrary basis, we first
notice that differentiating a function f ∈ C∞(M) does not yield another
function, but a 1-form df ∈ Γ (T ∗M) = Ω1(M). For sections of bundles,
we wish to define a differential ∇xσ (v) ∈ ξx for v ∈ TxM, hence a linear map
∇xσ : TxM → ξx, i.e. a ξ-valued 1-form ∇σ ∈ Γ (L(TM,ξ)) = Γ (T ∗M ⊗ ξ) =
Ω1(ξ).

Definition 3.3.1. Let ξ = (E,p,M) be a vector bundle. A connection on ξ is a
linear map ∇ : Γ (ξ)→ Γ (T ∗M ⊗ ξ) =Ω1(ξ) satisfying the Leibniz rule:

∀σ ∈ Γ (ξ) ∀f ∈ C∞(M) ∇(f σ ) = df ⊗ σ + f ∇σ

Remark. By definition, (df ⊗σ )x(v) = dxf (v)σ (x) for x ∈M and v ∈ TxM. We
will write ∇xσ (v), however the notation ∇vσ is more frequent in the literature.

We will only use the notation with the vector as a subscript for vector fields:

given X ∈ X (M) define the map ∇X :
{
Γ (ξ) → Γ (ξ)
σ 7→ ∇σ (X)

.

On a trivial bundle ξ = (M ×Rr ,π1,M), sections can be identified with
smooth functions f ∈ C∞(M,Rr ). One can check that Dxf (v) = dxf (v) then
defines a connection D on ξ, called the trivial connection. Let us see how
to treat this in terms of frame fields.

Proposition 3.3.2. Let ξ = (E,p,M) be a vector bundle of rank r, and (ε1, . . . , εr )
a trivializing frame of ξ. There is a unique connection D on ξ, called the trivial
connection, such that:

∀i ∈ {1, . . . , r} Dεi = 0

Proof. Any section σ ∈ Γ (ξ) decomposes uniquely as σ =
∑r
i=1σ

iεi . Define
D : Γ (ξ)→Ω1(ξ) by:

Dσ =
r∑
i=1

dσ i ⊗ εi

It is linear and satisfies the Leibniz rule for connections because of the
usual Leibniz rule for functions. We also have Dεi = 0 for all i.
If ∇ is another connection with the same property, then the Leibniz rule
ensures that ∇ =D.
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Definition 3.3.3. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection on
ξ. A section σ ∈ Γ (ξ) is called parallel if ∇σ = 0.

Proposition 3.3.4. Let M ⊂ Rn be a submanifold. For x ∈ M, we let px ∈
End(Rn) be the orthogonal projection onto TxM for the canonical inner product.
The map ∇ : X (M)→Ω1 (TM) = T 1,1(M) = Γ (End(TM)) defined by ∇xσ (v) =
px (dxσ (v)) is a connection.

The proof is very similar to 3.1.5.

If M = I ⊂ R is an interval, then connections on vector bundles over I
are essentially the same as intrinsic derivatives.

Recall that d
dt ∈ Γ (T I) is defined by d

dt · f = ḟ for every f ∈ C∞(I), and

dt ∈ Γ (T ∗I) satisfies dt
(
d
dt

)
= 1.

Proposition 3.3.5. Set I ⊂ R be an interval, and ξ = (E,p, I) a vector bundle.
If Ddt is an intrinsic derivative on ξ, then ∇ : σ 7→ dt ⊗ D

dtσ is a connection.
Reciprocally, if ∇ is a connection on ξ, then D

dt : σ 7→ ∇σ
(
d
dt

)
is an intrinsic

derivative.

Proof. One just has to check that the Leibniz rules are equivalent. Note
that for f ∈ C∞(I), we have df = ḟ dt and df

(
d
dt

)
= ḟ .

Given an intrinsic derivative D
dt , we check:

∇(f σ ) = dt ⊗ D
dt

(f σ ) = dt ⊗ (ḟ σ ) + dt ⊗ f D
dt
σ = dt ⊗∇σ + f ∇σ

Given a connection ∇, we check:

D
dt

(f σ ) = ∇(f σ )
(
d
dt

)
= df ⊗ σ

(
d
dt

)
+ f ∇σ

(
d
dt

)
= ḟ σ + f

D
dt
σ

Proposition 3.3.6. Let ξ,ξ ′ be vector bundles with the same base M, and ∇,∇′
connections on ξ,ξ ′.
There are unique connections ∇∗, ∇⊕∇′ and ∇⊗∇′ on ξ∗, ξ⊕ξ ′ and ξ⊗ξ ′ such
that:

∀λ ∈ Γ (ξ∗) ∀σ ∈ Γ (ξ) ∀σ ′ ∈ Γ (ξ ′)

∇∗λ(σ ) = d(λ(σ ))−λ(∇σ )

(∇⊕∇′)(σ + σ ′) = ∇σ +∇′σ ′

(∇⊗∇′)(σ ⊗ σ ′) = ∇σ ⊗ σ ′ + σ ⊗∇′σ ′
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More generally, ∇ induces a connection, still denoted by∇, on the vector
bundles (ξ∗)⊗p ⊗ ξ⊗q. For ω ∈ T p,0(TM) a type-(p,0) tensor, we get:

∇ω(X1, . . . ,Xp) = d(ω(X1, . . . ,Xp))−
p∑
i=1

ω(X1, . . . ,∇Xi , . . . ,Xp)

In other words, we can differentiate ω(X1, . . . ,Xp) using a Leibniz rule:

d(ω(X1, . . . ,Xp)) = ∇ω(X1, . . . ,Xp) +
p∑
i=1

ω(X1, . . . ,∇Xi , . . . ,Xp)

Note that this formula also preserves skew-symmetry, so a connection ∇ on
TM also induces a connection on ΛkT ∗M.

For R ∈ T p,1(TM) a type-(p,1) tensor, we get:

∇R(X1, . . . ,Xp) = ∇(R(X1, . . . ,Xp))−
p∑
i=1

R(X1, . . . ,∇Xi , . . . ,Xp)

Proposition 3.3.7. Let ξ = (E,p,M) be a vector bundle. The set of connections
on ξ has the structure of an affine space, with underlying vector space Γ (ξ∗ ⊗
T ∗M ⊗ ξ) = Γ (T ∗M ⊗End(ξ)) =Ω1(End(ξ)).

Proof. Simply notice that if ∇ and ∇′ are connections on ξ, then ∇ − ∇′ is
tensorial.

This idea can be used to show the existence of connections.

Proposition 3.3.8. Every vector bundle has a connection.

Proof. Let ξ = (E,p,M) be a vector bundle, and consider a locally finite
open cover M =

⋃
U∈U U such that every restriction ξ |U is trivialisable.

Consider a connection ∇U on ξ |U (which exists because of Proposition
3.3.2).
We let (ϕU )U∈U be a partition of unity associated to U . For σ ∈ Γ (ξ) and
x ∈M, we set:

∇σ (x) =
∑
x∈U

ϕU (x)∇U (σ |U ) (x)

Since U is locally finite, V =
⋂
x∈U U is a neighbourhood of x, and the in-

dexes in the sum for ∇σ (y) for y ∈ V are the same as for x, which shows
that ∇σ is a smooth map, hence an element of Γ (T ∗M ⊗ ξ).
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For f ∈ C∞(M), we find:

∇(f σ ) =
∑
U∈U

ϕU∇U (f σ |U )

=
∑
U∈U

ϕU
(
df ⊗ σ + f ∇U (σ |U )

)
=

∑
U∈U

ϕU

df ⊗ σ + f
∑
U∈U

ϕU∇U (σ |U )

= df ⊗ σ + f ∇σ

3.3.1 Local description of a connection

Even though the definition of a connection is through global sections, it
still allows us to differentiate local sections.

Lemma 3.3.9. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection on ξ.
Consider σ,σ ′ ∈ Γ (ξ). Let U ⊂M be an open set such that σ (x) = σ ′(x) for all
x ∈U . Then ∇xσ = ∇xσ ′ for all x ∈U .

Proof. Fix x ∈ U , and consider a plateau function ϕ ∈ C∞(M) such that
ϕ = 1 on a neighbourhood of x and ϕ = 0 outside of U . Since ϕ(x) = 1 and
dxϕ = 0, we find:

∇x(ϕσ ) = dxϕ ⊗ σ (x) +ϕ(x)∇xσ
= ∇xσ

As ϕσ = ϕσ ′, it follows that ∇xσ = ∇xσ ′

An immediate consequence is that ∇xσ only depends on the 1-jet of σ
at x.

Proposition 3.3.10. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection
on ξ. For all σ ∈ Γ (ξ), x ∈M and v ∈ TxM, the value of ∇xσ (v) only depends
on σ (x) ∈ ξx and dxσ (v) ∈ Tσ (x)E.

Proof. If σ ′ ∈ Γ (ξ) satisfies σ ′(x) = σ (x) then according to Lemma 3.2.1,
there are sections s1, . . . , sr ∈ Γ (ξ) and functions f1, . . . , fr ∈ C∞(M) such that
σ ′ = σ +

∑
fisi on a neighbourhood of x and fi(x) = 0.

If dxσ ′(v) = dxσ (v), then we also get dxfi(v) = 0, and Lemma 3.3.9 yields:

∇xσ ′(v) = ∇x
(
σ +

∑
fisi

)
(v)

= ∇xσ (v) +
∑(

dxfi(v)si(x) + fi(x)∇xsi(v)
)

= ∇xσ (v)
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Proposition 3.3.11. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection
on ξ. For any open set U ⊂ M, there is a unique connection ∇|U on ξ |U such
that:

∀σ ∈ Γ (ξ) (∇|U )σ |U = (∇σ )|U .

Proof. Lemma 3.3.9 and a tiny bit of thinking guarantee the uniqueness.
To prove the existence, consider σ ∈ Γ (ξ |U ).
For x ∈ x ∈ U , consider a plateau function ϕ ∈ C∞(M) such that ϕ = 1 on a
neighbourhood of x and ϕ = 0 outside of U . This allows us to define ϕσ ∈
Γ (ξ), and set (∇|U )xσ = ∇x(ϕσ ). Following Lemma 3.3.9, (∇|U )xσ (x) does
not depend on the choice of ϕ. Since the same function ϕ works for any
point in a neighbourhood of x, we do obtain a smooth section of T ∗U ⊗ξ |U .
We have defined a map ∇|U : Γ (TU )→ Γ (T ∗U ⊗ ξ |U ). Its linearity and the
Leibniz rule follow from the same properties for ∇.

Most of the time, we will use the notation ∇ for ∇|U (so Proposition
3.3.11 means that ∇σ can be defined even if σ is only defined on an open
subet of M).

Reciprocally, knowing the local expressions of a connection is enough
to recover the whole connection.

Lemma 3.3.12. Let ξ = (E,p,M) be a vector bundle. Consider an open cover
M =

⋃
i∈IUi of M and connections ∇i on ξ |Ui . If

∀i, j ∈ I ∇i
∣∣∣
Ui∩Uj

= ∇j
∣∣∣
Ui∩Uj

then there is a unique connection ∇ on ξ such that

∀i ∈ I ∇|Ui = ∇i

Remark. Readers who have taken a walk down the algebraic side of things will
recognize that this means that a connection is well defined on the sheaf of local
sections of a vector bundle.

Proof. Uniqueness is a consequence of Lemma 3.3.9. For the existence, sim-
ply set ∇xσ = ∇ix

(
σ |Ui

)
whenever x ∈ Ui . Because of the assumption on the

restriction to intersections, it does not depend on the choice of Ui , and one
easily checks that it defines a connection.

The restriction of a connection is what allows us to study a connection
from a local point of view, i.e. in coordinates.

Consider a trivializing domain U ⊂ M, and a frame field (ε1, . . . , εr ) of
ξ |U .

According to Proposition 3.3.2, there is a unique connection D on ξ |U
for which ε1, . . . , εr are parallel. According to Proposition 3.3.7, ∇ −D is a
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represented by a section A ∈ Γ (T ∗U ⊗End(ξ |U )) =Ω1(End(ξ |U )), called the
connection form of (U,Φ) (or the connection 1-form). We find:

∇xσ (v) =Dxσ (v) +Ax(v)(σ (x)).

Every section σ ∈ Γ (ξ |U ) decomposes as σ =
∑r
α=1σ

αεα.

Now consider also a coordinate system (x1, . . . ,xd) on U . We let ∂i = ∂
∂xi

be the fundamental vector fields, and dxi the differentials of the functions
xi .

∇σ =
r∑

α=1

[D (σαεα) +A(σαεα)]

=
r∑

α=1

dσα ⊗ εα + σαA(εα)

Since Dεα = 0, we find:

∇εα = A(εα) =
r∑
β=1

A
β
i,αdx

i ⊗ εβ

For v =
∑
vi∂i and σ =

∑
σαεα, we find:

∇xσ (v) =
∑

1≤i≤d
1≤α≤r

vi∂iσ
α(x)εα(x)

︸                    ︷︷                    ︸
=Dxσ (v)

+
∑

1≤i≤d
1≤α,β≤r

A
β
i,α(x)viσα(x)εβ(x)

︸                            ︷︷                            ︸
=Ax(v)(σ (x))

When calculations start to involve sums on many indexes, it is more
practical to use Einstein’s convention: we do not write the sum symbol∑

, but whenever an index is repeated once as a subscript and once as a
superscript, we implicitely consider the sum over all possible values of this
index. Here, we find:

∇xσ (v) = vi∂iσ
αεα +Aβi,αv

iσαεβ

There will always be a warning before using Einstein’s convention.

One way of interpreting Lemma 3.3.12 is that it is possible to define a
connection by using local coordinates, as long as the expression is invariant
under a change of coordinates. For this, we need to know how the connec-
tion form behaves under a change of coordinates. On an arbitrary vector
bundle, we need to choose local coordinates on the base manifold and a
local frame field. Here we just give the case of a connection on the tangent
bundle, where the frame field is made of the coordinate vector fields.
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Lemma 3.3.13. LetM be a manifold, and ∇ a connection on TM. Consider two
local coordinate systems (x1, . . . ,xd) and (y1, . . . , yd) defined on the same open set
U ⊂M.

The components of the connection form Aki,j (resp. A
k
i,j) of ∇ with respect to

the coordinates (x1, . . . ,xd) (resp. (y1, . . . , yd)) are related by:

A
k
i,j =

∂2xp

∂yj∂yi
∂yk

∂xp
+Arp,q

∂xp

∂yi
∂xq

∂yj
∂yk

∂xr

Remark. We use Einstein’s convention.

Proof. The coefficients Aki,j are defined by:

∇ ∂

∂xi
= Aki,jdx

j ⊗ ∂

∂xk

Since ∂
∂yi

= ∂xp

∂yi
∂
∂xp and ∂

∂xp = ∂yk

∂xp
∂
∂yk

, we find:

∇ ∂

∂yi
=

∂2xp

∂yj∂yi
dyj ⊗ ∂

∂xp
+
∂xp

∂yi
∇ ∂
∂xp

=
∂2xp

∂yj∂yi
∂yk

∂xp
dyj ⊗ ∂

∂yk
+
∂xp

∂yi
Arp,qdx

q ⊗ ∂
∂xr

=
∂2xp

∂yj∂yi
∂yk

∂xp
dyj ⊗ ∂

∂yk
+
∂xp

∂yi
Arp,q

∂xq

∂yj
∂yk

∂xr
dyj ⊗ ∂

∂yk

The formula follows from the identification of each term with the defi-
nition of A

k
i,j :

∇ ∂

∂yi
= A

k
i,jdy

j ⊗ ∂

∂yk

3.3.2 Connections and curves

We have seen that intrinsic derivatives on vector bundles over an interval
are related to choices of trivializations of these bundles. However, connec-
tions on higher dimensional manifolds do not lead to trivializations. One
reason is that vector bundles need to be trivializable, but there are also lo-
cal obstructions, which we will study later.

However, connections can be studied by considering curves on the base.

Definition 3.3.14. Let ξ = (E,p,M) be a vector bundle. Given a smooth curve
c : I → R, a ξ-valued vector field along c is a section of c∗ξ, i.e. a smooth
function σ : I → E such that:

∀t ∈ I σ (t) ∈ ξc(t)
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Note that every σ ∈ Γ (ξ) defines a ξ-valued vector field σ ◦ c along c.
However, not all ξ-valued vector fields along c can be obtained in this way
(the curve c is not necessarily injective).

A vector field along c (without precising the vector bundle) is a TM-
valued vector field along c.

Proposition 3.3.15. Let ξ = (E,p,M) be a vector bundle, ∇ a connection on ξ,
and c : I →M a smooth curve.
There is a unique intrinsic derivative D

dt on c∗ξ, called the intrinsic derivative
along c, such that:

∀σ ∈ Γ (ξ) ∀t ∈ I D
dt

(σ ◦ c)(t) = ∇c(t)σ (ċ(t))

Remark. For σ ∈ Γ (ξ), we will usually write D
dtσ instead of Ddt (σ ◦ c).

Proof. Let us start with the case where ξ is trivializable. Consider a frame
field (ε1, . . . , εr ) of ξ, the associated trivial connectionD, and the connection
form Γ ∈ Γ (T ∗M ⊗End(ξ)).

If D
dt is an intrinsic derivative on c∗ξ satisfying the requirement, then:

∀α ∈ {1, . . . , r} ∀t ∈ I D
dt

(εα ◦ c)(t) = ∇c(t)εα(ċ(t)) = Ac(t)(ċ(t))(εα(c(t)))

Since any ξ-valued vector field along c decomposes as σ =
∑r
α=1σ

αεα ◦c for
some functions σα ∈ C∞(I), we get:

D
dt
σ =

r∑
α=1

(
σ̇αεα + σαA(ċ)(εα)

)
This formula not only guarantees uniqueness, but can also be used to prove
existence.

In order to move on to the general case, we use the fact that for every
t ∈ I , we can choose an open interval It ⊂ I containing I and a trivializ-
ing domain Ut ⊂ M such that c (It) ⊂ Ut. The previous discussion shows
that the intrinsic derivative along c|It is uniquely defined. Because of the
uniqueness, they coincide on It∩Is for t, s ∈ I , so Lemma 3.3.12 allows us to
define a unique intrinsic derivative with the same property for the whole
curve c (actually Lemma 3.3.12 only concerns connections on c∗ξ, but the
relationship with intrinsic derivatives is given by Proposition 3.3.5).

The proof actually gave us the local expression for D
dt , given a local

frame field (ε1, . . . , εr ) of ξ:
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D
dt
σ =

r∑
α=1

(
σ̇αεα + σαA(ċ)(εα)

)
If c has values inside a chart domain of M, and (x1, . . . ,xd) are local

coordinates, then we decompose ċ(t) =
∑d
i=1 ċ

i(t)∂i . We now find:

A(ċ)(εα) =
∑

1≤i≤d
1≤β≤r

(
A
β
i,α ◦ c

)
ċiεβ

Which leads to:

D
dt
σ =

∑
1≤α≤r

σ̇αεα +
∑

1≤i≤d
1≤α,β≤r

(
A
β
i,α ◦ c

)
σα ċiεβ

Example: Keeping the same notations for local coordinates and frame
field, through any point x ∈U we can consider the curves obtained by vary-
ing one of the coordinates, i.e. t 7→ (x1(x), . . . ,xi−1(x), t,xi+1(x), . . . ,xd(x)). We
will denote by D

∂xi
the intrinsic derivative along this curve. Note that for

σ ∈ Γ (ξ), we have D
∂xi
σ = ∇σ (∂i).

Since a connection defines an intrinsic derivative for any curve in M,
it also defines a parallel transport. Since (c∗ξ)t = ξc(t), it defines linear
isomorphisms between different fibres of ξ.

Definition 3.3.16. Let ξ = (E,p,M) be a vector bundle, ∇ a connection on
ξ, and c : I → M a smooth curve. Given t0, t1 ∈ I , the parallel transport ‖t1t0 :
ξc(t0)→ ξc(t1) for the intrinsic derivative along c is called the parallel transport
along c.

Note that because ‖t2t1 ◦ ‖
t1
t0

= ‖t2t0 , we can define the parallel transport
along any piecewise smooth curve in a consistent way, so that we still have
the same property for composition (we use the convention that piecewise
smooth curves are continuous).

Note that the parallel transport usually depends heavily on the choice
of a curve. In particular, if c(t0) = c(t1), then there is no reason that ‖t1t0
should be the identity map.

Definition 3.3.17. Let ξ = (E,p,M) be a vector bundle, ∇ a connection on ξ,
and x ∈M. The holonomy group of ∇ at x is the subgroup Holx ⊂ GL(ξx) of
parallel transports ‖10 along piecewise smooth curves c : [0,1] → M such that
c(0) = c(1) = x.
The restricted holonomy group is the subgroup Hol◦x ⊂Holx of parallel trans-
porst along null homotopic piecewise smooth curves.
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Note that if M is connected, then Holx does not really depend on x, as
for x,y ∈ M there is a linear isomorphism ϕ : ξx → ξy such that Holx =
ϕ−1Holyϕ (simply take ϕ to be the parallel transport along any curve from
x to y).

Not only can the parallel transport along curves give many informa-
tions about a connection, it actually allows to retrieve the whole connec-
tion.

Proposition 3.3.18. Let ξ = (E,p,M) be a vector bundle and ∇ a connection
on ξ. Consider x ∈M, v ∈ TxM, and a smooth curve c : ]−ε ,ε[→M such that
c(0) = x and ċ(0) = v. For all σ ∈ Γ (ξ), we get:

∇xσ (v) =
d
dt

∣∣∣∣∣
t=0

∥∥∥0
t
σ (c(t))

Proof. Consider a parallel frame (ε1, . . . , εr ) along c, and decompose σ (c(t)) =∑r
α=1σ

α(t)εα(t). We have that:

∇xσ (v) =
D
dt

(σ ◦ c)(0) =
r∑

α=1

σ̇α(0)εα(0)

We also have:

∥∥∥0
t
σ (c(t)) =

r∑
α=1

σα(t)εα(0)

Differentiating this expression at t = 0 offers the conclusion.

3.3.3 Pulling back connections

Recall that the pulled back bundle f ∗ξ of a vector bundle ξ = (E,p,M) by a
smooth map f :N →M is defined by f ∗ξ = (f ∗E,N,f ∗p) where

f ∗E = {(x,v) ∈N ×E|p(v) = f (x)}

and f ∗p(x,v) = x.
In other words, the fibre above x ∈N is the fibre above f (x) ∈M:

(f ∗ξ)x = ξf (x)

Note that pulling back vector bundles is compatible with algebraic op-
erations on vector bundles, i.e. f ∗ (ξ ⊕ ξ ′) = (f ∗ξ) ⊕ (f ∗ξ ′), f ∗ (ξ ⊕ ξ ′) =
(f ∗ξ)⊕ (f ∗ξ ′) and f ∗ (ξ∗) = (f ∗ξ)∗.

Any section σ ∈ Γ (ξ) can be pulled back to a section f ∗σ = σ ◦f ∈ Γ (f ∗ξ).
Not all sections of f ∗ξ can be obtained in this way (indeed, f could be
constant), but sections can all be recovered from these.
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Lemma 3.3.19. Let ξ = (E,p,M) be a vector bundle of rank r, f : N → M a
smooth map, and σ ∈ Γ (f ∗ξ). For every x ∈ N , there are sections s1, . . . , sr ∈
Γ (ξ) and functions u1, . . . ,ur ∈ C∞(N ) such that

∑r
i=1u

if ∗si is equal to σ on a
neighbourhood of x.

Proof. Consider a trivialising domain U ⊂ M of ξ that contains f (x), and
a frame field (ε1, . . . , εr ) of ξ |U . Then (f ∗ε1, . . . , f

∗εr ) is a frame field of
f ∗ξ |f −1(U ). Write σ |U =

∑r
i=1σ

if ∗εi , and consider a plateau functionϕ onM
such that ϕ = 1 on a neighbourhood of f (x) and ϕ = 0 outside of U . Then
si = ϕεi and ui = (ϕ ◦ f )σ i are the required functions and sections.

In order to define a connection on the pulled back bundle, notice that
we can also pull back bundle-valued differential forms: for ω ∈ Γ (T ∗M⊗ξ),
define f ∗ω by:

∀x ∈N ∀v ∈ TxN (f ∗ω)x(v) = ωf (x)(dxf (v)) ∈ ξf (x) = (f ∗ξ)x

Proposition 3.3.20. Let ξ = (E,p,M) be a vector bundle of rank r, ∇ a connec-
tion on M, and f :N →M a smooth map. There is a unique connection f ∗∇ on
f ∗ξ such that:

∀σ ∈ Γ (ξ) (f ∗∇)(f ∗σ ) = f ∗(∇σ )

Proof. Let us start with uniqueness: let ∇1,∇2 be connections on f ∗ξ such
that ∇1f ∗σ = ∇2f ∗σ = f ∗(∇σ ) for every σ ∈ Γ (ξ).

Let σ ∈ Γ (f ∗ξ) and x ∈ N . According to Lemma 3.3.19, there are func-
tions u1, . . . ,ur ∈ C∞(N ) and sections s1, . . . , sr ∈ Γ (ξ) such that

∑r
i=1u

if ∗si
is equal to σ on a neighbourhood of x. From Lemma 3.3.9 we know that
∇jxσ = ∇jx

(∑r
i=1u

if ∗si
)

for j = 1,2.

∇jxσ = ∇jx

 r∑
i=1

uif ∗si


=

r∑
i=1

(
dxu

i ⊗ f ∗si(x) +ui(x)∇jxf ∗si
)

=
r∑
i=1

(
dxu

i ⊗ f ∗si(x) +ui(x) (f ∗∇si)x
)

Since the last line foes not depend on j, we find that ∇1 = ∇2.

In order to show the existence, we simply need to check that the expres-
sion

∑r
i=1

(
dui ⊗ f ∗si +ui (f ∗∇si)x

)
defines a connection on f ∗ξ.



46 CHAPTER 3. COVARIANT DERIVATIVES

Let us compute the components of the connection form of the pulled
back connection. Consider an open set U ⊂M and a frame field (ε1, . . . , εr )
of ξ |U . Then (f ∗ε1, . . . , f

∗εr ) is a frame field of f ∗ (ξ |U ) = (f ∗ξ)|f −1(U ).

Consider also coordinates (x1, . . . ,xd) on U and coordinates (y1, . . . , yd
′
)

on an open subset of f −1(U ).
For ω ∈ Γ (T ∗M ⊗ ξ), we write locally ω =

∑
1≤i≤d
1≤α≤r

ωαi dx
i ⊗ εα. Then f ∗ω is

locally given by:

f ∗ω =
∑

1≤j≤d′
1≤i≤d
1≤α≤r

∂f i

∂yj
ωαi dy

j ⊗ (f ∗εα)

Since (f ∗∇)(f ∗εα) = f ∗(∇εα), we find the components of the connection
form f ∗A of f ∗∇.

(f ∗A)βj,α(y) =
d∑
i=1

A
β
i,α(f (y))

∂f i

∂yj
(y)

Note that the formula justifies the notation f ∗A, as it is also the formula
for the pull-back of A.

The pulled back connection can also be described in terms of parallel
transport.

Proposition 3.3.21. Let ξ = (E,p,M) be a vector bundle, ∇ a connection on
M, f : N →M a smooth map, and f ∗∇ the pulled back connection on f ∗ξ. For
every smooth curve c : I → N and t0, t1 ∈ I , the parallel transport along c from
t0 to t1 ∥∥∥t1

t0
: (f ∗ξ)c(t0) = ξf (c(t0))→ (f ∗ξ)c(t1) = ξf (c(t1))

is equal to the parallel transport along f ◦ c from t0 to t1.

Proof. If σ is a ξ-valued vector field along f ◦ c, then f ∗σ is a f ∗ξ-valued
vector field along c. By working locally, we can see that D

dt (f ∗σ ) = f ∗
(
D
dtσ

)
,

so σ is parallel along f ◦ c if and only if f ∗σ is parallel along c.

We will mostly deal with pulled back connections in two situations:
constant maps and the inclusion of a submanifold.

Pulled back connection by a constant map

Assume that the map f : N → M is constant, say f (x) = y0 for all x ∈ N .
Then the vector bundle f ∗ξ is trivialisable: the fibre over x ∈ N is always
the same vector space ξy0

. Given a vector basis (e1, . . . , er ) of ξy0
, the sections

(ε1, . . . , εr ) of f ∗ξ given by εα(x) = eα for all x ∈N form a frame field of f ∗ξ.
The connection f ∗∇ is equal to the trivial connection D associated to
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(ε1, . . . , εr ). In other words, sections of f ∗ξ can be identified with smooth
maps from N to the vector space ξy0

, the connection f ∗∇ is then mapped to
the usual differential.

Restriction of a connection to a submanifold

Let ξ = (E,p,M) be a vector bundle equipped with a connection ∇, and con-
sider an immersed submanifold N ⊂ M. Recall that by calling N ⊂ M an
immersed submanifold, we have implicitely chosen a differentiable struc-
ture on N for which the inclusion i :N →M is an immersion.

The pulled back bundle i∗ξ is the vector bundle over N whose fibres
are given by (i∗ξ)x = ξx for x ∈ N , i.e. i∗ξ should be seen as the restriction
ξ |N of ξ to N .

The connection i∗∇ should also be considered as the restriction of ∇ to
ξ |N . This means that given a section σ ∈ Γ (i∗ξ), which should be seen as
a section of ξ which is only defined on the submanifold N , we can define
∇vσ ∈ ξx for x ∈N and v ∈ TxN (but not necessarily for a general v ∈ TxM).
This is exactly the same as for smooth real valued functions defined on sub-
manifolds: a function defined on N can be differentiated along a direction
tangent to N .

3.4 Tensorial invariants of a connection

We will now see how the non triviality of a connection can be encoded in
two fields. A first candidate would be the connection form. However, it
depends on the choice of a trivialisation, and its value at one point cannot
help in the definition of an invariant.

Proposition 3.4.1. Let ξ = (E,p,M) be a vector bundle of rank r, ∇ a con-
nection on ξ and x ∈ M. There is a neighbourhood U ⊂ M and a frame field
(ε1, . . . , εr ) of ξ |U such that ∇εα vanishes at x for all α ∈ {1, . . . , r}.

Remark. It follows that for every coordinate system (x1, . . . ,xd) of M around x,
we have Aβi,α(x) = 0 for all i ∈ {1, . . . ,d} and α,β ∈ {1, . . . , r}.

Proof. Start with a frame field (ε1, . . . , εn) of ξ |U for some neighbourhood U
of x, and decompose ∇xεα =

∑r
β=1ω

β
α ⊗ εβ(x) where ωβα ∈ T ∗xM (given local

coordinates (x1, . . . ,xd) on U , the formula is ωβα =
∑d
i=1A

β
i,αdx

i).

Choose functions f βα ∈ C∞(M) such that f βα (x) = 0 and dxf
β
α = −ωβα. Let

εα = εα +
∑r
β=1 f

β
α εβ .

Since εα(x) = εα(x), up to makingU smaller, we can assume that (ε1, . . . , εn)
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is a trivialising frame of ξ |U .

∇xεα = ∇x

εα +
r∑
β=1

f
β
α εβ


=

r∑
β=1

(
ω
β
α + dxf

β
α

)
︸        ︷︷        ︸

=0

⊗εβ(x) +
r∑
β=1

f
β
α (x)︸︷︷︸
=0

∇xεβ

= 0

Because of this, we have two options. The first one is to consider deriva-
tives of the connection form, this leads to the notion of curvature. The
second one is to only consider some specific trivialising frames, which we
can do on the tangent bundle of a manifold, this will lead to the notion of
torsion.

Even though curvature and torsion are two very different types of in-
variants, they share a common interpretation as the failure of generalisa-
tions of the Schwarz Lemma for second order covariant derivatives. Cur-
vature is the failure of the Schwarz Lemma when considering second order
covariant derivatives of sections of a vector bundle, and torsion is the fail-
ure of the Schwarz Lemma for second order derivatives of functions on a
manifold (we will see how a connection on the tangent bundle allows us to
define second order differentials of functions).

3.4.1 The curvature of a connection

When dealing with connections on vector bundles over the line, we saw
how useful it was to be able to consider parallel frame fields. So it is natural
to ask whether these exist in higher dimensions.

Definition 3.4.2. Let ξ = (E,p,M) be a vector bundle of rank r and ∇ a con-
nection on M. We say that ∇ is locally trivial if every x ∈ M has an open
neighbourhood U ⊂M on which there is a frame field (ε1, . . . , εr ) such that ∇|U
is equal to the corresponding trivial connection (i.e. ∀α ∈ {1, . . . , r} ∇εα = 0).

In order to know whether a connection is locally trivial, a starting point
would be to ask if given a point x ∈ M and a vector v ∈ ξx, we can find a
parallel section σ ∈ Γ (ξ) such that σ (x) = v. First, we notice that uniqueness
still holds.

Proposition 3.4.3. Let ξ = (E,p,M) be a vector bundle and ∇ a connection on
ξ. Let σ ∈ Γ (ξ) be parallel. If σ vanishes a some point, and if M is connected,
then σ vanishes identically on M.
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Proof. Consider x ∈M such that σ (x) = 0, and y ∈M. SinceM is connected,
we can consider a smooth path c joining x and y. Then σ ◦ c is a parallel
section of c∗ξ that vanishes at some point, so the uniqueness in Proposition
3.1.6 guarantees that σ ◦ c = 0, therefore σ (y) = 0.

This tells us that parallel section should not always exist, because nowhere
vanishing sections do not always exist (e.g. the tangent bundle of S2). How-
ever, one should not expect local existence to hold either, since the equation
∇σ = 0 is a partial differential equation, and a generic partial differential
equation tends to not have solutions. What stands out is that the obstruc-
tion to the existence of parallel section is encoded in a field, called the
curvature.

Lemma 3.4.4. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection on M.
The map F : X (M)×X (M)× Γ (ξ)→ Γ (ξ) defined by

F(X,Y )σ = ∇ [∇σ (Y )] (X)−∇ [∇σ (X)] (Y )−∇σ ([X,Y ])

is tensorial, and skew-symmetric in the first two variables.

Proof. Skew-symmetry is straightforward. For tensoriality with respect to
σ , we consider f ∈ C∞(M), and we first compute ∇ [∇(f σ )(Y )] (X):

∇
(
∇(f σ )(Y )

)
(X) = ∇

(
df (Y )σ + f ∇σ (Y )

)
(X)

= d
(
df (Y )

)
(X)σ + df (Y )∇σ (X) + df (X)∇σ (Y ) + f ∇

(
∇σ (Y )

)
(X)

Similarly, we get:

∇
(
∇(f σ )(X)

)
(Y ) = d

(
df (X)

)
(Y )σ+df (X)∇σ (Y )+df (Y )∇σ (X)+f ∇

(
∇σ (X)

)
(Y )

Since d
(
df (Y )

)
(X)− d

(
df (X)

)
(Y ) = df

(
[X,Y ]

)
, we find:

∇
(
∇(f σ )(Y )

)
(X)−∇

(
∇(f σ )(X)

)
(Y ) = df

(
[X,Y ]

)
σ + f

(
∇(∇σ (Y ))(X)−∇(∇σ (X))(Y )

)
This simplifies to:

F(X,Y )(f σ ) = −∇(f σ )
(
[X,Y ]

)
+ df

(
[X,Y ]

)
σ + f

(
F(X,Y )σ +∇σ

(
[X,Y ]

))
= f F(X,Y )σ

Let us now prove tensoriality with respect to X. First, recall that:

[f X,Y ] = f [X,Y ]− df (Y )X
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It follows that:

∇σ
(
[f X,Y ]

)
= f ∇σ

(
[X,Y ]

)
− df (Y )∇σ (X)

We also find:

∇
(
∇σ (Y )

)
(f X)−∇

(
∇σ (f X)

)
(Y ) = f ∇

(
∇σ (Y )

)
(X)−∇

(
f ∇σ (X)

)
(Y )

= f
(
∇
(
∇σ (Y )

)
(X)−∇

(
∇σ (X)

)
(Y )

)
− df (Y )∇σ (X)

Combining with the previous computation, we get:

F(f X,Y )σ = f F(X,Y )σ

Tensoriality with respect to Y follows from the skew-symmetry.

Definition 3.4.5. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection on
M. The curvature of ∇ is the field F ∈ Γ (Λ2T ∗M ⊗ End(ξ)) such that, for all
X,Y ∈ X (M) and σ ∈ Γ (ξ), we have:

F(X,Y )σ = ∇ [∇σ (Y )] (X)−∇ [∇σ (X)] (Y )−∇σ ([X,Y ])

We say that ∇ is flat if F vanishes identically on M.

Let us describe the curvature tensor in coordinates. Let (x1, . . . ,xd) be a
local coordinate system on M, and (ε1, . . . , εr ) a local frame field of ξ.

For X =
∑d
i=1X

i∂i ,Y =
∑d
i=1Y

i∂i ∈ X (M) and σ =
∑r
α=1σ

αεα, we get:

F(X,Y )σ =
∑

1≤i,j≤d
1≤α≤r

XiY jσαF(∂i ,∂j )εα

=
∑

1≤i<j≤d
1≤α≤r

(
XiY j −XjY i

)
σαF(∂i ,∂j )εα

We can compute F(∂i ,∂j )εα by using the components of the connection
form:

F(∂i ,∂j )εα = ∇∂i∇∂jεα −∇∂j∇∂iεα −∇[∂i ,∂j ]εα︸    ︷︷    ︸
=0

= ∇∂i

 r∑
β=1

A
β
j,αεβ

−∇∂j
 r∑
β=1

A
β
i,αεβ


=

∑
1≤β≤r

(
∂iA

β
j,α −∂jA

β
i,α

)
εβ +

∑
1≤β,γ≤r

(
A
β
j,αA

γ
i,β −A

β
i,αA

γ
j,β

)
εγ
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So we find F(∂i ,∂j )εα =
∑r
β=1F

β
i,j,αεβ where:

F
β
i,j,α = ∂iA

β
j,α −∂jA

β
i,α +

r∑
γ=1

(
A
γ
j,αA

β
i,γ −A

γ
i,αA

β
j,γ

)
Reformulation: This formula can be written as F = dA+[A,A] where dA

is the exterior differential of the connection 1-form A (it only makes sense
for a trivial bundle, butA already depends on the choice of a trivialization),
and [A,A] is the End(ξ)-valued 2-form defined by [A,A](u,v) = [A(u),A(v)].

Proposition 3.4.6. Let ξ = (E,p,M) be a vector bundle, ∇ a connection on ξ,
and F its curvature.
Given a smooth map f :U →M where U ⊂ R2 is open, we denote by:

• D
∂t the intrinsic derivatives along the curves t 7→ f (t, s0) for fixed s0.

• D
∂s the intrinsic derivatives along the curves s 7→ f (t0, s) for fixed t0.

Then for all σ ∈ Γ (f ∗ξ), we have that:

D
∂t
D
∂s
σ − D

∂s
D
∂t
σ = F

(
∂f

∂t
,
∂f

∂s

)
σ

Remark. The result can be abbreviated as
[
D
∂t ,

D
∂s

]
= F

(
∂f
∂t ,

∂f
∂s

)
.

Proof. Since both sides of the equation can be computed locally, consider a
local coordinate system (x1, . . . ,xd) on M, and a local frame field (ε1, . . . , εr )
of ξ.

Write f i(t, s) = xi(f (t, s)) for i ∈ {1, . . . ,d} and (t, s) ∈U , and decompose:

∂f

∂t
=

d∑
i=1

∂f i

∂t
∂i ;

∂f

∂s
=

d∑
i=1

∂f i

∂s
∂i

We also decompose σ =
∑r
α=1σ

αεα (here εα stands for an abbreviation of
εα ◦ f ).

First, we compute D
∂tεα:

D
∂t
εα = ∇ ∂f

∂t
εα = A

(
∂f

∂t
,εα

)
=

d∑
i=1

∂f i

∂t
A(∂i , εα) =

∑
1≤i≤d
1≤β≤r

∂f i

∂t
A
β
i,αεβ

Similarly, we find:

D
∂s
εα =

∑
1≤i≤d
1≤β≤r

∂f i

∂s
A
β
i,αεβ
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We can compute D
∂tσ and D

∂sσ :

D
∂t
σ =

r∑
α=1

(
∂σα

∂t
εα + σα

D
∂t
εα

)

=
r∑

α=1


∂σα

∂t
εα +

∑
1≤i≤d
1≤β≤r

σα
∂f i

∂t
A
β
i,αεβ


=

r∑
α=1


∂σα

∂t
+

∑
1≤i≤d
1≤β≤r

σβ
∂f i

∂t
Aαi,β

εα
In slightly simpler terms, D∂tσ =

∑r
α=1

(
D
∂tσ

)α
εα where:(D

∂t
σ
)α

=
∂σα

∂t
+

∑
1≤i≤d
1≤β≤r

σβ
∂f i

∂t
Aαi,β

Similarly, we find:(D
∂s
σ
)α

=
∂σα

∂s
+

∑
1≤i≤d
1≤β≤r

σβ
∂f i

∂s
Aαi,β

We now have everything in place to (reluctantly) compute D
∂t
D
∂sσ :

(D
∂t
D
∂s
σ
)α

=
∂2σα

∂t∂s
+

∑
1≤i≤d
1≤β≤r

(
∂σβ

∂t

∂f i

∂s
+ σβ

∂2f i

∂t∂s

)
Aαi,β +

∑
1≤i,j≤d
1≤β≤r

σβ
∂f i

∂s

∂f j

∂t
∂jA

β
i,α

+
∑

1≤i≤d
1≤β≤r


∂σβ

∂s
+

∑
1≤j≤d
1≤γ≤r

σγ
∂f j

∂s
A
β
j,γ


∂f i

∂t
Aαi,β

It becomes slightly tidier when using Einstein’s convention:

(D
∂t
D
∂s
σ
)α

=
∂2σα

∂t∂s
+
(
∂σβ

∂t

∂f i

∂s
+ σβ

∂2f i

∂t∂s

)
Aαi,β + σβ

∂f i

∂s

∂f j

∂t
∂jA

β
i,α

+
∂σβ

∂s

∂f i

∂t
Aαi,β + σβ

∂f i

∂s
A
γ
i,β
∂f j

∂t
Aαj,γ



3.4. TENSORIAL INVARIANTS OF A CONNECTION 53

We have developed the last term and swapped the indexes β and γ as
well as i and j in the very last sum, so that it will be easier to see what
cancels out with D

∂s
D
∂tσ .

For that purpose, we label the indexes differently for D
∂s
D
∂tσ : whenever

there is a sum over both i and j, we swap them. Other sums keep the same
labelling.

(D
∂s
D
∂t
σ
)α

=
∂2σα

∂s∂t
+
(
∂σβ

∂s

∂f i

∂t
+ σβ

∂2f i

∂s∂t

)
Aαi,β + σβ

∂f j

∂t

∂f i

∂s
∂iA

β
j,α

+
∂σβ

∂t

∂f i

∂s
Aαi,β + σβ

∂f j

∂t
A
γ
j,β
∂f i

∂s
Aαi,γ

Out of the six terms in each sum, four will cancel out, either directly or
by permuting the order of partial derivatives with respect to s and t thanks
to the Schwarz Lemma. We are left with:

(D
∂t
D
∂s
σ − D

∂s
D
∂t
σ
)α

= σβ
∂f i

∂s

∂f j

∂t

(
∂jA

β
i,α −∂iA

β
j,α +Aγi,βA

α
j,γ −A

γ
j,βA

β
i,γ

)
= σβ

∂f i

∂s

∂f j

∂t
F
β
j,i,α

=
(
F

(
∂f

∂t
,
∂f

∂s

)
σ

)α

Remark. This kind of calculation can seem a daunting task when first ap-
proaching the subject, but with time and practice they become rather easy. Clever
labelling of indices is the key (e.g. note that we used Greek letters for coordinates
in the fibres and Roman letters for coordinates on the base manifold).

Note that the computation can be made much simpler if f is assumed
to be an immersion. In this case, we can find local coordinates (x1, . . . ,xd)
on M such that x1(f (t, s)) = t and x2(f (t, s)) = s, as well as xi(f (t, s)) = 0 for
i > 2. It follows that for σ ∈ Γ (ξ), we have D

∂tσ = ∇σ (∂1) and D
∂sσ = ∇σ (∂2),

so using the fact that [∂1,∂2] = 0 we easily find D
∂t
D
∂sσ −

D
∂s
D
∂tσ = F(∂1,∂2)σ =

F
(
∂f
∂t ,

∂f
∂s

)
σ . A double use of the Leibniz rule allows to replace σ ∈ Γ (ξ)

with σ ∈ Γ (f ∗ξ) by decomposing σ in a local trivializing frame of ξ (which
amounts to showing that

[
D
∂t ,

D
∂s

]
is tensorial on Γ (f ∗ξ)).

Theorem 3.4.7. Let ξ = (E,p,M) be a vector bundle. A connection ∇ on ξ is
flat if and only if it is locally trivial.
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Lemma 3.4.8. Let ξ = (E,p,M) be a vector bundle and ∇ a flat connection on
M. Then for any x ∈M and v ∈ ξx, there is a local parallel section σ around x
such that σ (x) = v.

Proof. To understand the idea, let us start with the two-dimensional case.
Consider a local parametrization f : R2→M such that f (0,0) = x. Denote
by D

∂t (resp. D
∂s ) the intrinsic derivatives along the curves t 7→ f (t, s0) for

fixed s0 (resp. t 7→ f (t0, s) for fixed t0).
Define σ in two steps:

• First define σ (f (t,0)) such that σ (x) = v and D
∂tσ ((f (t,0)) = 0 for all

t ∈ R (recall that from Proposition 3.1.6, there is a unique way of
doing so).

• Then define σ (f (t, s)) with the value at s = 0 given by the first step,
and so that D

∂sσ (f (t, s)) = 0 for all (t, s) ∈ R2.

Smoothness of σ comes from the Cauchy-Lipschitz Theorem and the fact
that D

∂tσ = 0 and D
∂sσ = 0 are ordinary differential equations (for exemple,

in coordinates, D∂sσ = 0 writes as ∂σα

∂s +Aα2,βσ
β = 0).

We have that D
∂sσ = 0, and according to Proposition 3.4.6:

D
∂s
D
∂t
σ =

D
∂t
D
∂s
σ +F(∂t ,∂s)σ = 0

For all t0 ∈ R, the ξ-valued vector field s 7→ D
∂tσ (f (t0, s)) along the curve

s 7→ f (t0, s) is parallel, and vanishes at s = 0, so it must vanish identically
because of the uniqueness in Proposition 3.1.6.

We now know that D
∂tσ = D

∂sσ = 0, hence ∇∂tσ = ∇∂sσ = 0. Tensoriality
with respect to the vector field shows that ∇σ = 0.

To proceed in arbitrary dimension, we use an induction process. For
d ≥ 0, let A(d) be the assertion: "Lemma 3.4.8 is true for d-dimensional
manifolds". We have proved A(2), but note that A(0) and A(1) trivially
hold.

Assume that A(d) is true. Consider that M has dimension d + 1, and let
f : Rd+1→M be a local parametrization such that f (0) = x. We now denote
by D

∂xi
the intrinsic derivative along the curves t 7→ f (x1, . . . ,xi−1, t,xi+1, . . . ,xd+1)

for fixed (x1, . . . ,xi−1,xi+1, . . . ,xd+1) ∈ Rd .
Using the assumption A(d) applied to the manifold N = f

(
Rd × {0}

)
,

and the pulled-back connection (which is still flat because of Proposition
3.4.6), we can define σ on N such that σ (x) = v and D

∂xi
σ (y) = 0 for all y ∈N

and i ∈ {1, . . . ,d}.
We now defined σ on f

(
Rd+1

)
with given value on N and such that

D
∂xd+1

σ = 0.
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Once again, the theory of ordinary diffential equations guarantees the
smoothness of σ .

Just as in the 2-dimensional case, we have that D
∂xi
σ is parallel along

all curves t 7→ f (x1, . . . ,xd , t) for (x1, . . . ,xd) ∈ Rd , and vanishes at t = 0, so it
must be identically 0.

Tensoriality of ∇ with respect to the vector field once again leads to
∇σ = 0.

Remark. We just solved a partial differential equation. The method we used
applies to a family of equations called transport equations, or conservation laws.

Proof of Theorem 3.4.7. Notice that if σ ∈ Γ (ξ) is parallel, the definition of
the curvature tensor directly leads to F(X,Y )σ = 0 for all X,Y ∈ X (M).
Added to the tensoriality of the curvature, this shows that locally trivial
connections are flat.

We now assume that ∇ is flat. Consider x ∈M and a basis (e1, . . . , er ) of
ξx. According to Lemma 3.4.8, we can define local parallel sections ε1, . . . , εr
of ξ such that εα(x) = eα for α ∈ {1, . . . , r} (note that they can be defined on
the same neighbourhood of x because a finite intersection of open sets is
open).

According to the uniqueness in Proposition 3.3.2, we only need to check
that (ε1, . . . , εr ) is a frame field on a neighbourhood of x. For this consider a
local frame field (δ1, . . . ,δr ), and write εα =

∑r
β=1A

β
αδβ . Since (Aβα(x))1≤α,β≤r ∈

GL(r,R) and GL(r,R) is open inM(r,R), we have that (Aβα(y))1≤α,β≤r ∈GL(r,R)
for y sufficiently close to x, so (ε1(y), . . . , εr(y)) is a vector basis of ξy .

3.4.2 Flat connections and representations of the fundamental
group

The parallel transport of a flat connection only depends on the homotopy
class.

Proposition 3.4.9. Let ξ = (E,p,M) be a vector bundle, and ∇ a flat connection
on ξ. Let x,y ∈ M, and consider smooth curves c1, c2 : [0 ,1] → M such that
c0(0) = c1(0) = x and c0(1) = c1(1) = y. If c1 and c2 are homotopic, then their
parallel transports from ξx to ξy are equal.

Proof. Since c1 and c2 are homotopic, there is a smooth map f : U → M
where U ⊂ R2 is open and contains [0 ,1]2, such that f (·,0) = c0, f (·,1) = c1,
f (0, s) = x and f (1, s) = y for all s. We use the notations of Proposition 3.4.6.

Consider v ∈ ξx, and define σ ∈ Γ (f ∗ξ) in the following way:

• First define σ (t,0) that is parallel along c0 such that σ (0,0) = v.

• Then define σ (t, s) that is parallel along the curves f (t, ·) for fixed t,
with the value σ (t,0) given in the first step.
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Smoothness of σ comes from the Cauchy-Lipschitz Theorem and the fact
that D

∂tσ = 0 and D
∂sσ = 0 are ordinary differential equations (for exemple,

in coordinates, D∂sσ = 0 writes as ∂σα

∂s +Aα2,βσ
β = 0).

By definition, we have that D
∂sσ = 0 on U and D

∂tσ (t,0) = 0. According
to Proposition 3.4.6, we find:

D
∂s
D
∂t
σ =

D
∂t
D
∂s
σ +F

(
∂f

∂t
,
∂f

∂s

)
σ = 0

It follows that D
∂tσ is parallel along the curves f (t, ·). Since it vanishes

at s = 0, it must be identically 0, i.e. D
∂tσ = 0 on U . Therefore σ (·,1) is

parallel along c1, so the parallel transport of v along c1 is equal to σ (1,1).
By definition of σ , the parallel transport of v along c0 is equal to σ (1,0).

Since σ (1, s) ∈ TyM and D
∂sσ = 0, we find that σ (1, ·) is constant, hence

σ (1,0) = σ (1,1).

A first consequence is that flat connections on vector bundles over sim-
ply connected manifolds only exist on trivialisable vector bundles.

Corollary 3.4.10. Let ξ = (E,p,M) be a vector bundle, and ∇ a flat connection
on ξ. If M is simply connected, then ξ is trivialisable.

Proof. For x,y ∈M, we let ‖yx : ξx → ξy be the parallel transport along any
curve joining x and y (according to Proposition 3.4.9, it does not depend on
the choice of such a curve becauseM is simply connected). Fix some o ∈M,
and let (e1, . . . , er ) be a vector basis of ξo. For x ∈M, we write εi(x) = ‖xo(ei),
so that (ε1(x), . . . , εr(x)) is a vector basis of ξx.

We need to check that the sections εi are smooth (so that (ε1, . . . , εr ) is
a frame field of M, and ξ is trivialisable). The same arguments as in the
proofs of Proposition 3.4.9, Theorem 3.4.7 and Lemma 3.4.8, which rely on
locally choosing curves that depend smoothly on x, apply.

A straightforward consequence of Corollary 3.4.10 is that T S2 admits
no flat connection.

We now wish to discuss the relationship between flat connections on
vector bundles over a manifold M and linear representations of the funda-
mental group π1(M), i.e. group homomorphisms ρ : π1(M)→ GL(r,R) (or
GL(r,C) for complex vector bundles).

Start with a vector bundle ξ = (E,p,M) and a flat connection ∇ on ξ.
Fix some x ∈ M. For γ ∈ π1(M), we set ρ(γ) ∈ GL(ξx) to be the paral-
lel transport along a closed curve based at x representing γ (according to
Proposition 3.4.9, it only depends on the homotopy class γ). Because of
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the semi-group property of parallel transport, this gives a group represen-
tation ρ : π1(M)→ GL(ξx), called the holonomy representation. Note it is
well defined up to conjugacy: if we choose a different point y ∈M, then the
representations are conjugated by the parallel transport along any curve
from x to y.

Any representation of ρ : π1(M)→ GL(V ) can be obtained in this way.
Consider the action of π1(M) on M̃×V defined by γ.(x,v) = (γ.x,ρ(γ)v). It is
free and properly discontinuous (because π1(M) y M̃ is). We can consider
the quotient manifold E = (M̃ ×V )/π1(M), and the map p : E→M defined
by p ((x,v) mod π1(M)) = π(x) (where π : M̃ →M is the universal covering
map). One can check that ξ = (E,p,M) is a vector bundle. Since the canon-
ical flat connection on the trivial bundle M̃ ×V is invariant under π1(M), it
descends to a flat connection on ξ, whose holonomy representation is ρ.

3.4.3 Torsion of a connection on a manifold

So far, we have worked on arbitrary tangent bundles, and done most com-
putations using local trivializing frames. In the specific case of the tangent
bundle of a manifold, it is often convenient to choose frame fields coming
from local coordinates, i.e. (∂1, . . . ,∂d).

For example, given a flat connection on TM, one can ask if there are lo-
cal coordinates for which the associated frame field is parallel. Once again,
the answer is no, and the obstruction is encoded in a tensor.

In terms of calculation rules, a connection ∇ on the tangent bundle TM
ofM allows to compare ∇XY and ∇YX for vector fields X,Y ∈ X (M). Let us
calculate the difference for the trivial connection.

If (x1, . . . ,xd) are local coordinates and D is the trivial connection as-
sociated to the frame field (∂1, . . . ,∂d) of TM, then for X =

∑n
i=1X

i∂i and
Y =

∑n
i=1Y

i∂i , the formula for D is:

DY (X) =
∑

1≤i,j≤d
Xj∂jY

i∂i

We get:

DY (X)−DX(Y ) =
∑

1≤i,j≤d

(
Xj∂jY

i −Y j∂jXi
)
∂i = [X,Y ]

This formula, DY (X) −DX(Y ) = [X,Y ], does not hold for an arbitrary
connection, but the failure of this formula defines a tensor, called the tor-
sion.

Lemma 3.4.11. Let M be a manifold, and ∇ a connection on TM. The map
T : X (M)×X (M)→X (M) defined by:

T (X,Y ) = ∇Y (X)−∇X(Y )− [X,Y ]

is tensorial and skew-symmetric.
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Proof. Skew-symmetry is a consequence of skew-symmetry of the Lie bracket.
Consider f ∈ C∞(M). Recall that:

[f X,Y ] = f [X,Y ]− (Y · f )X

We get:

T (f X,Y ) = ∇Y (f X)−∇[f X](Y )− [f X,Y ]

= f ∇Y (X)− f ∇X(Y )− (Y · f )X −
(
f [X,Y ]− (Y · f )X

)
= f ∇Y (X)− f ∇X(Y )− f [X,Y ]

= f T (X,Y )

Skew-symmetry implies tensoriality with respect to Y .

Definition 3.4.12. Let M be a manifold, and ∇ a connection on TM. The
torsion of ∇ is the tensor T ∈ Γ

(
Λ2T ∗M ⊗ TM

)
such that, for all X,Y ∈ X (M),

we have:
T (X,Y ) = ∇Y (X)−∇X(Y )− [X,Y ]

We say that ∇ is torsion free if T vanishes identically.

The absence of torsion should be seen as a much weaker condition that
flatness. One of the many reasons is the general existence (and abundance)
of torsion free connections.

Proposition 3.4.13. Let M be a manifold, ∇ a connection on TM, and T its
torsion. The connection ∇′ = ∇− 1

2T on TM is torsion free.

Remark. Since T ∈ Γ
(
Λ2T ∗M ⊗ TM

)
⊂ Γ (T ∗M ⊗ End(TM)), this expression

does define a connection ∇′ thanks to Proposition 3.3.7. The formula is:

∀X,Y ∈ X (M) ∇′Y (X) = ∇Y − 1
2
T (X,Y )

Proof. This is a simple computation, using the skew symmetry of T .

∇′Y (X)−∇′X(Y ) = ∇Y (X)− 1
2
T (X,Y )−∇X(Y ) +

1
2
T (Y ,X)

= ∇Y (X)−∇X(Y )− T (X,Y )

= [X,Y ]

Let us look at the expression of the torsion in local coordinates (x1, . . . ,xd).
For X =

∑n
i=1X

i∂i and Y =
∑n
i=1Y

i∂i , we get:

T (X,Y ) =
∑

1≤i,j≤d
XiY jT (∂i ,∂j )

=
∑

1≤i<j≤d

(
XiY j −XjY i

)
T (∂i ,∂j )
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We can compute T (∂i ,∂j ) by using the connection form in the trivializ-
ing frame (∂1, . . . ,∂d) (i.e. ∇∂i∂j =

∑d
k=1A

k
i,j∂k):

T (∂i ,∂j ) = ∇∂j(∂i)−∇∂i(∂j )− [∂i ,∂j ]︸ ︷︷ ︸
=0

=
d∑
k=1

(
Aki,j −A

k
j,i

)
∂k

So we find T (∂i ,∂j ) =
∑d
k=1T

k
i,j∂k where:

T ki,j = Aki,j −A
k
j,i

Lemma 3.4.14. Let M be a manifold, and ∇ a torsion free connection on TM.
For every x ∈ M, there is a local coordinate system (x1, . . . ,xd) of M around x
such that Aki,j(x) = 0 for all i, j,k ∈ {1, . . . ,d}.

Proof. Consider a local coordinate system (y1, . . . , yd) on an open set V ⊂M
centered at x (i.e. y1(x) = · · · = yd(x) = 0). Write A

k
i,j the components of

the connection form in these coordinates. Consider functions f ki on M for

i,k ∈ {1, . . . ,d} such that f ki (x) = 0 and dxf
k
i =

∑d
j=1A

k
i,j(x)dxyj .

Since ∇ is torsion free, the derivatives of the functions f ki satisfy the
following formula:

∂f ki
∂yj

= A
k
i,j = A

k
j,i =

∂f kj
∂yi

This means that the differential 1-forms α1, . . . ,αd ∈ Ω1(U ) defined by
αk =

∑d
i=1 f

k
i dy

i are closed. Let U ⊂ V be an open set diffeomorphic to Rd

that contains x. Poincaré’s Lemma gives the existence of functions z1, . . . , zd

on U such that dzk = αk .
Note that αkx = 0, hence dxzk = 0. By setting xi = yi+zi , the Local Inverse

Function Theorem ensures that up to shrinking U , the map (x1, . . . ,xd) is a
coordinate system on U .

Note that ∂xi

∂yj
(x) = ∂yi

∂xj
(x) = δji . It follows from Lemma 3.3.13 that:

A
k
i,j(x) =

∂2xk

∂yj∂yi
(x) +Aki,j(x) =

∂f ki
∂yj

(x) +Aki,j(x) = A
k
i,j(x) +Aki,j(x)

It follows that Aki,j(x) = 0.
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The torsion being a point-wise invariant, we can turn this into a point-
wise result.

Proposition 3.4.15. Let M be a manifold, ∇ a connection on TM and T its
torsion. Given x ∈M, the following are equivalent:

1. The torsion vanishes at x: ∀u,v ∈ TxM Tx(u,v) = 0.

2. There is a local coordinate system (x1, . . . ,xd) of M around x such that
Aki,j(x) = 0 for all i, j,k ∈ {1, . . . ,d}.

Proof. The formula given for the components of the torsion in coordinates
show that 2.⇒1.
If Tx = 0, we consider the torsion free connection ∇′ given by Proposi-
tion 3.4.13. According to Lemma 3.4.14, there is a local coordinate system
(x1, . . . ,xd) ofM around x such thatA′ki,j(x) = 0 for all i, j,k ∈ {1, . . . ,d}, where

the A′ki,j are the components of the connection form of ∇′. The definition
of ∇′ gives the following relationship between the connection forms A of ∇
and that of ∇′:

A′ki,j(x) = Aki,j(x)− 1
2
T ki,j(x)

It follows that Aki,j(x) = 0.

Proposition 3.4.16. Let M be a manifold, ∇ a connection on TM, and T its
torsion.
Given a smooth map f :U →M where U ⊂ R2, we define by:

• D
∂t the intrinsic derivatives along the curves t 7→ f (t, s0) for fixed s0.

• D
∂s the intrinsic derivatives along the curves s 7→ f (t0, s) for fixed t0.

We have that:
D
∂t

∂f

∂s
− D
∂s

∂f

∂t
= T

(
∂f

∂t
,
∂f

∂s

)
Proof. Consider local coordinates (x1, . . . ,xd) onM. Write f i(t, s) = xi(f (t, s))
for i ∈ {1, . . . ,d} and (t, s) ∈U , and decompose:

∂f

∂t
=

d∑
i=1

∂f i

∂t
∂i ;

∂f

∂s
=

d∑
i=1

∂f i

∂s
∂i

The calculations made in the proof of Proposition 3.4.6 (replacing εα
with ∂i) translate as:

D
∂t
∂i =

∑
1≤j,k≤d

∂f j

∂t
Akj,i∂k ;

D
∂s
∂i =

∑
1≤j,k≤d

∂f j

∂s
Akj,i∂k
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We find:

D
∂t

∂f

∂s
=
D
∂t

 d∑
i=1

∂f i

∂t
∂i


=

d∑
i=1

(
∂2f i

∂t∂s
∂i +

∂f i

∂s
D
∂t
∂i

)

=
d∑
i=1

∂2f i

∂t∂s
∂i +

∂f i

∂s

∑
1≤j,k≤d

∂f j

∂t
Akj,i∂k


=

d∑
i=1

∂2f i

∂t∂s
∂i +

∑
1≤i,j,k≤d

∂f i

∂s

∂f j

∂t
Akj,i∂k

We swap i and j in the second sum for the expression of D
∂s
∂f
∂t :

D
∂s

∂f

∂t
=

d∑
i=1

∂2f i

∂s∂t
∂i +

∑
1≤i,j,k≤d

∂f j

∂t

∂f i

∂s
Aki,j∂k

Combining the two, we get:

D
∂t

∂f

∂s
− D
∂s

∂f

∂t
=

∑
1≤i,j,k≤d

∂f i

∂s

∂f j

∂t

(
Akj,i −A

k
i,j

)
∂k

=
∑

1≤i,j,k≤d

∂f i

∂s

∂f j

∂t
T kj,i∂k

= T
(
∂f

∂t
,
∂f

∂s

)

Theorem 3.4.17. LetM be a manifold and ∇ a connection onM. The following
are equivalent:

1. ∇ is flat and torsion free.

2. Around every point in M, there is a local coordinate system (x1, . . . ,xd)
such that ∇∂i = 0 for all i ∈ {1, . . . ,d}.

Proof. We have seen that the trivial connection associated to a coordinate
system is torsion free and flat, so 2.⇒1.

To show 1.⇒2., we fix x ∈ M and use Theorem 3.4.7 that provides a
local trivializing frame (ε1, . . . , εd) of TM around x such that ∇εi = 0 for all



62 CHAPTER 3. COVARIANT DERIVATIVES

i ∈ {1, . . . ,d}.
Consider the flows ϕtεi of the vector fields εi , and define the map f :

U →M on a small neighbourhood U ⊂ Rd of 0 by:

f (x1, . . . ,xd) = ϕx
1

ε1
◦ · · · ◦ϕx

d

εd (x)

Since d0f (v1, . . . ,vd) = v1ε1(x) + · · ·+ vdεd(x), the Inverse Function Theorem
states that f is a diffeomorphism from a neighbourhood of 0 in Rd to a
neighbourhood of x in M. Consider the local coordinates (x1, . . . ,xd) on M
defined by f −1(y) = (x1(y), . . . ,xd(y)).

For i, j ∈ {1, . . . ,d}, the vector fields εi and εj commute:

[εi , εj ] = ∇εiεj −∇εjεi + T (εi , εj ) = 0

It follows that the flows also commute, and therefore ∂i = εi is parallel.

Remark. If the flows do not commute, there is no reason for ∂i to be equal to
εi .

3.4.4 Torsion and symmetry of the Hessian

Consider a manifold M. Recall that a connection ∇ on TM also defines a
connection ∇∗ on the cotangent bundle T ∗M (the data of one or the other
are equivalent). This allows us to define a second order differential for
smooth functions of M.

Definition 3.4.18. Let M be a manifold, ∇∗ a connection on T ∗M and f ∈
C∞(M). The Hessian of f with respect to ∇∗ is the tensor Hess(f ) = ∇∗df ∈
Ω1(T ∗M) = Γ (T ∗M ⊗ T ∗M).

Let us try to understand this definition. For x ∈M and u ∈ TxM, we can
define ∇∗x(df )(u) ∈ T ∗xM, and apply this linear form to some v ∈ TxM to get

Hess(f )(u,v) =
(
∇∗xdf (u)

)
(v).

If ∇∗ is the dual connection of ∇, then for X,Y ∈ X (M), we find:

Hess(f )(X,Y ) = d
(
df (X)

)
(Y )− df

(
∇X(Y )

)
This formula can be understood as a product rule for differentiating the

function df (X): we add a term that differentiates df (the Hessian Hess(f )(X,Y ))
and a term that differentiates X (the second term df

(
∇X(Y )

)
).

Proposition 3.4.19. Let M be a manifold, ∇ a connection on TM and ∇∗ its
dual connection on T ∗M. The following assertions are equivalent:

1. The connection ∇ is torsion free.
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2. For all f ∈ C∞(M), the Hessian of f with respect to ∇∗ is symmetric.

Proof. For X,Y ∈ X (M), we have:

Hess(f )(X,Y ) = d
(
df (X)

)
(Y )− df

(
∇X(Y )

)
This leads to:

Hess(f )(X,Y )−Hess(f )(Y ,X) = df
(
T (X,Y )

)
The abundance of smooth functions allows to prove the equivalence.

3.4.5 Bianchi identities

Most torsion free connections are not flat. However, vanishing of the tor-
sion adds a type of symmetry on the curvature tensor.

Proposition 3.4.20 (First Bianchi identity). Let M be a manifold and ∇ a
torsion free connection on TM. For x ∈M and u,v,w ∈ TxM, we have that:

Fx(u,v)w+Fx(v,w)u +Fx(w,u)v = 0

Remark. The first Bianchi identity is also called the algebraic Bianchi identity.

Proof. Consider a smooth map f :
{

R3 → M
(t, s, r) 7→ f (t, s, r)

such that f (0,0,0) =

x, ∂f∂t (0,0,0) = u, ∂f∂s (0,0,0) = v and ∂f
∂r (0,0,0) = w. This is always possible,

e.g. by choosing a diffeomorphism ϕ : Rd → U where U ⊂M is open, and
ϕ(0) = x, then setting:

f (t, s, r) = ϕ
(
tdxϕ

−1(u) + sdxϕ
−1(v) + rdxϕ

−1(w)
)

According to Proposition 3.4.6, we have:

F

(
∂f

∂t
,
∂f

∂s

)
∂f

∂r
=
D
∂t
D
∂s

∂f

∂r
− D
∂s
D
∂t

∂f

∂r

Since ∇ is torsion free, we can change the second term by means of
Proposition 3.4.16:

F

(
∂f

∂t
,
∂f

∂s

)
∂f

∂r
=
D
∂t
D
∂s

∂f

∂r
− D
∂s
D
∂r

∂f

∂t

Cyclically permuting the indexes and summing, each term on the right
hand side appears twice, once with a positive sign and once with a negative
sign, so they cancel each other out. In the end, we find:

F

(
∂f

∂t
,
∂f

∂s

)
∂f

∂r
+F

(
∂f

∂s
,
∂f

∂r

)
∂f

∂t
+F

(
∂f

∂r
,
∂f

∂t

)
∂f

∂s
= 0

Evaluation at (0,0,0) offers the conclusion.



64 CHAPTER 3. COVARIANT DERIVATIVES

Recall that a connection ∇ on a vector bundle ξ defines connections,
still denoted by ∇, on the dual bundle ξ∗ and all tensor products (Proposi-
tion 3.3.6).

In particular, if ∇ is a connection on TM, then the curvature tensor
F ∈ Ω2(End(TM)) is a section of Λ2T ∗M ⊗ End(TM), so we can define
∇F ∈Ω1(Λ2T ∗M ⊗End(TM)).

Let us review the notation: given x ∈ M and u ∈ TxM, we can define
∇xF(u) which is the same type of tensor as Fx, i.e. ∇xF(u) ∈ Λ2T ∗xM ⊗
End(TxM), so we use the same notation ∇xF(u)(v,w) ∈ End(TxM) for v,w ∈
TxM.

The very definition of the associated connection on Λ2T ∗M ⊗End(TM)
allows us to use of product rule for differentiating. Namely, given vec-
tor fields X,Y ,Z,W ∈ X (M), if we want to differentiate the vector field
R(X,Y )Z ∈ X (M) in the direction W , i.e. calculate

∇
(
R(X,Y )Z

)
(W )

then the result is a sum of terms where we differentiate each term of the
expression R(X,Y )Z at a time, i.e. consider ∇X(W ), ∇Y (W ), ∇Z(W ) as well
as ∇R(W ):

∇
(
R(X,Y )Z

)
(W ) = ∇R(W )(X,Y )Z

+R(∇X(W ),Y )Z +R(X,∇Y (W ))Z

+R(X,Y )[∇Z(W )]

Proposition 3.4.21 (Second Bianchi identity). Let M be a manifold and ∇ a
torsion free connection on TM. For x ∈M and u,v,w ∈ TxM, we have that:

∇xR(u)(v,w) +∇xR(v)(w,u) +∇xR(w)(u,v) = 0

Remarks.

• The second Bianchi identity is also called the differential Bianchi identity.

• This is an equation in End(TxM).

Proof. Consider once again a smooth map f :
{

R3 → M
(t, s, r) 7→ f (t, s, r)

such

that f (0,0,0) = x, ∂f∂t (0,0,0) = u, ∂f∂s (0,0,0) = v and ∂f
∂r (0,0,0) = w.

Let z ∈ TxM, and consider a section σ ∈ Γ (f ∗TM) (i.e. a smooth map
σ : R3 → TM such that σ (t, s, r) ∈ Tf (t,s,r)M for all (t, s, r) ∈ R3) such that
σ (0,0,0) = z (existence of σ is guaranteed by Lemma 2.2.4).
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(D
∂t
R
)(∂f
∂s
,
∂f

∂r

)
σ =

D
∂t

(
R

(
∂f

∂s
,
∂f

∂r

)
σ

)
−R

(
D
∂t

∂f

∂s
,
∂f

∂r

)
σ

−R
(
∂f

∂s
,
D
∂t

∂f

∂r

)
σ −R

(
∂f

∂s
,
∂f

∂r

)
D
∂t
σ

=
D
∂t

[D
∂s
,
D
∂r

]
σ −R

(
D
∂t

∂f

∂s
,
∂f

∂r

)
σ

−R
(
∂f

∂s
,
D
∂t

∂f

∂r

)
σ −

[D
∂s
,
D
∂r

] D
∂t
σ

=
[D
∂t
,
[D
∂s
,
D
∂r

]]
σ −R

(
D
∂t

∂f

∂s
,
∂f

∂r

)
σ

+R
(
D
∂r

∂f

∂t
,
∂f

∂s
,

)
σ

Cyclically permuting the indexes and summing, each term involving R
on the right hand side appears twice, once with a positive sign and once
with a negative sign, so they cancel each other out. The other terms sum
up to zero because of the Jacobi identity (for linear endomorphisms of the
vector space Γ (f ∗TM)). Evaluating at (0,0,0) offers the conclusion.

The second Bianchi identity is related to the fact that the curvature,
when seen as a 2-form with values in End(TM), is closed. This is actually
true for connections on general vector bundles (so torsion free is not nec-
essary). In order to make sense of this, we need to work with differential
forms with values in a vector bundle and consider the exterior covariant
derivative.

Proposition 3.4.22. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection
on ξ. For p ∈ N, and ω ∈Ωp(ξ), the map d∇ : X (M)p+1→ Γ (ξ) defined by:

∀(X0, . . . ,Xp) ∈ X (M)p+1

d∇ω(X0, . . . ,Xp) =
∑

0≤i≤p
(−1)i∇

(
ω(X0, . . . , X̂i , . . . ,Xp)

)
(Xi)

+
∑

0≤i<j≤p
(−1)i+jω([Xi ,Xj ],X0, . . . , X̂i , . . . , X̂j , . . . ,Xp)

is tensorial and skew-symmetric

Definition 3.4.23. Let ξ = (E,p,M) be a vector bundle, and ∇ a connection on
ξ. For p ∈ N, the exterior covariant derivative is the map

d∇ :Ωp(ξ)→Ωp+1(ξ)



66 CHAPTER 3. COVARIANT DERIVATIVES

defined by:
∀ω ∈Ωp(ξ) ∀X0, . . . ,Xp ∈ X (M)

d∇ω(X0, . . . ,Xp) =
∑

0≤i≤p
(−1)i∇

(
ω(X0, . . . , X̂i , . . . ,Xp)

)
(Xi)

+
∑

0≤i<j≤p
(−1)i+jω([Xi ,Xj ],X0, . . . , X̂i , . . . , X̂j , . . . ,Xp)

For p = 0, i.e. ω ∈ Γ (ξ), we simply have d∇ω = ∇ω.
For a ξ-valued differential 1-form ω ∈Ω1(ξ), the expression is:

d∇ω(X,Y ) = ∇(ω(Y ))(X)−∇(ω(X))(Y )−ω([X,Y ])

Proposition 3.4.24. Let ξ = (E,p,M) be a vector bundle, ∇ a connection on
M, and F its curvature.

1. ∀X,Y ∈ X (M) ∀σ ∈ Γ (ξ) F(X,Y )σ = d∇
(
d∇σ

)
(X,Y )

2. d∇F = 0

Remarks.

• We will see later that 2. is equivalent to the second Bianchi identity.

• The exterior covariant derivative d∇F in 2. is the exterior covariant
derivative for End(ξ)-valued differential forms, defined by the connec-
tion on End(ξ) induced by ∇ (i.e. ∀u ∈ Γ (End(ξ))∀σ ∈ Γ (ξ) (∇u)σ =
∇(u(σ ))−u(∇σ )).

Proof.

1. Just apply the formulas given above for d∇ on ξ-valued 0-forms and
1-forms.

2. Start by noticing that for ω ∈Ωp(End(ξ)) and σ ∈ Γ (ξ), we have that:(
d∇ω

)
(σ ) = d∇ (ω(σ ))−ω

(
d∇σ

)
Applied to F ∈Ω2(End(ξ)), we find:(

d∇F
)
(σ ) = d∇ (F(σ ))−F

(
d∇σ

)
= d∇

(
d∇ ◦ d∇(σ )

)
− d∇ ◦ d∇

(
d∇σ

)
= 0
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Let us now see how Proposition 3.4.24 gives another proof of Proposi-
tion 3.4.21.

Consider X,Y ,Z ∈ X (M) such that X(x) = u, Y (x) = v and Z(x) = w.
Note that up to working locally, we can choose X,Y ,Z that pairwise com-
mute (say by choosing them to be constant in some local coordinates).

To make the expressions lighter, we fix W ∈ X (M), and set:

B(X,Y ,Z)W = ∇F(X)(Y ,Z)W +∇F(Y )(Z,X)W +∇F(Z)(X,Y )W

So we wish to show that B(X,Y ,Z)W = 0.

By definition of the exterior covariant derivative, the expression of the
End(TM)-valued differential 3-form d∇R is:

d∇F(X,Y ,Z) = ∇
(
F(Y ,Z)

)
(X) +∇

(
F(Z,X)

)
(Y ) +∇

(
F(X,Y )

)
(Z)

Now ∇
(
F(Y ,Z)

)
(X) is a section of End(TM). Its definition is:

∇
(
F(Y ,Z)

)
(X)W = ∇

(
F(Y ,Z)W

)
(X)−F(Y ,Z)[∇W (X)]

= ∇F(X)(Y ,Z)W +F(∇Y (X),Z)W +F(Y ,∇Z(X))W

Since d∇F = 0, we find:

−B(X,Y ,Z)W = F(∇Y (X),Z)W +F(Y ,∇Z(X))W

+F(∇Z(Y ),X)W +F(Z,∇X(Y ))W

+F(∇X(Z),Y )W +F(X,∇Y (Z))W

Since ∇ is torsion free, we can simplify this expression:

−B(X,Y ,Z)W = F([X,Y ],Z) +F([Z,X],Y ) +F([Y ,Z],X)

Since we have chosen X,Y ,Z that pairwise commute, we get B(X,Y ,Z)W =
0.

3.5 Geodesics of a connection

3.5.1 The geodesic equation

Definition 3.5.1. LetM be a manifold and ∇ a connection on TM. A geodesic
of ∇ is a smooth curve c : I →M such that D

dt ċ = 0.

Remarks.
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• This notion is only well defined for connections on the tangent bundle
TM.

• In local coordinates (x1, . . . ,xd), the equation becomes:

∀k ∈ {1, . . . ,d} c̈k(t) +
∑

1≤i,j≤d
Aki,j(c(t))ċ

i(t)ċj(t) = 0

It is a second order ordinary differential equation, non linear except in
some exceptional situations.

• The equation depends on the parameterization of the curve, not only on its
image inM. ForM = Rd and the trivial connection, geodesics are solution
to c̈ = 0, i.e. affinely parameterized straight lines.

3.5.2 The exponential map of a connection

According to the theory of second order ordinary differential equations, a
point x ∈ M and a tangent vector v ∈ TxM define a unique maximal solu-
tion cv : Iv →M such that cv(0) = x and ċv(0) = v.

Because of uniqueness, we have that Isv = s−1Iv for s ∈ R∗, and csv(t) =
cv(st).

Definition 3.5.2. Let M be a manifold and ∇ a connection on TM. The expo-
nential map of ∇ is the map

exp :
{
{v ∈ TM |1 ∈ Iv} → M

v 7→ cv(1)

We say that ∇ is complete if exp is defined on all of TM.
For x ∈M we set expx = exp |TxM .

According to the theory of second order ordinary differential equations,
the domain on which exp is defined is an open subset of TM (containing
the zero section), and exp is smooth.

Proposition 3.5.3. Let M be a manifold and ∇ a connection on TM. For all
x ∈M, we have that d0 expx = IdTxM .

Remarks.

• Since expx is defined on an open set of the vector space TxM, its differen-
tial d0 expx is defined on T0(TxM) = TxM.

• According to the Local Inverse Function Theorem, expx defines a diffeo-
morphism from a neighbourhood of 0 in TxM to a neighbourhood of x in
M, hence local coordinates around x.
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Proof. Since expx(tv) = ctv(1) = cv(t), we get:

d0 expx(v) =
d
dt

∣∣∣∣∣
t=0

expx(tv) = ċv(0) = v

For the trivial connection on Rd , the exponential map exp : TRd = Rd ×
Rd → Rd is simply exp(x,v) = x+ v.

Proposition 3.5.4. Let M be a manifold and ∇ a connection on TM. For all
x0 ∈ M, there exist an open neighbourhood U ⊂ M of x0, and a smooth map
ϕ :U ×U → TM such that:

• ∀x,y ∈U ϕ(x,y) ∈ TxM

• expx(ϕ(x,y)) = y

Proof. Since the result is local, we may assume that M is an open subset of
Rd . Consider the map

F :
{
M ×M ×Rd → Rd

(x,y,v) 7→ expx(v)− y

The partial differential with respect to v at (x0,x0,0) is the identity map
of Rd , so there is an open set U ⊂ M containing x0 and a smooth map
ϕ :U ×U → Rd such that F(x,y,ϕ(x,y)) = 0, i.e. expx(ϕ(x,y)) = y.

3.5.3 Jacobi fields

We now wish to compute the differential of the exponential map at an ar-
bitrary point. Since there is no explicit formula for the exponential map
itself, we cannot expect an explicit formula for its differential. However, it
can also be defined as the solution of a second order ordinary differential
equation, which is linear (this is actually a general fact for the differential
of the flow of a vector field).

Definition 3.5.5. Let M be a manifold, ∇ a connection on TM and c : I →M
be a smooth curve. A Jacobi field along c is a vector field J along c such that:

D
dt
D
dt
J +F(J, ċ)ċ = 0

where F is the curvature of ∇.

Remarks.

• By vector field along c, we mean TM-valued vector field along c.



70 CHAPTER 3. COVARIANT DERIVATIVES

• This definition makes sense for any curve c, however it will only be useful
when c is a geodesic.

Since Jacobi fields are defined by a linear differential equation, solu-
tions exist and are given by initial data consisting of the value and the
derivative at a point.

Proposition 3.5.6. Let M be a manifold, ∇ a connection on TM and c : I →M
be a smooth curve. For every t0 ∈ I and J0, J̇0 ∈ Tc(t0)M, there is a unique Jacobi
field J along c such that J(t0) = J0 and D

dt J(t0) = J̇0.

Proof. Let (ε1, . . . , εd) be a parallel frame along c. Decompose:

F(εi , ċ)ċ =
d∑
j=1

f
j
i εj

for some functions f ji ∈ C
∞(I). Also decompose J0 =

∑d
i=1 J

i
0εi(t0) and J̇0 =∑d

i=1 J̇
i
0εi(t0).

Then J =
∑d
i=1 J

iεi is a Jacobi field if and only if:

∀i ∈ {1, . . . ,d} J̈ i +
d∑
j=1

f ij J
j = 0

According to the Cauchy-Lipschitz Theorem for linear equations, there is a
unique solution (J i)1≤i≤d ∈ C∞(I)d such that J i(t0) = J i0 and J̇ i(t0) = J̇ i0 for all
i ∈ {1, . . . ,d}, i.e. a unique Jacobi field J ∈ Γ (c∗TM) such that J(t0) = J0 and
D
dt J(t0) = J̇0.

Let us now see how Jacobi fields are related to variations of geodesics.

Lemma 3.5.7. LetM be a manifold and ∇ a torsion free connection on TM. Let
f : U →M be a smooth map where U ⊂ R2. Assume that for all s0, the curve
t 7→ f (t, s0) is a geodesic. Then for all s0, the vector field t 7→ ∂f

∂s (t, s0) along the
geodesic t 7→ f (t, s0) is a Jacobi field.

Proof. As usual we define:

• D
∂t the intrinsic derivatives along the curves t 7→ f (t, s0) for fixed s0.

• D
∂s the intrinsic derivatives along the curves s 7→ f (t0, s) for fixed t0.

Since ∇ is torsion free, Proposition 3.4.16 affirms that D
∂t
∂f
∂s = D

∂s
∂f
∂t . Now,

we use Proposition 3.4.6 and the fact that f (·, s) is a geodesic (which trans-
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lates as D
∂t
∂f
∂t = 0), to calculate:

D
∂t
D
∂t

∂f

∂s
=
D
∂t
D
∂s

∂f

∂t

=
D
∂s
D
∂t

∂f

∂t︸︷︷︸
=0

+F
(
∂f

∂t
,
∂f

∂s

)
∂f

∂t

= F
(
∂f

∂t
,
∂f

∂s

)
∂f

∂t

Let us see how to use this to compute the differential of the exponential
map.

Proposition 3.5.8. Let M be a manifold and ∇ a torsion free connection on
TM. Let x ∈M and v,w ∈ TxM. If expx is defined at v, then:

dv expx(w) = J(1)

where J is the Jacobi field along the geodesic cv such that J(0) = 0 and D
dt J(0) = w.

Proof. Consider the map

f :
{

U → M

(t, s) 7→ expx
(
t(v + sw)

)
defined on an open set U ⊂ R2 which contains [0 ,1] × {0}. Since f (1, s) =
expx(v + sw), we wish to compute dv expx(w) = ∂f

∂s (1,0). In order to do so,

we consider the vector field t 7→ ∂f
∂s (t,0) along the curve f (·,0) = cv .

According to Lemma 3.5.7, it is a Jacobi field. Let us calculate its intial
data. First, we have that f (0, s) = x for all s, so ∂f

∂s (0,0) = 0.

To get D
∂t
∂f
∂s (0,0), we notice that s 7→ f (0, s) is a constant curve, so the

intrinsic derivative D
∂s along this curve is just the usual derivative of func-

tions to TxM. Since ∂f
∂t (0, s) = ċv+sw(0) = v + sw, we get D

∂s
∂f
∂t (0,0) = w, hence

D
∂t
∂f
∂s (0,0) = w. So t 7→ ∂f

∂s (t,0) is the Jacobi field J defined above.

3.6 Ehresmann connections

3.6.1 Vertical and horizontal bundles

So far we have only considered connections on vector bundles. It is possi-
ble to define a notion of connection on general fibre bundles. They always
provide a way of differentiating sections, but do not always produce sec-
tions of the same bundle (there is no reason for this to happen if fibres are
not vector spaces).
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Definition 3.6.1. Let ξ = (E,p,M,F) be a fibre bundle. Denote byϕE : T E→ E
and πM : TM →M the canonical projections. The vertical bundle of ξ is the
vector sub-bundle V of T E defined by Vz = kerdzp = Tzξp(z) for all z ∈ E.
A horizontal bundle, also called an Ehresmann connection, is a vector sub-
bundle H of T E such that H ⊕V = T E.

Remark. The vector bundles V and H are vector bundles above the total space
E of ξ.

3.6.2 Covariant derivatives and Ehresmann connections

Let us see how a connection ∇ on a vector bundle ξ = (E,p,M) defines an
Ehresmann connection H∇. First, consider z ∈ E, and let x = p(z) ∈ M.
Define H∇z to be the space of derivatives of parallel ξ-valued vector fields
along curves passing though x with value z:

H∇z =
{
σ̇ (0)

∣∣∣∣∣c ∈ C∞(R,M), c(0) = x, σ ∈ Γ (c∗ξ), σ (0) = z,
D
dt
σ = 0

}
Consider local coordinates (x1, . . . ,xd) on a neighbourhood U of x and a

local frame field (ε1, . . . , εr ) for ξ |U . This defines coordinates (x1, . . . ,xd ,v1, . . . , vr )
on p−1(U ).

A vector W in H∇z is the derivative at 0 of a curve γ(t) in E whose coor-
dinates (c1(t), . . . , cd(t),σ1(t), . . . ,σ r(t)) satisfy σ̇αεα +Aβi,α ◦ cσ

α ċiεβ = 0. This

means that W = X1 ∂
∂x1 + · · ·+Xd ∂

∂xd
+V 1 ∂

∂v1 + · · ·+V r ∂
∂vr satisfies the equa-

tions:
V α +

∑
i,β

Aαi,β(x)vβXi = 0

Reciprocally, if W ∈ TzE satisfies this equation, then W ∈ H∇z . This shows
that H∇ is a sub-bundle of T E, and that H ⊕ V = T E (V is spanned by
∂
∂v1 , . . . ,

∂
∂vr ). Therefore H∇ is an Ehresmann connection.

However all the properties of an affine connection are not encoded in
an Ehresmann connection, so we need to impose a condition on Ehresmann
connection that is linked to the structural group of vector bundles.

Definition 3.6.2. Let ξ = (E,p,M) be a vector bundle. An Ehresmann connec-
tion H on ξ is called linear if dvmλ(Hv) = Hλv for all v ∈ E and λ ∈ R (where
mλ : E→ E is fibrewise multiplication by λ).

Most of the litterature adds a condition of invariance by sum, however
it is implied by the scaling invariance.

Theorem 3.6.3. Let ξ = (E,p,M) be a vector bundle. The map ∇ 7→ H∇ is a
bijection from the set of affine connections to the set of linear Ehresmann con-
nections.
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Proof. Linearity of H∇ comes from the linearity of D
dt . A ξ-valued vector

field σ along a curve c is parallel if and only if d
dtσ ∈H

∇. It follows that H∇

determines the parallel transport, hence the injectivity.
To prove the surjectivity, let H be a linear Ehresmann connection. Con-

sider P ∈ Γ (End(T E)) the projection from T E to V parallel to H . For v ∈ E,
the vertical space Vv = Tvξp(v) is the tangent space of a vector space, so it
identifies to ξp(v). For σ ∈ Γ (ξ), define ∇xσ (v) = Pv(dxσ (v)). The Leibniz
rule is a consequence of linearity of P , which follows from that of H (V is
also linear).

3.6.3 Curvature of Ehresmann connections

Note that an Ehresmann connection is always characterized by a field of
projections P ∈ Γ (End(T E)) on the vertical sub-bundle. Alternatively, one
can see P as a T E valued 1-form, i.e. P ∈Ω1(T E).

A notion of curvature can be defined for Ehresmann connections, as a
T E-valued 2-form on E. For X,Y ∈ Γ (T E), define F(X,Y ) = P ([X − P (X),Y −
P (Y )]). One can check that it is tensorial, so it defines F ∈Ω2(T E).

Notice that F is exactly the obstruction for H to be integrable in the
Frobenius Theorem, so flat connections are exactly integrable ones.

For linear Ehresmann connections, this curvature is linked to the pre-
viously defined one by identifying TM with H .

3.6.4 Principal connections

For a fibre bundle with a reduction of the structure group, one can always
define Ehresmann connections that are invariant under this restriction. For
example, there is a notion of invariant Ehresmann connections on a H-
principal bundle ξ = (E,p,M,H), i.e. invariant under the action of H on
E. Such a connection is also characterized by a simpler object, namely a
principal connection, i.e. a h-valued 1-form A ∈Ω1(E,h) that is equivari-
ant for the actions of H (right-action on E, and Ad on h), and defines an
isomorphism between the vertical sub-bundle and h. The curvature is then
defined by F = dA+ 1

2 [A,A] where [A,A] is the h-valued 2-form defined by
[A,A](u,v) = [A(u),A(v)].


	Fibre bundles
	General fibre bundles
	Reductions of the structural group
	Sections of fibre bundles

	Vector bundles
	Morphisms of vector bundles and vector subbundles
	Sections of vector bundles
	Examples of vector bundles
	Vector subbundles and direct sums of vector bundles
	Algebraic operations on vector bundles
	Classification of vector bundles

	Covariant derivatives
	Vector bundles over the line
	The Tensoriality Lemma
	Koszul connections
	Tensorial invariants of a connection
	Geodesics of a connection
	Ehresmann connections


