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Abstract

We consider the problem of late change-point detection under the preferential attachment
random graph model with time dependent attachment function. This can be formulated as a
hypothesis testing problem where the null hypothesis corresponds to a preferential attachment
model with a constant affine attachment parameter δ0 and the alternative corresponds to a
preferential attachment model where the affine attachment parameter changes from δ0 to
δ1 at a time τn = n − ∆n where 0 ≤ ∆n ≤ n and n is the size of the graph. It was
conjectured in [5] that when observing only the unlabeled graph, detection of the change is
not possible for ∆n = o(n1/2). In this work, we make a step towards proving the conjecture by
proving the impossibility of detecting the change when ∆n = o(n1/3). We also study change-
point detection in the case where the labelled graph is observed and show that change-point
detection is possible if and only if ∆n → ∞, thereby exhibiting a strong difference between
the two settings.

1 Introduction

Empirical studies carried out on networks modeling different types of interactions have revealed
striking similarities between them. In many situations, these networks are scale-free, i.e. their
empirical degree distribution generally follows a power law. This was observed in many networks
such as citation networks [3, 18], internet [11] and the World Wide Web [1]. On the other hand,
the typical distances between vertices in these networks are small (see the books [23, 22]). This
is generally referred to as the small-world phenomenon. Motivated by these observations, the
preferential attachment random graph model was proposed to mathematically model scale-free
networks. It provides a simple and intuitive mechanism for generating networks with a power-
law degree distribution. The model helps in understanding how networks evolve over time by
showing that vertices with higher degrees tend to attract more links, leading to the rich-get-richer
phenomenon. This mirrors many real-world situations where popular entities tend to become even
more popular over time. The first preferential attachment model to emerge was the Barabási-
Albert model [4]. In this model, new vertices are added to the network one at a time, and each new
vertex gets attached to existing vertices with a probability proportional to their current degree.
In [7, 9, 13], variants of this model were proposed and they depend mainly on the attachment
function which can be linear, nonlinear, constant in time or time-varying. Recently, there has been
notable interest in investigating time-varying networks [24, 21, 17, 15], i.e. networks where the
attachment function is not constant over time. These networks usually involve a set of parameters
that describe the time evolution of the network. Within this framework, an important question
is to understand the effect of abrupt changes in these parameters on the degree distribution and
how these changes can be detected and localized. Our work focuses on the situation where the
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growth dynamics of the network might undergo at most one change at some point of time. To
model this, a time-inhomogeneous affine preferential attachment model is used. In this model,
a new vertex entering the graph at time t ∈ J2, nK connects to an existing vertex with degree k
with probability proportional to f(k) = k+ δ(t) where δ(t) is the parameter likely to change at a
given time. In particular, we are interested in late change-point detection, specifically when the
change-point is given by τn = n −∆n with ∆n = o(n). This scenario is important for detecting
changes as quickly as possible. Understanding this context will highlight the fundamental limits
of change point detection and provide an estimate of the minimum number of vertices that must
be observed between the moment the change took place and the moment it is detected. In [5],
the authors built a test based on low degree vertices which was shown to detect the change only
when ∆n

n1/2 → ∞. They conjectured that when ∆n = o(n1/2) and based only on the unlabeled
graph, detection of the change is not possible. In light of this framework, this paper has two
goals: (i) Prove the conjecture holds at least for ∆n = o(n1/3), and (ii) Study the problem of
change-point detection in the situation where the labeled graph is observed. More precisely, below
is an informal statement of our main results.

Theorem 1.1 (Informal). Using the unlabeled preferential attachment random graph, detection
of the change-point is not possible when ∆n = o(n1/3).

Theorem 1.2 (Informal). Using the labeled preferential attachment random graph, detection of
the change-point is possible if and only if ∆n → ∞.

The formal statement of Theorem 1.1 is given later in the paper by Theorem 3.1, while the
formal statement of Theorem 1.2 is given by Theorem 3.6.

In what follows, Section 2 introduces the notations and defines the model and the attachment
mechanism. Section 3 presents the main results of the paper. Section 4 is devoted to the discus-
sions and perspectives while Appendices 5 and 6 detail the proofs for the unlabeled model. The
article comes with a supplementary material [16] that contains the proofs and additional results
in the case of labeled observations.

1.1 Related work

This work is a continuation of [5] where the problem of late change-point detection (τn = n −
⌊cnγ⌋) was studied and a test was built for detecting the change when γ ∈ (1/2, 1). The idea
behind this test is that the variations in the number of vertices with minimal degree around
its asymptotic value exhibit different magnitudes under the null hypothesis compared to the
alternative hypothesis. They also conjectured that no test is capable of detecting the change
when γ ∈ (0, 1/2). In [6, 2], the authors considered the problems of change-point detection and
localization, but they focused mainly on the situation of early change-point, that is when changes
occur at τn = αn with α ∈ (0, 1). Detection of the change was shown to be always possible
in this setting and a non-parametric consistent estimator of γ was devised, allowing in addition
to detection for localization of the change-point. Similarly, a likelihood-based methodology for
change-point localization was proposed in [10]. In [2], a different regime of early change-detection
was studied. It corresponds to the situation where τn = ⌊cnγ⌋ with γ ∈ (0, 1) and c > 0. Unlike
the case of late change, the test used in this regime is based on maximal degrees. This is because,
while the asymptotic degree distribution does not depend on the parameter γ, the distribution of
the maximal degree does. A similar phenomenon was noted in [8], which demonstrated that the
influence of the seed graph (the initial subgraph from which the preferential attachment graph
originates) persists as the number of vertices increases to infinity. In the absence of any change-
point, the general problem of estimation of general attachment functions was already studied in
[13]. This problem reduces to a simple parametric estimation in the case of affine preferential
attachment. The estimation can be done using the MLE as shown in [5]. Consistency and
asymptotic normality of this estimator were proved in the more general setting of random initial
degrees in [12].
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2 Setting, definitions and notations

2.1 Labeled versus unlabeled graphs, structure

The preferential attachment mechanism introduced in Section S1 (see also next section for more
details) defines a sequence of random multigraphs (Gt)t≥1 on vertex sets {0, . . . , t}. There is no
loss of generality in assuming that these graphs are directed, using the convention that the arrows
go from vertices with largest labels to vertices with smallest labels. To be somewhat more precise,
in the next, a labeled graph refers to the following definition:

Definition 2.1 (Labeled graph). A labeled (multi)graph g is a couple (V , E) where V is the set of
vertices and E ⊂ V2 is the multiset of directed edges, with no loop allowed. For an edge (u, v) ∈ E ,
we use the convention that the arrow goes from u to v, and we write for simplicity u →g v for
(u, v) ∈ E .

Given a labeled graph g = (V , E), we define for convenience V(g) = V the vertex set of g, and
E(g) = E the edge multiset of g. Note that in a multigraph, two vertices can be connected by
more than one edge. We count the multiplicity of edges via the function µg : V(g)2 → Z+, such
that µg(u, v) = k means that there are k directed edges u → v in g (with possibly k = 0). The set
Pg(u) = {v ∈ V(g) : v →g u} are the in-neighbors of vertex u ∈ V(g) (aka. parents) and Cg(u) =
{v ∈ V(g) : u →g v} are the out-neighbors of vertex u ∈ V(g) (aka. children). The in-degree
of u ∈ V(g) is written d

in
g
(u) =

∑

v∈Pg(u)
µg(v, u), the out-degree is dout

g
(u) =

∑

v∈Cg(u)
µg(u, v),

and the degree is dg(u) = d
in
g
(u) + d

out
g

(u). We observe that for a preferential attachment graph
the out-degree of any vertex is equal to m almost-surely. For a subset S ⊂ V(g) we denote by
g ∩ S the induced subgraph of S.

In order to define unlabeled graphs, we require the following definition of an isomorphism of
multigraphs.

Definition 2.2 (Graph isomorphism). Let g and g′ be two labeled graphs. An isomorphism φ
between g and g′ is a bijective map φ : V(g) 7→ V(g′) that preserves the set of neighbors of each
vertex. More precisely, for vertices v, w ∈ V(g), and k ∈ Z+:

µg(u, v) = k ⇐⇒ µg′(φ(u), φ(w)) = k.

In the next, g ∼= g′ will denote the fact that g and g′ are isomorphic, ie. there exists an
isomorphism between g and g′. We are now in position to define unlabeled graphs.

Definition 2.3 (Unlabeled graph). An unlabeled graph u is an isomorphism class of labeled graphs
(for the relation ∼= defined above).

An important aspect in our work is that we consider the model where only the unlabeled
version of the preferential attachment is observed; ie. only the structure of the graph is available
to the statistician:

Definition 2.4 (Structure). Let g be a labeled graph. The unlabeled graph associated to g, which
will be denoted s(g), is the equivalence class of labeled graphs that are isomorphic to g, ie.

s(g) = {g′ : g′ ∼= g}.

2.2 Formal statement of the problem

Using the vocabulary defined in Section 2.1, the preferential attachment model produces a se-
quence (Gt)t≥1 of random labeled graphs, which we now intend to define rigorously. Let m ∈
N = {1, 2, . . .} and δ : N → (−m,+∞). The process (Gt)t≥1 of interest is better described by
introducing the intermediate process ((Gt,i)

m
i=0)t≥1, constructed as follows. For t = 1 let G1,0 be

the graph consisting of two isolated vertices labeled 0 and 1. Then for i = 1, . . . ,m, G1,i is ob-
tained from G1,i−1 by adding an edge between vertices 0 and 1. For t ≥ 2, the sequence (Gt,i)

m
i=0

is obtained by letting Gt,0 be the graph Gt−1,m together with an isolated vertex with label t;
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and, for i = 1, . . . ,m, Gt,i is obtained from Gt,i−1 by adding an edge directed from t towards a
randomly chosen vertex Vt,i in {0, . . . , t− 1} sampled according to the probabilities that Vt,i = v
(conditionally to Gt,i) given by

dGt,i−1(v) + δ(t)
∑t−1

v′=0

(

dGt,i−1(v
′) + δ(t)

) =
dGt,i−1(v) + δ(t)

2m(t− 1) + δ(t)t+ (i− 1)
. (1)

Finally, the process (Gt)t≥1 is obtained from the process ((Gt,i)
m
i=0)t≥1 by setting Gt = Gt,m for

each t ≥ 1. Otherwise said, the process (Gt)t≥1 is obtained from the intermediate process by
forgetting the order of arrivals of the m edges added at every time step t ≥ 1.

The aim of this work is to find evidence in the preferential attachment graph that the value
of δ has changed at a given time or not, using solely the information contained in the unlabeled
graph s(Gn) at time n. We are interested in the situation where the value of δ changes at most
once. This can be formulated as a simple hypothesis testing problem:

(H0) : δ(t) = δ0, (H1) : δ(t) = δ01t≤τn + δ11t>τn

where 1 ≤ τn ≤ n, δ0 ∈ (−m,+∞) and δ1 ∈ (−m,+∞) are known. As in [5], we are interested only
in the situation of late change-points, that is the situation where τn = n−∆n for ∆n = o(n). [5]
constructed a sequence of tests (φn)n≥1 with vanishing Type I and Type II error when ∆n

n1/2 → ∞.
They conjectured that using only the unlabeled random graph, change point detection becomes
impossible when ∆n = o(n1/2). This work proves the conjecture holds at least for ∆n = o(n1/3).
We prove that even if the model parameters τn, δ0 and δ1 are known, detection of the change is
still not possible (and hence also impossible when they are unknown).

In the sequel, for each n ≥ 1, (Ωn,Fn,P
n
0 ) (respectively (Ωn,Fn,P

n
1 )) is a probability space

that is rich enough to define the beginning of the sequence of intermediate graphs ((Gt,i)
m
i=0)

n
t=1

under the hypothesis H0 (resp. H1). Expectation under P
n
0 (respectively P

n
1 ) is denoted by E

n
0

(resp. En
1 ).

2.3 Further Notations

Besides the notations and conventions defined in previous sections, we make use of the following.
For real numbers x, y we write x ∧ y = min(x, y) and x ∨ y = max(x, y). For sequences of real
numbers, an ∼ bn means that an/bn converges to 1, an = o(bn) means that an/bn converges to
0, and an = O(bn) means that an/bn is asymptotically bounded. We write σ(X1, . . . , Xn) the
σ-field generated by random variables (X1, . . . , Xn).

3 Main results

3.1 The observation is the unlabeled graph

We first consider the situation where only the unlabeled graph is observed. The following theorem
establishes the conjecture in some regimes of the parameters ∆n and (δ0, δ1) which are assumed
to be known.

Theorem 3.1. If δ0 > 0 and ∆n = o(n1/3) [or δ0 = 0 and ∆n = o
(

n1/3

log(n)

)

], then for every

sequence of events (An)n≥1 with An ∈ σ(s(Gn)) for all n ≥ 1,

P
n
0 (An) → 0 =⇒ P

n
1 (An) → 0

In other words, under the assumptions of the theorem, the laws of (s(Gn))n≥1 under H1

are contiguous to those under H0. By Le Cam’s first lemma [20, Section 6.2], no (eventually
randomized) test made on the basis of observing s(Gn) is capable of controlling both type I and
type II error rates simultaneously: if (φn)n≥1 is a sequence of s(Gn)-measurable tests such that
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E
n
0 (φn) → 0 then E

n
1 (φn) → 0 as well. Note that a consequence of this result is that even if the

model parameters are known, detection is still not possible which is a stronger result than if the
model parameters are unknown. A sketch of the proof of the theorem is given in the next section.

3.2 Sketch of proof of Theorem 3.1

3.2.1 Difficulties in proving contiguity

Let us for simplicity denote Qn,s
j = P

n
j ◦ (s ◦ Gn)

−1 the law of s(Gn) under hypothesis Hj . The
statement in Theorem 3.1 is equivalent to the contiguity of (Qn,s

1 )n≥1 with respect to (Qn,s
0 )n≥1.

A well-known sufficient condition for establishing contiguity is that the second moment of the

likelihood ratio
dQn,s

1

dQn,s
0

remains bounded as n → ∞. Understanding this likelihood ratio is, however,

not a simple task. To see why, observe that for a given unlabeled graph un on n+ 1 vertices we
do have

P
n
ℓ (s(Gn) = un) =

∑

g∈un

V(g)=J0,nK

P
n
ℓ (Gn = g), ℓ = 0, 1. (2)

Though P
n
ℓ (Gn = g) is easy to evaluate when P

n
ℓ (Gn = g) > 0 (see Lemmas 5.2 and 5.3), it is

much more delicate for an arbitrary unlabeled graph un to understand which of the terms in the
summation of (2) is non-zero. Indeed, if Pn

ℓ (Gn = g) > 0 and there is an edge u →g v, then
the graph g′ obtained from g by swapping the labels u and v has the same structure as g while
P
n
ℓ (Gn = g′) = 0. This is because in the preferential attachment mechanism, arrows can only go

from the largest label to the smallest. So to understand the likelihood of s(Gn), it is required to
understand the intersection of un with the support of the law of Gn, which turns out to be rather
challenging. Instead, we prefer to reduce the problem to a simpler one, as we explain in the next
section.

3.2.2 Problem reduction

Informally, problem reduction consists in analyzing a simpler problem where the observation is
richer than the structure, but where detection is still not possible. The first natural reduction
to examine is the situation where the labeled graph Gn is observed. Unfortunately, we will show
in Section 3.3 that in this case, change detection is always possible for any γ ∈ (0, 1) and that a
similar reduction is therefore useless for our proof. Consequently, We are bound to look for an
intermediate problem where the observation is richer than the structure, but not as informative
as the labeled graph. The main idea of the proof is that if we show that change-point detection is
impossible in this (easier) problem, then this should imply that it is also impossible in the original
problem where only the structure is observed.

Such an intermediate problem consists in considering the model where only a suitable random
permutation of the labels of Gn is observed. We use the following definition of a permuted graph.

Definition 3.2 (Permutation of a labeled graph). Let g be a labeled graph and π a permutation of
V(g). We call π(g) the labeled graph obtained by the application of permutation π to the vertices
of the graph g. In other words V(π(g)) = V(g) and for vertices u, v ∈ V(g) and k ∈ Z+

µg(u, v) = k ⇐⇒ µπ(g)(π(u), π(v)) = k.

From now on, it is assumed that the spaces (Ωn,Fn,P
n
0 ) and (Ωn,Fn,P

n
1 ) are rich enough

to define ((Gt,i)
m
i=0)

n
t=1 jointly with a random permutation πn of J0, nK; the details of which are

given below. The situations where one observe Gn, πn(Gn), or s(Gn), are of increasing difficulty
since one observes less and less information related to the labeled graph. Detection of the change
should become more and more difficult. The following lemma confirms this insight, provided the
conditional distributions of πn given Gn are the same under Pn

0 and P
n
1 .
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Lemma 3.3. Let Gn denote the set of all labeled graphs on vertex set J0, nK and Sn denote the
set of all permutations of J0, nK. Suppose there is a Markov Kernel Kn : Gn × 2Sn → [0, 1] such
that both P

n
0 and P

n
1 admit Kn as conditional distribution of πn given Gn. Consider the following

propositions:

1. For every sequence (An)n≥1 of Gn-measurable sets, Pn
0 (An) → 0 =⇒ P

n
1 (An) → 0.

2. For every sequence (An)n≥1 of πn(Gn)-measurable sets, Pn
0 (An) → 0 =⇒ P

n
1 (An) → 0.

3. For every sequence (An)n≥1 of s(Gn)-measurable sets, Pn
0 (An) → 0 =⇒ P

n
1 (An) → 0.

Then 1 =⇒ 2 =⇒ 3.

See Appendix 6.1 for the proof of Lemma 3.3.
In what follows, we will consider the reduction where one observes π(Gn) in place of s(Gn).

Letting Qn,p
0 (respectively Qn,p

1 ) denote the law of πn(Gn) under the null hypothesis (resp. the
alternative hypothesis), a mere change of variable followed by an application of Cauchy-Schwarz
shows that for any events An, Bn ∈ σ(πn(Gn))

P
n
1 (An) ≤ P

n
1 (B

c
n) + P

n
0 (An)

1/2
E
n
0

[(

dQn,p
1

dQn,p
0

(πn(Gn))

)2

1Bn

]1/2

.

Hence, if we build a sequence of kernels (Kn)n≥1 and events (Bn)n≥1 in σ(πn(Bn)) such that

P
n
1 (B

c
n) → 0, and, lim sup

n→∞
E
n
0

[(

dQn,p
1

dQn,p
0

(πn(Gn))

)2

1Bn

]

< +∞,

then 2 of Lemma 3.3 holds, which by said lemma implies the validity of our theorem. We build
(Kn)n≥1 and (Bn)n≥1 in the next section.

3.2.3 Construction of the Markov kernel Kn and the event Bn

We first remark that, when building Kn(gn, ·), it is enough to consider gn in Sn = {g′n : P
n
0 (Gn =

g′n) 6= 0} = {g′n : P
n
1 (Gn = g′n) 6= 0}. We give a characterization of the set Sn in Lemma 5.1.

Remark that all graphs in Sn have vertex set J0, nK.
To construct Kn and Bn, we first define the following set of vertices of a labeled graph gn,

which corresponds to the vertices illustrated in bold in the Figure 1:

Ṽ(gn) =
{

v ∈ Jτ ′n + 1, nK : dgn(v) = m, ∀w ∈ Cgn(v), Pgn(w)\{v} ⊂ J0, τ ′nK
}

.

In the previous definition (τ ′n)n≥1 is a sequence of integer numbers to be chosen accordingly later,

but satisfying 0 ≤ τ ′n < τn. In other words, Ṽ(Gn) contains the late vertices of Gn which have
minimal degree and are the unique late parent of their children. We then consider permutations
which leave invariant the labels not in Ṽ(Gn); ie. letting Sn the set of all permutations of J0, nK
we define

Πn(gn) =
{

π ∈ Sn : ∀i /∈ Ṽ(gn), π(i) = i
}

,

and we define K(gn, ·) as the uniform distribution over Πn(gn), for all gn ∈ Sn. We note that one
of the advantages of this permutation scheme is that π(gn) ∈ Sn for any gn ∈ Sn and π ∈ Πn(gn)
(see Lemma 6.2), which precludes the issues mentioned in Section 3.2.1. Then, we consider

Bn =
{

|Ṽ(Gn)| ≥ ∆′
n

(

1− αn∆
′
n

τ ′n

)

, Jτn + 1, nK ⊂ Ṽ(Gn)
}

for a sequence (αn)n≥1 diverging slowly to infinity, and where ∆′
n = n − τ ′n. We note that by

construction Ṽ(Gn) = Ṽ(πn(Gn)), so that Bn ∈ σ(πn(Gn)) as required (see previous section).
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On the event Bn all the late vertices of Gn are eventually permuted and are indistinguishable
from the earlier vertices in Ṽ(Gn). This informally tells why the change-point cannot be detected.
More formally, the Theorem 3.1 is an immediate consequence of the two following propositions,

choosing ∆′
n ≍ n2/3 (implying τ ′n ∼ n), ∆n = O

(

n1/3

αn

)

, and αn → ∞ arbitrarily slowly if δ0 > 0
or αn

log(n) → ∞ arbitrarily slowly if δ0 = 0.

Proposition 3.4. There exist constants c1, c2 > 0 depending only on δ0, δ1, and m, such that

for all n ≥ 4, if 3 ≤ τ ′n < τn,
αn∆

′
n

τ ′
n

≤ 1
2 and ∆n

∆′
n
≤ 1

4 then

logEn
0

[(

dQn,p
1

dQn,p
0

(πn(Gn))

)2

1Bn

]

≤ 4αn∆n∆
′
n

τ ′n
+

22m∆2
n

τ ′n
+

2

3∆′
n

+

√

c1∆2
n

∆′
n

e
c2∆2

n
∆′

n .

See Appendix 6.2 for the proof of Proposition 3.4.

Proposition 3.5. There exists a constant C > 0 depending only on δ0, δ1, and m, such that for
all 2 ≤ τ ′n ≤ n

P
n
1 (B

c
n) ≤

C

αn

(

1 +
αn∆n∆

′
n

τ ′n

)

·
{

log(τ ′n) if δ0 = 0,

1 if δ0 > 0.

See Appendix 6.3 for the proof of Proposition 3.5.

(1)

(2)

(3)

(4)

gτ ′
n

Vertices in
Jτ ′n + 1, τnK

Last ∆n

vertices of gn

Figure 1: Typical preferential attachment graph gn with m = 1 when ∆n = o(n1/3). Four types
of vertices emerge: normal vertices (1), bold vertices (2), double circle vertices (3) and dotted
vertices (4). Our random permutation πn is built to permute only vertices represented in bold.

3.3 The observation is the labeled graph

We consider now the model where the observation is the labeled graph Gn. The main purpose
of this section is to emphasize the difference between the labeled model and unlabled model, by
showing that in the labeled model the change-point can be detected as soon as ∆n → ∞; in
contrast with the unlabeled model for which ∆n

n1/2 → ∞ is sufficient by [5] and ∆n

n1/3 → ∞ is
necessary by our previous result. This also shows that a reduction scheme to a problem where
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the labeled graph undergoes a transformation is unavoidable to obtain a non trivial lower bound
in the unlabeled model.

We assume that the model parameters (δ0, δ1) and τn are known to be consistent with our
Theorem 3.1. We however state additional results in the supplemental [16], covering the case
where (δ0, δ1) are unknown as well as the localization of the change-point (ie. estimating τn).
In particular these additional results show that not knowing the parameters does not affect the
capability of detecting the change-point as soon as ∆n → ∞.

Theorem 3.6. Let Qn
0 = P

n
0 (Gn ∈ ·) and Qn

1 = P
n
1 (Gn ∈ ·). If τn → ∞ and ∆n → ∞, detection

of the change is possible: the likelihood-ratio test Tn = 1
(dQn

1

dQn
0
(Gn) > 1

)

satisfies

E
n
0 (Tn) + E

n
1 (1− Tn) → 0.

When lim supn→∞ ∆n < +∞ detection of the change is not possible: (Qn
1 )n≥1 is contiguous with

respect to (Qn
0 )n≥1.

See the supplementary material [16, Section S4] for the proof of Theorem 3.6. Observe that
Theorem 3.6 identifies the exact phase transition for detection when the labeled graph is observed
and the model parameters are known.

4 Discussions and perspectives

While the original conjecture in [5] had two parts, one concerning the impossibility of detection
using the sequence of degrees and the other concerning the impossibility of detection using the
unlabeled graph, our work focuses only on the second part, which is more general as it implies the
impossibility of detection using the degrees. Although we believe the conjecture to be true, our
proof of Theorem 3.1 does not cover all the regimes of the conjecture in terms of ∆n and (δ0, δ1).
As explained in Section 3.2, the main step of our proof of Theorem 3.1 resides in showing that the
second moment of the likelihood-ratio of the permuted graph is bounded by an absolute constant.
We were able to exhibit such a bound only in the regime where ∆n = o(n1/3) and δ0 ≥ 0. To put
it simply, our proof works when all the last ∆n vertices are in Ṽ(Gn) (ie. bold in the Figure 1):
the expression of the likelihood-ratio is easier to handle in this case and its second moment can be
bounded by an absolute constant. This situation is illustrated in Figure 1 by a typical example.
However, in the regime n1/3 . ∆n . n1/2 and as illustrated in Figure 2, “double circle” and
“dotted vertices” start appearing amongst the last ∆n vertices, making it more difficult to choose
an appropriate permutation. If we keep the same permutation (the one modifying only the labels
of bold vertices) in the regime n1/3 . ∆n . n1/2, the labels of the “dotted” and “double circle”
vertices appearing amongst the last ∆n vertices will be kept invariant and the second moment
of the likelihood-ratio will diverge to infinity. One possible way of generalizing the result to the
remaining regime is to construct a permutation that modifies the labels of almost O(n) vertices,
including all the last ∆n vertices, while at the same time still be able to uniformly bound the
second moment of the likelihood-ratio. There is a trade-off between the complexity of the chosen
permutation (how many labels are modified and how they are modified) and the ease in bounding
the second moment of the likelihood-ratio. For a similar reason, the regime δ0 < 0 was not
covered in the proof. The main shortcoming of our proof is that we choose permutations that
modify only labels in Ṽ(Gn). The reason behind this choice is that given a preferential attachment
random graph, every permutation affecting only Ṽ(Gn) results in a labeled graph having positive
probability under preferential attachment. This facilitates the explicit writing of the likelihood-
ratio. However, if we were to allow the permutations to modify the labels of “dotted” and “double
circle” vertices, then one needs to be much more careful to ensure that after the application of
the permutation, the labeled graph still has positive probability under preferential attachment;
or find another way to circumvent the issues discussed in Section 3.2.1.
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gτ ′
n

Vertices in
Jτ ′n + 1, τnK

Last ∆n

vertices of gn

Figure 2: Typical preferential attachment graph gnwith m = 1 when n1/3 . ∆n . n1/2.

5 Proof elements common to both labeled and unlabeled

graphs

5.1 A result on the support of the general preferential attachment

model

Anticipating that we will need to compute the likelihood under both the null hypothesis and the
alternative, we first derive the likelihood in the most general case of a Preferential Attachment
Model (PAM) with an arbitrary parameter function δn : N → (−m,+∞), which is allowed
to change with n. We let F

n
δn

denote the distribution of a partial sequence of random graph
(G0, G1, . . . , Gn) distributed according to the PAM with parameter δn.

Lemma 5.1. For n ≥ 0, let

Sn =
{

gn : V(gn) = J0, nK, Cgn(0) = ∅, ∀v ∈ J1, nK Cgn(v) ⊂ J0, v − 1K and d
out
gn

(v) = m
}

.

Then F
n
δn
(Gn = gn) > 0 ⇐⇒ gn ∈ Sn. Furthermore, for any gn ∈ Sn,

F
n
δn(Gn = gn) = C(gn)

∏n
j=2

∏

w∈Cgn (j)

∏µgn (j,w)
k=1

(

dgn∩J0,j−1K(w) + k − 1 + δn(j)
)

∏n
j=2

∏m
i=1 Sj,i−1(δn(j))

where C(gn) =
(m!)n−1

∏

n
j=2

∏

w∈Cgn (j) µgn (j,w)! and Sj,i−1(δ) = 2m(j − 1) + i− 1 + δ (defined as in [12]).

Proof. Suppose n ≥ 2, otherwise the result is trivial. By construction F
n
δn
((G0, G1) = (g0, g1)) = 1

iff g0 is the labeled graph with a unique vertex with label zero and no edge, and g1 is the graph
with two vertices zero and one with m edges going from one to zero. Let 1 ≤ j ≤ n and suppose
that

∀k ∈ J0, jK, gk ∈ Sk and gk ∩ J0, k − 1K = gk−1 ⇐⇒ F
n
δn

(

(G0, . . . , Gj) = (g0, . . . , gj)
)

> 0, (3)

which has been shown to be verified for j = 1. The graph Gj is obtained from Gj−1 by sampling
m edges according to the PA rule. In other word

F
n
δn((G0, . . . , Gj) = (g0, . . . , gj)) = F

n
δn((G0, . . . , Gj−1) = (g0, . . . , gj−1))Kδn,j(gj | gj−1)
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for a Markov kernel Kδn,j(gj | gj−1) that assigns non-zero probability to gj iff V(gj) = J0, jK and
gj ∩ J0, j − 1K = gj−1 and d

out
gj

(j) = m and Cgj (j) ⊂ J0, j − 1K. By induction (3) is then verified
for all 1 ≤ j ≤ n. Observe that (3) implies that the law of (G0, . . . , Gn) is entirely determined by
Gn since it must be that Gk = Gn ∩ J0, kK F

n
δn
-almost-surely for all k ∈ J0, nK.

Next, let (gj−1, gj) ∈ Sj−1 × Sj with gj−1 = gj ∩ J0, j − 1K. A rapid computation using
equation (1) shows that if we enumerate v1 < · · · < vℓ the elements of Cgj (j) and denote by
µ1, . . . , µℓ the associated edge multiplicities:

Kδn,j(gj | gj−1) =
∑

(e1,...,em)

m
∏

i=1

dgj−1(vei ) +
∑

1≤k<i 1ek=vei
+ δn(j)

∑j−1
w=0

(

dgj−1(w) +
∑

1≤k<i 1ek=w + δn(j)
)

=
∑

(e1,...,em)

∏

w∈Cgj
(j)

∏µgj
(j,w)

k=1

(

dgj−1 (w) + k − 1 + δn(j)
)

∏m
i=1

∑j−1
w=0

(

dgj−1(w) +
∑

1≤k<i 1ek=w + δn(j)
)

where the summation over (e1, . . . , em) is understood under the sequence in J1, ℓKm with µk

elements equal to k for each k = 1, . . . , ℓ (ie. over all the possible ways of assigning the m edges
to the ℓ children with the multiplicity constraint taken into account). We observe that exactly m
edges are added at each step of the construction, so

j−1
∑

w=0

(

dgj−1(w) +
∑

1≤k<i

1ek=w + δn(j)
)

= 2m(j − 1) + i− 1 + jδn(j) = Sj,i−1(δn(j)).

It follows that

Kδn,j(gj | gj−1) =
m!

∏

w∈Cgj
(j) µgj (j, w)!

∏

w∈Cgj
(j)

∏µgj
(j,w)

k=1

(

dgj−1 (w) + k − 1 + δn(j)
)

∏m
i=1 Sj,i−1(δn(j))

.

Consequently, for all gn ∈ Sn, writing abusively gj = gn ∩ J0, jK (which is justified by the above
discussion),

F
n
δn(Gn = gn) =

n
∏

j=2

m!
∏

w∈Cgj
(j) µgj (j, w)!

∏

w∈Cgj
(j)

∏µgj
(j,w)

k=1

(

dgj−1 (w) + k − 1 + δn(j)
)

∏m
i=1 Sj,i−1(δn(j))

= C(gn)

∏n
j=2

∏

w∈Cgn(j)

∏µgn (j,w)
k=1

(

dgj−1 (w) + k − 1 + δn(j)
)

∏n
j=2

∏m
i=1 Sj,i−1(δn(j))

.

This concludes the proof.

5.2 The likelihood of a labeled graph under the null and the alternative

hypotheses

In this section we compute the likelihood of the labeled graph under the null hypothesis (Lemma 5.2),
under the alternative hypothesis (Lemma 5.3), as well as the likelihood-ratio (Lemma 5.4).

Lemma 5.2. Let Sn, C(gn), and St,i−1(δ) as defined in Lemma 5.1. Then for all gn ∈ Sn

P
n
0 (Gn = gn) = C(gn)

∏n−1
v=0

∏d
in
gn

(v)−1

k=0 (m+ δ0 + k)
∏n

t=2

∏m
i=1 St,i−1(δ0)

= C(gn)

∏nm
k=m(k + δ0)

N>k(gn)

∏n
t=2

∏m
i=1 St,i−1(δ0)

where N>k(gn) is the number of vertices in gn which have degree strictly greater than k.
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Proof. The first expression comes from swapping the product over parents and children in the
expression given in Lemma 5.1 and using that the parameter is constant over time:

P
n
0 (Gn = gn) = C(gn)

∏n
j=2

∏

w∈Cgn (j)

∏µgn (j,w)
k=1

(

dgn∩J0,j−1K(w) + k − 1 + δ0
)

∏n
j=2

∏m
i=1 Sj,i−1(δ0)

= C(gn)

∏n−1
t=0

∏

s∈Pgn (t)

∏µgn (s,t)
k=1

(

dgn∩J0,s−1K(t) + k − 1 + δ0
)

∏n
j=2

∏m
i=1 Sj,i−1(δn(s))

.

Now for each vertex t contributing to the above product, order its parents in increasing time of
arrivals and see that the product over s and k is in fact equal to (m + δ0)(m + 1 + δ0) . . . (m +
d
in
gn
(t)− 1 + δ0). Thus,

P
n
0 (Gn = gn) = C(gn)

∏n−1
v=0

∏d
in
gn

(v)−1

k=0 (m+ δ0 + k)
∏n

t=2

∏m
i=1 St,i−1(δ0)

which is the first expression in the statement of the Lemma. For the second expression, notice
that

n−1
∏

v=0

d
in
gn

(v)−1
∏

k=0

(m+ δ0 + k) =

n−1
∏

v=0

(n−1)m
∏

k=0

(m+ δ0 + k)1k≤dingn
(v)−1

=

(n−1)m
∏

k=0

(m+ δ0 + k)
∑n−1

v=0 1
din
gn

(v)>k

=

nm
∏

k=m

(k + δ0)
∑n−1

v=0 1
din
gn

(v)+m>k

=

nm
∏

k=m

(k + δ0)
∑n−1

v=0 1dgn (v)>k .

Hence the result.

Note that under the null hypothesis, the likelihood of the graph does not depend on the labels
of the vertices. It depends only on the structure s(gn) since N>k(·) is constant over s(gn).

Lemma 5.3. Let Sn, C(gn), and St,i−1(δ) as defined in Lemma 5.1. Also define H≤τn
gn (v) =

∑

u∈Pgn (v) µgn(u, v)1u≤τn and H>τn
gn

(v) =
∑

u∈Pgn (v) µgn(u, v)1u>τn . Then for all gn ∈ Sn

P
n
1 (Gn = gn) = C(gn)

∏n−1
v=0

[
∏H≤τn

gn
(v)−1

k=0 (m+ δ0 + k)
∏H≤τn

gn
(v))+H>τn

gn
(v)−1

k=H≤τn
gn (v))

(m+ δ1 + k)
]

∏n
t=2

∏m
i=1 St,i−1(δ(t))

= C(gn)

∏nm
k=m (k + δ0)

N>k(gτn )

∏τn
t=2

∏m
i=1 St,i−1(δ0)

∏nm
k=m(k + δ1)

N>k(gn)−N>k(gτn )

∏n
t=τn+1

∏m
i=1 St,i−1(δ1)

with gτn = gn ∩ J0, τnK.

Proof. The first expression comes from the Lemma 5.1 and using the same arguments as in
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Lemma 5.2. For second expression, notice that

n−1
∏

v=0





H≤τn (v)−1
∏

k=0

(m+ δ0 + k)

H(v)−1
∏

k=H≤τn (v)

(m+ δ1 + k)



 =

n−1
∏

v=0

H≤τn (v)−1
∏

k=0

(m+ δ0 + k)

∏d
out
gn

(v)−1

k=0 (m+ δ1 + k)
∏H≤τn (v)−1

k=0 (m+ δ1 + k)

=

n−1
∏

v=0





H≤τn (v)−1
∏

k=0

m+ δ0 + k

m+ δ1 + k

d
out
gn

(v)−1
∏

k=0

(m+ δ1 + k)





=

nm
∏

k=m

(

k + δ0
k + δ1

)N>k(gτn )

(k + δ1)
N>k(gn)

=

nm
∏

k=m

(k + δ0)
N>k(gτn )

(k + δ1)
N>k(gn)−N>k(gτn )

which concludes the proof.

Lemma 5.4. Let Qn
ℓ = P

n
ℓ (Gn ∈ ·) for ℓ = 0, 1. Then, for every gn ∈ Sn

dQn
1

dQn
0

(gn) =

n
∏

t=τn+1

m
∏

i=1

St,i−1(δ0)

St,i−1(δ1)

nm
∏

k=m

(

k + δ1
k + δ0

)N>k(gn)−N>k(gn∩J0,τnK)

.

Furthermore, almost-surely under P
n
0

dQn
1

dQn
0

(Gn) =

n
∏

t=τn+1

m
∏

i=1

St,i−1(δ0)

St,i−1(δ1)

(

dGt,i−1(Vt,i) + δ1

dGt,i−1(Vt,i) + δ0

)

.

Proof. The first expression in the statement of the lemma is an immediate consequence of Lem-
mas 5.2 and 5.3. Regarding the second statement, it suffices to observe that N>k(Gn) depends
only on s(Gn), so that [recall Gt = Gt,m]

N>k(Gn)−N>k(Gτn) =

n
∑

t=τn+1

m
∑

i=1

1dGt,i−1
(Vt,i)=k.

It follows that

nm
∏

k=m

(

k + δ1
k + δ0

)N>k(Gn)−N>k(Gτn )

=

n
∏

t=τn+1

m
∏

i=1

nm
∏

k=m

(

k + δ1
k + δ0

)1dGt,i−1
(Vt,i)=k

=

n
∏

t=τn+1

m
∏

i=1

nm
∏

k=m

(

dGt,i−1(Vt,i) + δ1

dGt,i−1(Vt,i) + δ0

)1dGt,i−1
(Vt,i)=k

=

n
∏

t=τn+1

m
∏

i=1

(

dGt,i−1(Vt,i) + δ1

dGt,i−1(Vt,i) + δ0

)

.

This concludes the proof.

The following lemma will also be used several times when analyzing likelihood ratios.

Lemma 5.5. Suppose τn ≥ 3. Then for every δ0, δ1 > −m

e−
6m∆n

τn

(2m+ δ0
2m+ δ1

)m∆n

≤
n
∏

t=τn+1

m
∏

i=1

St,i−1(δ0)

St,i−1(δ1)
≤ e

6m∆n
τn

(2m+ δ0
2m+ δ1

)m∆n
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Proof. By definition of St,i−1

n
∏

t=τn+1

m
∏

i=1

St,i−1(δ0)

St,i−1(δ1)
=
(2m+ δ0
2m+ δ1

)m∆n
n
∏

t=τn+1

m
∏

i=1

1 + −2m+i−1
t(2m+δ0)

1 + −2m+i−1
t(2m+δ1)

But for j = 0, 1, τn + 1 ≤ t ≤ n 1 ≤ m ≤ i and δj > −m

1− 2

τn
≤ 1 +

−2m+ i− 1

t(2m+ δj)
≤ 1.

Thus,
(

1− 2

τn

)m∆n

≤
n
∏

t=τn+1

m
∏

i=1

1 + −2m+i−1
t(2m+δ0)

1 + −2m+i−1
t(2m+δ1)

≤
( 1

1− 2/τn

)m∆n

.

The conclusion follows because log(1 − 2/τn) ≥ − 2
τn−2 ≥ − 6

τn
when τn ≥ 3.

6 Proofs when the observation is the unlabeled graph

6.1 Proof of Lemma 3.3

1 =⇒ 2. Let (An)n≥1 a sequence of πn(Gn)-measurable sets such that P
n
0 (An) → 0 and let

ε > 0 arbitrary. Because P
n
0 (An) = E

n
0 [E

n
0 (1An | Gn)] = E

n
0 [Kn(Gn, An)], it must be that

P
n
0 (Kn(Gn, An) > ε) → 0. But {ω ∈ Ωn : Kn(Gn(ω), An) > ε} ∈ σ(Gn), so by the first

proposition P
n
1 (Kn(Gn, An) > ε) → 0. Since P

n
1 (An) = E

n
1 [Kn(Gn, An)] ≤ ε+ P

n
1 (Kn(Gn, An) >

ε), and since ε is arbitrary, the result follows.
2 =⇒ 3. Let (En)n≥1 be a sequence such that P

n
0 (s(Gn) ∈ En) → 0. Remark that

P
n
0 (s(Gn) ∈ En) = P

n
0 (s(πn(Gn)) ∈ En) = P

n
0 (πn(Gn) ∈ s−1(En)). So P

n
1 (s(Gn) ∈ En) =

P
n
1 (s(πn(Gn)) ∈ En) = P

n
1 (πn(Gn) ∈ s−1(En)) goes to zero by the second proposition.

6.2 Proof of Proposition 3.4

6.2.1 Derivation of the expression of the likelihood-ratio

In this section we determine the expression of the likelihood ratio
dQn,p

1

dQn,p
0

.

Lemma 6.1. Let St,i−1 as defined in Lemma 5.1. P
n
0 -almost-surely:

Yn ≡ dQn,p
1

dQn,p
0

(πn(Gn)) =
1

|Πn(Gn)|
∑

π̄∈Πn(Gn)

n
∏

t=τn+1

m
∏

i=1

St,i−1(δ0)

St,i−1(δ1)

dGπ̄(t),i−1
(Vπ̄(t),i) + δ1

dGπ̄(t),i−1
(Vπ̄(t),i) + δ0

.

Proof. Let gn ∈ Sn and π0 ∈ Πn(gn). Then, for j = 0, 1

P
n
j

(

πn(Gn) = π0(gn)
)

= E
n
j



E
n
0

(

∑

π̄∈Πn(Gn)

1π̄(Gn)=π0(gn),πn=π̄

∣

∣

∣Gn

)





= E
n
j





∑

π̄∈Πn(Gn)

1π̄(Gn)=π0(gn)P
n
0 (πn = π̄ | Gn)





= E
n
j





1

|Πn(Gn)|
∑

π̄∈Πn(Gn)

1π̄(Gn)=π0(gn)




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Now remark that π̄ ∈ Πn(Gn) leaves invariant Ṽ(Gn) and π0 ∈ Πn(gn) leaves invariant Ṽ(gn),
thus

π̄(Gn) = π0(gn) =⇒ Ṽ(π̄(Gn)) = Ṽ(π0(gn))

=⇒ Ṽ(Gn) = Ṽ(gn)
=⇒ Πn(Gn) = Πn(gn).

It follows

P
n
j

(

πn(Gn) = π0(gn)
)

= E
n
j





1

|Πn(gn)|
∑

π̄∈Πn(gn)

1π̄(Gn)=π0(gn)





=
1

|Πn(gn)|
∑

π̄∈Πn(gn)

P
n
j (π̄(Gn) = π0(gn))

=
1

|Πn(gn)|
∑

π̄∈Πn(gn)

P
n
j (π̄(Gn) = gn)

=
1

|Πn(gn)|
∑

π̄∈Πn(gn)

P
n
j

(

Gn = π̄−1(gn)
)

Note that the advantage of permuting only bold vertices is that the set Πn(Gn) is a group,
which makes the expression of the likelihood ratio easier to handle. As shown in Lemma 5.2,
the likelihood of the labeled graph π̄−1(gn) under the null hypothesis does not depend on the
permutation π̄ when π̄ ∈ Πn(gn). It follows that Pn

0 (πn(Gn) = π0(gn)) = P
n
0

(

Gn = π̄−1(gn)
)

for
every π̄ ∈ Πn(gn). Furthermore, the Lemma 6.2 below guarantees that π̄−1(gn) ∈ Sn whenever
gn ∈ Sn. Then by Lemma 5.4

Yn =
1

|Πn(Gn)|
∑

π̄∈Πn(Gn)

dQn
1

dQn
0

(π̄−1(Gn))

=
1

|Πn(Gn)|
∑

π̄∈Πn(Gn)

n
∏

t=τn+1

m
∏

i=1

St,i−1(δ0)

St,i−1(δ1)

nm
∏

k=m

(

k + δ1
k + δ0

)N>k(π̄
−1(Gn))−N>k(π̄

−1(Gn)τn )

with π̄−1(Gn)t ≡ π̄−1(Gn) ∩ J0, tK for all t ∈ J1, nK. Let π̄ ∈ Πn(gn) be arbitrary. Then,

N>k(π̄
−1(Gn))−N>k(π̄

−1(Gn)τn) =

n
∑

t=τn+1

∑

s∈Cπ̄−1(Gn)t
(t)

1
(

k + 1− µπ̄−1(Gn)t(t, s) ≤ dπ̄−1(Gn)t−1
(s) ≤ k

)

.

Remark that for s ∈ Cπ̄1(Gn)t(t) is must be that dGn(s) > m and hence π̄(s) = s. In particular
Cπ̄1(Gn)t(t) = CGπ̄(t)

(π̄(t)) and µπ̄−1(Gn)t(t, s) = µGπ̄(t)
(π̄(t), s). In addition, using the Lemma 6.3,

we deduce that

N>k(π̄
−1(Gn))−N>k(π̄

−1(Gn)τn) =

n
∑

t=τn+1

∑

s∈CGπ̄(t)

1
(

k + 1− µGπ̄(t)
(π̄(t), s) ≤ dGπ̄(t)−1

(s) ≤ k
)

=

n
∑

t=τn+1

m
∑

i=1

1
(

dGπ̄(t),i−1
(Vπ̄(t),i) = k

)

where the last line follows because the fact that vertex π̄(t) has a child whose degree is ≤ k at
instant π̄(t)− 1 but > k at instant π̄(t) is equivalent to the fact that vertex π̄(t) choose a vertex
Vπ̄(t),i of degree k in Gπ̄(t),i−1 for some i = 1, . . . ,m. Consequently

Yn =
1

|Πn(Gn)|
∑

π̄∈Πn(Gn)

n
∏

t=τn+1

m
∏

i=1

St,i−1(δ0)

St,i−1(δ1)

dGπ̄(t),i−1
(Vπ̄(t),i) + δ1

dGπ̄(t),i−1
(Vπ̄(t),i) + δ0

.
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Lemma 6.2. Let gn ∈ Sn and let π̄ ∈ Π
(
ngn). Then π̄−1(gn) ∈ Sn.

Proof. In view of Lemma 5.1, the set Sn is the set of directed labeled graphs on vertex set J0, nK
where each non-zero vertex has out-degree exactly m and arrows are all directed from largest
to smallest label. Since π̄ ∈ Πn(gn), it permutes only the labels of vertices in Ṽ(gn). But any
v ∈ Ṽ(gn) must satisfy v > τ ′n and have all of its children c1, . . . , ck in J0, τ ′nK. So π̄−1(v) > τ ′n as
well and π̄−1(cj) = cj for all its children. In other words, the out-degree of any vertex in π̄−1(gn)
is also m and the arrows are all directed from largest to smallest label, as required.

Lemma 6.3. Let gn ∈ Sn, π̄ ∈ Πn(gn) and let π̄−1(gn)t = π̄−1(gn) ∩ J0, tK and gt = gn ∩ J0, tK
for all t ∈ J1, nK. Then for all all t ∈ Jτn + 1, nK and all s ∈ Cπ̄−1(gn)t :

dπ̄−1(gn)t−1
(s) = dgπ̄(t)−1

(s).

Proof. Let π̄ ∈ Πn(gn), t ∈ Jτn + 1, nK and s ∈ Cπ̄−1(gn)t(t). Observe that since s ∈ Cπ̄−1(gn)t(t)
it is necessary that dgn(s) > m and then π̄(s) = s.

Suppose first that for all t′ ∈ Pπ̄−1(gn)(s) we have π̄(t
′) = t′. Then s ∈ Cgt(t) and dπ̄−1(gn)t−1

(s) =
dgt−1(s) = dgπ̄(t)−1

(s).
Second, suppose there exists t′ ∈ Pπ̄−1(gn)(s) such that π̄(t′) 6= t′. It is necessary that π̄(t′) > τ ′n

since π̄ permute only the labels in Ṽ(gn) ⊂ Jτ ′n + 1, nK. Furthermore π̄(t′) ∈ Ṽ(gn) so it must be
that Pgn(s)\{π̄(t′)} ⊂ J0, τ ′nK. Let enumerate v1 < · · · < vr the elements of Pgn(s)\{π̄(t′)}. Hence
the elements of Pgn(s) are v1 < . . . vr < π̄(t′). Since v1 < · · · < vr ≤ τ ′n they are not in Ṽ(gn) and
thus π̄(vj) = vj for all j = 1, . . . , r. It follows that the elements of Pπ̄−1(gn)(s) are v1, . . . , vr, t

′

and satisfy
v1 < · · · < vr ≤ τ ′n < t′

because π̄(t′) > τ ′n =⇒ t′ > τ ′n. Therefore t′ = t and dπ̄−1(gn)t−1
(s) = dgτ′

n
(s) = dgπ̄(t)−1

(s).

6.2.2 Bound on the second moment of the likelihood ratio

As in Lemma 6.1 we let Yn ≡ dQn,p
1

dQn,p
0

(πn(Gn)) for simplicity. Then by Lemmas 6.1 and 5.5, since

τn > τ ′n ≥ 3

E
n
0

(

Y 2
n 1Bn

)

≤ e6m∆n/τn

(

2m+ δ0
2m+ δ1

)2m∆n

× E
n
0

[
∑

π,π̄∈Πn(Gn)

|Πn(Gn)|2
n
∏

t=τn+1

m
∏

i=1

dGπ̄(t),i−1
(Vπ̄(t),i) + δ1

dGπ̄(t),i−1
(Vπ̄(t),i) + δ0

dGπ(t),i−1
(Vπ(t),i) + δ1

dGπ(t),i−1
(Vπ(t),i) + δ0

1Bn

]

.

Observe that |Πn(Gn)| =
∣

∣Ṽ(Gn)
∣

∣!. Moreover, on the event Bn we have forced that Jτn + 1, nK ⊂
Ṽ(Gn). This implies that on Bn we have π̄(t) ∈ Ṽ(Gn) for all t ∈ Jτn + 1, nK. Consequently on
Bn,

∑

π,π̄∈Πn(Gn)

|Πn(Gn)|2
n
∏

t=τn+1

m
∏

i=1

dGπ̄(t),i−1
(Vπ̄(t),i) + δ1

dGπ̄(t),i−1
(Vπ̄(t),i) + δ0

dGπ(t),i−1
(Vπ(t),i) + δ1

dGπ(t),i−1
(Vπ(t),i) + δ0

≤ 1
∣

∣

∣Ṽ(Gn)
∣

∣

∣!2

∑

k′
τn+1 6=...6=k′

n∈Ṽ(Gn)

kτn+1 6=.. 6=kn∈Ṽ(Gn)

∑

π,π̄∈Πn(Gn)
(π(τn+1),...,π(n))=(kτn+1,...,kn)

(π̄(τn+1),...,π̄(n))=(k′
τn+1,...,k

′
n)

×
n
∏

t=τn+1

m
∏

i=1

dGk′
t,i−1

(Vk′
t,i
) + δ1

dGk′
t,i−1

(Vk′
t,i
) + δ0

dGkt,i−1
(Vkt,i) + δ1

dGkt,i−1
(Vkt,i) + δ0
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which can be further bounded above by

≤

(∣

∣

∣Ṽ(Gn)
∣

∣

∣ −∆n

)

!2

∣

∣

∣Ṽ(Gn)
∣

∣

∣!2

∑

k′
τn+1 6=...6=k′

n∈Ṽ(Gn)

kτn+1 6=...6=kn∈Ṽ(Gn)

n
∏

t=τn+1

m
∏

i=1

dGk′
t,i−1

(Vk′
t,i
) + δ1

dGk′
t,i−1

(Vk′
t,i
) + δ0

dGkt,i−1
(Vkt,i) + δ1

dGkt,i−1
(Vkt,i) + δ0

≤

(∣

∣

∣Ṽ(Gn)
∣

∣

∣ −∆n

)

!2

∣

∣

∣Ṽ(Gn)
∣

∣

∣!2

∑

k′
τn+1,...,k

′
n∈Ṽ(Gn)

kτn+1,...,kn∈Ṽ(Gn)

n
∏

t=τn+1

m
∏

i=1

dGk′
t,i−1

(Vk′
t,i
) + δ1

dGk′
t,i−1

(Vk′
t,i
) + δ0

dGkt,i−1
(Vkt,i) + δ1

dGkt,i−1
(Vkt,i) + δ0

=

(∣

∣

∣Ṽ(Gn)
∣

∣

∣ −∆n

)

!2

∣

∣

∣
Ṽ(Gn)

∣

∣

∣
!2

(

∑

k∈Ṽ(Gn)

m
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

)2∆n

≤

(∣

∣

∣Ṽ(Gn)
∣

∣

∣ −∆n

)

!2

∣

∣

∣Ṽ(Gn)
∣

∣

∣!2

(

n
∑

k=τ ′
n+1

m
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

)2∆n

Next, we use that for any non-negative integer
√
2πn(n/e)n < n! <

√
2πn(n/e)ne1/(12n) (see

for instance [19, Section 3.6], which entails that for any ν > k ≥ 1

(ν − k)!

ν!
≤

√
ν − k

(

ν−k
e

)ν−k
e

1
12(ν−k)

√
ν
(

ν
e

)ν =
(

1− k

ν

)ν−k+ 1
2
( e

ν

)k

e
1

12(ν−k) ≤ ν−kek
2/ν+ 1

12(ν−k) .

Since on the event Bn it holds that |Ṽ(Gn)| ≥ ∆′
n

(

1− αn∆
′
n

τ ′
n

)

, we deduce that

(∣

∣

∣Ṽ(Gn)
∣

∣

∣−∆n

)

!
∣

∣

∣
Ṽ(Gn)

∣

∣

∣
!

≤ 1

|Ṽ(Gn)|∆n
exp

( ∆2
n

|Ṽ(Gn)|
+

1

12(|Ṽ(Gn)| −∆n)

)

≤ 1

(∆′
n)

∆n
exp

(

−∆n log
(

1− αn∆
′
n

τ ′n

)

+
∆2

n

|Ṽ(Gn)|
+

1

12(|Ṽ(Gn)| −∆n)

)

≤ 1

(∆′
n)

∆n
exp

( αn∆n∆
′
n

τ ′n − αn∆′
n

+
∆2

n

|Ṽ(Gn)|
+

1

12(|Ṽ(Gn)| −∆n)

)

≤ 1

(∆′
n)

∆n
exp

(2αn∆n∆
′
n

τ ′n
+

2∆2
n

τ ′n
+

1

3∆′
n

)

where in the last line we have used the assumptions that
αn∆

′
n

τ ′
n

≤ 1
2 and ∆n ≤ 1

4∆
′
n, which imply

that |Ṽ(Gn)| ≥ ∆′
n

2 and |Ṽ(Gn)| − ∆n ≥ ∆′
n

4 . Hence one obtains the bound [here we use that
6m∆n

τn
+

4∆2
n

τ ′
n

≤ 10m∆2
n

τ ′
n

]

E
n
0

(

Y 2
n1Bn

)

≤ e
4αn∆n∆′

n
τ′
n

+
10m∆2

n
τ′
n

+ 2
3∆′

n

(2m+ δ0
2m+ δ1

)2m∆n

E
n
0

((

1

∆′
n

n
∑

k=τ ′
n+1

m
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

)2∆n
)

.
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Letting Zn and mn as in Lemma 6.4, we deduce from said lemma that

E
n
0

((

1

∆′
n

n
∑

k=τ ′
n+1

m
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

)2∆n
)

≤ m2∆n
n E

n
0

(

(

1 +
Zn −mn

mn

)2∆n

)

= m2∆n
n

∫ ∞

0

P
n
0

(

(

1 +
Zn −mn

mn

)2∆n

> x

)

dx

= m2∆n
n

∫ ∞

0

P
n
0

(

Zn −mn > mn

(

x
1

2∆n − 1
)

)

dx

≤ m2∆n
n

(

1 +

∫ ∞

1

P
n
0

(

Zn −mn >
mn log(x)

2∆n

)

dx

)

≤ m2∆n
n

(

1 +

∫ ∞

1

exp
(

− c∆′
nm

2
n

4∆2
n

log(x)2
)

dx

)

.

Using Lemma 6.5 to upper bound the last integral, together with Lemma 6.6 implying that
mn ≥ e−3m

(

2m+δ1
2m+δ0

)m
since τ ′n ≥ 3, it is found that there are constants c1, c2 > 0 depending only

on δ0, δ1, and m, such that

E
n
0

((

1

∆′
n

n
∑

k=τ ′
n+1

m
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

)2∆n
)

≤ m2∆n
n

(

1 +

√

c1∆2
n

∆′
n

e
c2∆2

n
∆′

n

)

.

Finally, summarizing everything and using Lemma 6.6 to get an upper bound on mn, we find that

[here we use that 12m∆n

τ ′
n

+
10m∆2

n

τ ′
n

≤ 22m∆2
n

τ ′
n

]

logEn
0

(

Y 2
n 1Bn

)

≤ 4αn∆n∆
′
n

τ ′n
+

22m∆2
n

τ ′n
+

2

3∆′
n

+

√

c1∆2
n

∆′
n

e
c2∆2

n
∆′

n .

6.2.3 Auxiliary results used to prove the Proposition 3.4

Lemma 6.4. Let

Zn =
1

∆′
n

n
∑

k=τ ′
n+1

m
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

, mn =
1

∆′
n

n
∑

k=τ ′
n+1

m
∏

i=1

Sk,i−1(δ1)

Sk,i−1(δ0)
.

Then there exists a constant c > 0 depending only on δ0, δ1, and m, such that for all x ≥ 0

P
n
0

(

Zn −mn ≥ x
)

≤ e−c∆′
nx

2

.

Proof. In the proof we let Ft = σ(G1, . . . , Gt) and Ft,i = σ(G1, . . . , Gt−1, Gt,1, . . . , Gt,i) for

t = 1, . . . , n and i = 1, . . . ,m. Let Wk =
∏m

i=1

dGk,i−1
(Vk,i)+δ1

dGk,i−1
(Vk,i)+δ0

for k = τ ′n + 1, . . . , n. Clearly

E
n
0 (Wk | Ft) = Wk for all t ≥ k. Also,

E
n
0

(

Wk | Fk−1

)

= E
n
0

(

E
n
0 (Wk | Fk,m−1) | Fk−1

)

= E
n
0

(

m−1
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

E
n
0

(

dGk,m−1
(Vk,m) + δ1

dGk,m−1
(Vk,m) + δ0

| Fk,m−1

)

| Fk−1

)

= E
n
0

(

m−1
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

k−1
∑

u=0

dGk,m−1
(u) + δ1

dGk,m−1
(u) + δ0

dGk,m−1
(u) + δ0

Sk,m−1(δ0)
| Fk−1

)

= E
n
0

(

m−1
∏

i=1

dGk,i−1
(Vk,i) + δ1

dGk,i−1
(Vk,i) + δ0

Sk,m−1(δ1)

Sk,m−1(δ0)
| Fk−1

)

.
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Continuing inductively, it is found that

E
n
0

(

Wk | Fk−1) =

m
∏

i=1

Sk,i−1(δ1)

Sk,i−1(δ0)

and then E
n
0

(

Wk | Fℓ) =
∏m

i=1
Sk,i−1(δ1)
Sk,i−1(δ0)

for all ℓ < k. Deduce that for all k = τn′ + 1, . . . , n and

all ℓ = τ ′n + 1, . . . , n

E
n
0

(

Wk | Fℓ)− E
n
0

(

Wk | Fℓ−1) =







0 if ℓ 6= k,
∏m

i=1

dGk,i−1
(Vk,i)+δ1

dGk,i−1
(Vk,i)+δ0

−∏m
i=1

Sk,i−1(δ1)
Sk,i−1(δ0)

if ℓ = k.
(4)

Build the Doob martingale Mj = E(Zn | Fj) and observe that

n
∑

j=τ ′
n+1

(Mj −Mj−1) = ∆′
n

(

Zn − E
n
0 (Zn | Fτ ′

n
)
)

.

Furthermore for every j = τ ′n + 1, . . . , n, by equation (4)

|Mj −Mj−1| =
∣

∣

∣

∣

∣

n
∑

k=τ ′
n+1

(

E
n
0 (Wk | Fj)− E

n
0 (Wk | Fj−1)

)

∣

∣

∣

∣

∣

= |Wj − E
n
0 (Wj | Fj−1)|

≤ 2max
(

1,
m+ δ1
m+ δ0

)m

because

Wj =

m
∏

i=1

(

1 +
δ1 − δ0

dGk,i−1
(Vk,i) + δ0

)

≤ max
(

1,
m+ δ1
m+ δ0

)m

.

By Hoeffding-Azuma’s inequality, for all x ≥ 0, almost-surely

P
n
0

(

Zn − E
n
0 (Zn | Fτ ′

n
) ≥ x

∆′
n

| Fτ ′
n

)

= P
n
0

(

Mn −Mτ ′
n
≥ x | Fτ ′

n
)

≤ exp

(

− x2

2∆′
n max

(

1, m+δ1
m+δ0

)m

)

.

Then the result follows by taking the expectation both sides of the last display and by noticing
that En

0 (Zn | Fτ ′
n
) = mn almost-surely.

Lemma 6.5. For every β > 0

0 ≤
∫ ∞

1

e−β log(x)2dx ≤
√

πe1/(2β)

β
.

Proof. It is found after a straightforward change of variable that

∫ ∞

1

e−β log(x)2dx =
1√
2β

∫ ∞

0

e−
1
2y

2

e
1√
2β

y
dy =

e
1
4β

√
2β

∫ ∞

0

e
− 1

2 (y− 1√
2c

)2
dy ≤

√

πe1/(2β)

β
.

Lemma 6.6. For every τ ′n ≥ 3

e
− 6m

τ′
n

(2m+ δ1
2m+ δ0

)m

≤ mn ≤ e
6m
τ′
n

(2m+ δ1
2m+ δ0

)m

.
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Proof. As in Lemma 5.5, we have whenever k > τ ′n that

(

1− 2/τ ′n)
m
(2m+ δ1
2m+ δ0

)m

≤
m
∏

i=1

Sk,i−1(δ1)

Sk,i−1(δ0)
≤
(2m+ δ1
2m+ δ0

)m 1

(1− 2/τ ′n)
m
.

Hence the result follows since log(1 − 2/τ ′n) ≥ − 2
τ ′
n−2 ≥ − 6

τ ′
n
for τ ′n ≥ 3.

6.3 Proof of Proposition 3.5

6.3.1 Upper bound on the probabilities

By Markov’s inequality

P
n
1

(

|Ṽ(Gn)| < ∆′
n

(

1− αn∆
′
n

τ ′n

))

= P
n
1

(

|Jτ ′n + 1, nK\Ṽ(Gn)| >
αn(∆

′
n)

2

τ ′n

)

≤ τ ′n
αn(∆′

n)
2
E
n
1

(

|Jτ ′n + 1, nK\Ṽ(Gn)|
)

=
τ ′n

αn(∆′
n)

2

(

∆′
n − E

n
1

(

|Ṽ(Gn)|
)

.

Hence by Lemma 6.7 below

P
n
1

(

|Ṽ(Gn)| < ∆′
n

(

1− αn∆
′
n

τ ′n

))

≤ C

αn

{

log(τ ′n) if δ0 = 0,

1 if δ0 > 0.

Similarly,

P
n
1

(

Jτn + 1, nK 6⊂ Ṽ(Gn)
)

= P
n
1

(

|Jτn + 1, nK\Ṽ(Gn)| ≥ 1
)

≤ E
n
1

(

|Jτn + 1, nK\Ṽ(Gn)|
)

= ∆n − E
n
1

(

|Ṽ(Gn) ∩ Jτn + 1, nK|
)

.

Hence by Lemma 6.8 below

P
n
1

(

Jτn + 1, nK 6⊂ Ṽ(Gn)
)

≤ C∆n∆
′
n

τ ′n

{

log(τ ′n) if δ0 = 0,

1 if δ0 > 0.

6.3.2 Computation of expectations of |Ṽ(Gn)| and |Ṽ(Gn) ∩ Jτn + 1, nK|
In this section we derive estimates on the expectations of |Ṽ(Gn)| and |Ṽ(Gn)∩ Jτn +1, nK| which
are crucial elements in bounding the probability P

n
1 (B

c
n).

Lemma 6.7. There exists a constant B > 0 depending only on m, δ0 and δ1, such that for all
2 ≤ τ ′n ≤ n

∆′
n ≥ E

n
1

(

|Ṽ(Gn)|
)

≥ ∆′
n − B(∆′

n)
2

τ ′n











(τ ′n)
−δ0/(2m+δ0) if δ0 < 0,

log(τ ′n) if δ0 = 0,

1 if δ0 > 0.

Proof. First observe that the upper bound is trivial since Ṽ(Gn) ⊂ Jτ ′n + 1, nK almost-surely. We
now focus on the lower bound.
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Let us write Xn = |Ṽ(Gn)| for simplicity. In the whole proof we use the convention that an
empty product equals one. Note that

Xn =

n
∑

j=τ ′
n+1

1
(

dGn(j) = m, ∀k ∈ CGn(j), k ≤ τ ′n and ∀ℓ ∈ PGn(k)\{j}, ℓ ≤ τ ′n

)

=
∑

τ ′
n<j≤n

m
∑

ℓ=1

∑

0≤x1<···<xℓ≤τ ′
n

∑

y1,...,yℓ≥1
y1+···+yℓ=m

(

∏

j<k≤n

1(k 6→Gk
j)

)(

ℓ
∏

i=1

1(µGj (j, xi) = yi)

)(

∏

τ ′
n<k≤n

m
∏

i=1

1(k 6→Gk
xi)

)

.

Indeed, the previous can be rewritten more conveniently as [here xℓ = (x1, . . . , xℓ) and yℓ =
(y1, . . . , yℓ)]

Xn =
∑

τ ′
n<j≤n

m
∑

ℓ=1

∑

0≤x1<···<xℓ≤τ ′
n

∑

y1,...,yℓ≥1
y1+···+yℓ=m

Y xℓ,yℓ,j
n

with

Y xℓ,yℓ,j
n =

∏

τ ′
n<k<j

1(k 6→Gk
{x1, . . . , xℓ})

ℓ
∏

i=1

1(µGj (j, xi) = yℓ)
∏

j<k≤n

1(k 6→Gk
{x1, . . . , xℓ, j}).

Letting Fℓ = σ(G1, . . . , Gℓ) and δ(j) = δ01(j ≤ τn)+ δ11(j > τn), it is seen that [assuming j < n,
otherwise the result is trivial]

E
n
1 (Y

xℓ,yℓ,j
n | Fn−1) =

∏

τ ′
n<k<j

1(k 6→Gk
{x1, . . . , xℓ})

ℓ
∏

i=1

1(µGj (j, xi) = yℓ)
∏

j<k≤n−1

1(k 6→Gk
{x1, . . . , xℓ, j})

×
m
∏

i=1

(

1− [dGn−1(x1) + δ(n)] + · · ·+ [dGn−1(xℓ) + δ(n)] + [m+ δ(n)]

Sn,i−1(δ(n))

)

=
∏

τ ′
n<k<j

1(k 6→Gk
{x1, . . . , xℓ})

ℓ
∏

i=1

1(µGj (j, xi) = yℓ)
∏

j<k≤n−1

1(k 6→Gk
{x1, . . . , xℓ, j})

×
m
∏

i=1

(

1−
[dGτ′

n
(x1) + y1 + δ(n)] + · · ·+ [dGτ′

n
(xℓ) + yℓ + δ(n)] + [m+ δ(n)]

Sn,i−1(δ(n))

)

where the second line follows because if the product of indicators is non-zero, then at instant n−1
no vertex other than j has connected to one of the x1, . . . , xℓ on the time interval Jτ ′n + 1, n− 1K,

and j has edge multiplicity yℓ with xℓ. Defining for simplicity Dxℓ

τ ′
n
=
∑ℓ

i=1 dGτ′
n
(xi), and taking

conditional expectation of the previous inductively with respect to Fn−2, . . . ,Fτ ′
n
, it is found that

[here the combinatorial factor comes from enumerating all the possibilities of connecting j to
x1, . . . , xℓ with edges multiplicities y1, . . . , yℓ]

E
n
1 (Y

xℓ,yℓ,j
n | Fτ ′

n
) =

m!
∏ℓ

i=1 yi!

∏

τ ′
n<k<j

m
∏

i=1

(

1−
Dxℓ

τ ′
n
+ ℓδ(k)

Sk,i−1(δ(k))

)

×
∏ℓ

i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sj,i−1(δ(j))

∏

j<k≤n

m
∏

i=1

(

1−
Dxℓ

τ ′
n
+ 2m+ (ℓ+ 1)δ(k)

Sk,i−1(δ(k))

)

.
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Hence,

E
n
1 (Y

xℓ,yℓ,j
n | Fτ ′

n
) ≥ m!

∏ℓ
i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sj,i−1(δ(j))

∏

τ ′
n<k≤n

m
∏

i=1

(

1−
Dxℓ

τ ′
n
+ ℓδ(k)

Sk,i−1(δ(k))

)

=
m!

∏ℓ
i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sj,i−1(δ(j))

(

1−
(

1−
∏

τ ′
n<k≤n

m
∏

i=1

(

1−
Dxℓ

τ ′
n
+ ℓδ(k)

Sk,i−1(δ(k))

)))

≥ m!
∏ℓ

i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sj,i−1(δ(j))

(

1−
∑

τ ′
n<k≤n

m
∑

i=1

Dxℓ

τ ′
n
+mδ(k)

Sk,i−1(δ(k))

)

≥ m!
∏ℓ

i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sj,i−1(δ(j))

(

1−m
∑

τ ′
n<k≤n

Dxℓ

τ ′
n
+mδ(k)

Sk,0(δ(k))

)

.

We now define two random variables

X̃n =
∑

τ ′
n<j≤n

m
∑

ℓ=1

∑

0≤x1<···<xℓ≤τ ′
n

∑

y1,...,yℓ≥1
y1+···+yℓ=m

m!
∏ℓ

i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sj,i−1(δ(j))

Rn = m
∑

τ ′
n<j,k≤n

m
∑

ℓ=1

∑

0≤x1<···<xℓ≤τ ′
n

∑

y1,...,yℓ≥1
y1+···+yℓ=m

m!
∏ℓ

i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sj,i−1(δ(j))

Dxℓ

τ ′
n
+mδ(k)

Sk,0(δ(k))

so that En
1 (Xn | Fτ ′

n
) ≥ X̃n −Rn almost-surely. To compute the expectations of X̃n and Rn, we

use the following trick. For a fixed j > τ ′n we define on the same probability space a sequence
of random graphs ((G̃j

t,i)
m
i=0)t≥1 such that G̃j

t,i = Gt,i for 1 ≤ t ≤ τ ′n and 0 ≤ i ≤ m, and then

(G̃j
t,i)

m
i=0 evolves independently of (Gt,i)

m
i=0 according to the preferential attachment rule with

parameter δ(t) = δ(j) for all t > τ ′n. Then, we see that

1 = E
n
1

(

m
∑

ℓ=1

∑

0≤x1<···<xℓ≤τ ′
n

∑

y1,...,yℓ≥1
y1+···+yℓ=m

1
(

∀i = 1, . . . , ℓ, µG̃j

τ′
n+1

(τ ′n + 1, xi) = yi

) ∣

∣

∣ Fτ ′
n

)

=
m
∑

ℓ=1

∑

0≤x1<···<xℓ≤τ ′
n

∑

y1,...,yℓ≥1
y1+···+yℓ=m

m!
∏ℓ

i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sτ ′

n+1,i−1(δ(j))
.

So indeed,

E
n
1 (X̃n) =

∑

τ ′
n<j≤n

m
∏

i=1

Sτ ′
n+1,i−1(δ(j))

Sj,i−1(δ(j))

=
∑

τ ′
n<j≤n

m
∏

i=1

(2m+ δ(j))(τ ′n + 1)− 2m+ i− 1

(2m+ δ(j))j − 2m+ i− 1

=
∑

τ ′
n<j≤n

m
∏

i=1

(

1− (2m+ δ(j))(j − τ ′n − 1)

(2m+ δ(j))j − 2m+ i− 1

)

≥
∑

τ ′
n<j≤n

(

1− (2m+ δ(j))(j − τ ′n − 1)

(2m+ δ(j))j − 2m

)m

≥ ∆′
n

(

1− m∆′
n

n− 2

)

.
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Similarly,

E
n
1

(

∑

v∈C
G̃

j
τ′
n+1

(τ ′
n+1)

dG̃j

τ′
n

(v)
∣

∣

∣ Fτ ′
n

)

=

m
∑

ℓ=1

∑

0≤x1<···<xℓ≤τ ′
n

∑

y1,...,yℓ≥1
y1+···+yℓ=m

m!
∏ℓ

i=1 yi!

∏ℓ
i=1

∏yi

i′=1

(

dGτ′
n
(xi) + i′ − 1 + δ(j)

)

∏m
i=1 Sτ ′

n+1,i−1(δ(j))
Dxℓ

τ ′
n

from which we deduce that

E
n
1 (Rn) = m

∑

τ ′
n<j,k≤n

1

Sk,0(δ(k))

(

mδ(k) + E
n
1

(

∑

v∈C
G̃

j
τ′
n+1

(τ ′
n+1)

dG̃j

τ′
n

(v)

))

m
∏

i=1

Sτ ′
n+1,i−1(δ(j))

Sj,i−1(δ(j))
.

But

E
n
1

(

∑

v∈C
G̃

j
τ′
n+1

(τ ′
n+1)

dG̃j

τ′
n

(v)

)

≤
m
∑

i=1

E
n
1

(

dG̃j

τ′
n+1,i−1

(Ṽt,i)
)

=

m
∑

i=1

E
n
1

( τ ′
n
∑

v=0

dG̃j

τ′
n+1,i−1

(v)
dG̃j

τ′
n+1,i−1

(v) + δ(j)

Sτ ′
n+1,i−1(δ(j))

)

=

m
∑

i=1

τ ′
n
∑

v=0

E
n
1

(

dG̃j

τ′
n+1,i−1

(v)2
)

Sτ ′
n+1,i−1(δ(j))

+ δ(j)

m
∑

i=1

2mτ ′n + i− 1

Sτ ′
n+1,i−1(δ(j))

≤ 2m

τ ′
n
∑

v=0

E
n
1

(

(dGτ′
n+1

(v) + δ0)
2
)

Sτ ′
n+1,0(δ(j))

+
2m(mδ(j) ∨ 0 + (m− δ0)

2)(τ ′n + 1)

Sτ ′
n+1,0(δ(j))

where we have used that only m edges can be added between τ ′n and τ ′n + 1, so the difference
between the degree of v in G̃j

τ ′
n+1 and its degree in Gτ ′

n+1 cannot exceed m. Remarking that

in time interval J0, τ ′nK the process (G̃t)t≥1 evolves according to the preferential attachment rule

with parameter δ0, and remarking that
τ ′
n+1

Sτ′
n+1,0(δ(j))

is bounded by a constant, it follows letting

δ = δ0 ∧ δ1

E
n
1 (Rn) ≤

E
n
1 (X̃n)∆

′
n

Sτ ′
n+1,0(δ)

(

C +
2m2

Sτ ′
n+1,0(δ)

τ ′
n
∑

v=0

E
n
0

(

(dGτ′
n+1

(v) + δ0)
2
)

)

for a constant C > 0 depending only on δ0, δ1, and m. By Lemmas 6.10 and 6.11, there are
constants C,C′ > 0 depending solely on m and δ0 such that

τ ′
n
∑

v=0

E
n
0

(

(dGτ′
n+1

(v) + δ0)
2
)

≤ C′
τ ′
n
∑

v=0

(τ ′n + 1

1 ∨ v

)2m/(2m+δ0)

≤ C′(τ ′n + 1)2m/(2m+δ0)

(

4 +

∫ τ ′
n+1

1

1

x2m/(2m+δ0)
dx

)

≤ C′′











(τ ′n + 1)2m/(2m+δ0) if δ0 < 0,

(τ ′n + 1) log(τ ′n + 1) if δ0 = 0,

τ ′n + 1 if δ0 > 0.

The conclusion follows because Sτ ′
n+1,0(δ) = (2m+ δ)(τ ′n + 1)− 2m ≥ mτ ′n + δ.
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Lemma 6.8. There exists a constant B > 0 depending only on m, δ0 and δ1, such that for all
2 ≤ τ ′n < τn ≤ n

∆n ≥ E
n
1

(

|Ṽ(Gn) ∩ Jτn + 1, nK|
)

≥ ∆n − C∆n∆
′
n

τ ′n











(τ ′n)
−δ0/(2m+δ0) if δ0 < 0,

log(τ ′n) if δ0 = 0,

1 if δ0 > 0.

Proof. The lemma follows by remarking that |Ṽ(Gn) ∩ Jτn + 1, nK| can be rewritten as

n
∑

j=τn+1

1
(

dGn(j) = m, ∀k ∈ CGn(j), k ≤ τ ′n and ∀ℓ ∈ PGn(k)\{j}, ℓ ≤ τ ′n

)

.

Then the rest of the proof is identical to Lemma 6.7 mutatis mutandis.

6.3.3 Auxiliary results used to prove the Proposition 3.5

Lemma 6.9. Let γt =
∏m

i=1

(

1 + 1
St,i−1(δ0)

)

. For every 0 ≤ u < t ≤ n

E
n
0 (dGt(u) + δ0) = γtE

n
0 (dGt−1(u) + δ0).

Proof. These are standard computations, see for instance [14, Chapter 8].

Lemma 6.10. For every 2 ≤ t ≤ n and 0 ≤ u ≤ t

E
n
0 [(dGt(u) + δ0)

2] = ξt1∨u(m+ δ0)
2 + κt

1∨u(m+ δ0)

where for all r = 1, . . . , t:

ξtr =
∏

r+1≤j≤t

m
∏

i=1

(

1 +
2

Sj,i−1(δ0)

)

and

κt
r =

∑

r+1≤j≤t

(

∏

j+1≤p≤t

m
∏

i=1

(

1 +
2

Sp,i−1(δ0)

)

)(

∏

r+1≤p≤j−1

m
∏

i=1

(

1 +
1

Sp,i−1(δ0)

)

)

×
(

m
∑

k=1

1

Sj,k−1(δ0)

∏

1≤i≤k−1

(

1 +
1

Sj,i−1(δ0)

)

∏

k+1≤i≤m

(

1 +
2

Sj,i−1(δ0)

)

)

.

Proof. Let Ft = σ(G1, . . . , Gt). We first compute E
n
0 [(dGt(u) + δ0)

2 | Ft] = E
n
0 [(dGt,m(u) + δ0)

2 |
Ft−1]. We define the coefficients (αt,i)

m
i=1 and (βt,i)

m
i=1 such that αt,m = 1 and βt,m = 0, and

satisfying the recurrence for i = m, . . . , 1

αt,i−1 = αt,i

(

1 +
2

St,i−1(δ0)

)

, βt,i−1,= βt,i

(

1 +
1

St,i−1(δ0)

)

+
αt,i

St,i−1(δ0)
.

It is seen that for every r = 1, . . . ,m (using the convention that empty product equals one and
empty sum equals zero):

αt,r =
∏

r+1≤j≤m

(

1 +
2

St,j−1(δ0)

)

βt,r =
∑

r+1≤k≤m

αt,k

St,k−1(δ0)

∏

r+1≤j≤k−1

(

1 +
1

St,j−1(δ0)

)

=
∑

r+1≤k≤m

1

St,k−1(δ0)

∏

r+1≤j≤k−1

(

1 +
1

St,j−1(δ0)

)

∏

k+1≤j≤m

(

1 +
2

St,j−1(δ0)

)

.
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Then we consider the random variable

Mt,i = αt,i

(

dGt,i(u) + δ
)2

+ βt,i

(

dGt,i(u) + δ
)

.

We claim that (Mt,i)
m
i=1 is a martingale with respect to (Ft,i)

m
i=1, where Ft,i = σ(Gt,0, . . . , Gt,i);

ie. we claim that E(Mt,i | Ft,i−1) = Mt,i−1 for i = 1, . . . ,m. Indeed for i = 1, . . . ,m

E
n
0

(

(dGt,i(u) + δ0)
2 | Ft,i−1

)

= (dGt,i−1(u) + 1 + δ0)
2 dGt,i−1(u) + δ0

St,i−1(δ0)
+ (dGt,i−1(u) + δ0)

2
(

1− dGt,i−1(u) + δ0

St,i−1(δ0)

)

= (dGt,i−1(u) + δ0)
2
(

1 +
2

St,i−1(δ0)

)

+
dGt,i−1(u) + δ0

St,i−1(δ0)

and

E
n
0

(

dGt,i(u) + δ0 | Ft,i−1

)

= (dGt,i−1(u) + 1 + δ0)
dGt,i−1(u) + δ0

St,i−1(δ0)
+ (dGt,i−1(u) + δ0)

(

1− dGt,i−1(u) + δ0

St,i−1(δ0)

)

= (dGt,i−1(u) + δ0)
(

1 +
1

St,i−1(δ0)

)

so that

E
n
0 (Mt,i | Ft,i−1) = αt,iE

n
0

(

(dGt,i(u) + δ0)
2 | Ft,i−1

)

+ βt,iE
n
0

(

(dGt,i(u) + δ0)Ft,i−1

)

= αt,i

(

1 +
2

St,i−1(δ0)

)

(dGt,i−1(u) + δ0)
2 +

(

αt,i

St,i−1(δ0)
+ βt,i

(

1 +
1

St,i−1(δ0)

)

)

(dGt,i−1(u) + δ0)

= αt,i−1(dGt,i−1(u) + δ0)
2 + βt,i−1(dGt,i−1(u) + δ0)

= Mt,i−1.

Then,

E
n
0 [(dGt,m(u) + δ)2 | Ft−1] = E

n
1 [Mt,m | Ft−1]

= Mt,0

= αt,0

(

dGt,0(u) + δ
)2

+ βt,0

(

dGt,0(u) + δ
)

= αt,0

(

dGt−1(u) + δ
)2

+ βt,0

(

dGt−1(u) + δ
)

.

Next, let (ξtj)
t
j=1 and (κt

j)
t
j=1 as in the statement of the lemma, and γj =

∏m
i=1

(

1+ 1
Sj,i−1(δ0)

)

(as

in Lemma 6.9). It is straightforward to show that (ξtj)
t
j=1 and (κt

j)
t
j=1 satisfy ξtt = 1 and κt

t = 0
and the recurrence

ξtj−1 = ξtjαj,0, κt
j−1 = ξtjβj,0 + κt

jγj .

Indeed, for r = 1, . . . , t

ξtr =
∏

r+1≤j≤t

αj,0 =
∏

r+1≤j≤t

m
∏

i=1

(

1 +
2

Sj,i−1(δ0)

)

κt
r =

∑

r+1≤j≤t

ξtjβj,0

∏

r+1≤k≤j−1

γk

which are equal to the expression given in the statement of the lemma. Let now define for
j = 1 ∨ u, . . . , t

M ′
j = ξtj

(

dGj (u) + δ0
)2

+ κt
j

(

dGj (u) + δ0
)

.
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The claim is that (M ′
j)j≥1 is a martingale with respect to (Fj)

t
j=1∨u. Indeed, using Lemma 6.9

and the above computations

E
n
0 (M

′
j | Fj−1) = ξtjE

n
0

(

(dGj (u) + δ0)
2 | Fj−1

)

+ κt
jE

n
0

(

dGj (u) + δ0 | Fj−1

)

= ξtj

(

αj,0(dGj−1 (u) + δ0)
2 + βj,0(dGj−1(u) + δ0)

)

+ κt
jγj(dGj−1(u) + δ0)

= ξtjαj,0(dGj−1(u) + δ0)
2 +

(

ξtjβj,0 + κt
jγj
)

(dGj−1(u) + δ0)

= ξtj−1(dGj−1(u) + δ0)
2 + κt

j−1(dGj−1 (u) + δ0)

= M ′
j−1.

This implies that (because dG1∨u(u) = m almost-surely)

E
n
0

(

(dGt(u) + δ)2
)

= E
n
0 (M

′
t) = E

n
0 (M

′
1∨u) = ξ1∨u(m+ δ)2 + κ1∨u(m+ δ).

Lemma 6.11. Let ξt1∨u and κt
1∨u as in the statement of Lemma 6.10. There exists a constant

B > 0 depending only on m and δ0 such that for all 0 ≤ u < t such that

max(ξt1∨u, κ
t
1∨u) ≤ B

( t

1 ∨ u

)2m/(2m+δ0)

.

Proof. Let define the function g : N → R+ as g(1) = 0 and g(n) =
∑n

j=2

∑m
i=1

1
Sj,i−1(δ0)

for n ≥ 2.

Observe that for any n ≥ 2

g(n) =

n
∑

j=2

m
∑

i=1

1

(2m+ δ0)j − 2m+ i − 1

=
1

2m+ δ0

n
∑

j=2

m
∑

i=1

1

j + −2m+i−1
2m+δ0

=
m

2m+ δ0

n
∑

j=2

1

j
+

1

2m+ δ0

n
∑

j=1

m
∑

i=1

( 1

j + −2m+i−1
2m+δ0

− 1

j

)

=
m

2m+ δ0

n
∑

j=2

1

j
+

1

(2m+ δ0)2

n
∑

j=1

m
∑

i=1

−2m+ i− 1

j
(

j + −2m+i−1
2m+δ0

) .

Thus letting H(n) =
∑n

j=1
1
j denote the j-th harmonic number, we deduce that there is a constant

C > 0 depending only on m and δ0 such that for all n ≥ 2:

m

2m+ δ0

(

γ+log(n)
)

−C ≤ m

2m+ δ0
H(n)−C ≤ g(n) ≤ m

2m+ δ0

(

H(n)−1
)

≤ m

2m+ δ0

(

γ+log(n)
)

(5)
with γ the Euler constant, using well known bounds on the harmonic numbers. It follows from
(5) that

ξt1∨u ≤ exp
(

2g(t)− 2g(1 ∨ u)
)

≤ exp
( 2m

2m+ δ0
log
( t

1 ∨ u

)

+ C
)

.

Next, since max2≤j≤t max1≤≤m

∏

1≤i≤k−1

(

1 + 1
Sj,i−1(δ0)

)
∏

k+1≤i≤m

(

1 + 2
Sj,i−1(δ0)

)

is finite, we
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find that for some constants C′, C′′, C′′′ > 0 depending only on m and δ0

κt
1∨u ≤ C′

∑

1∨u+1≤j≤t

1

Sj,0(δ0)
e2g(t)−2g(j)eg(j−1)−g(1∨u)

≤ C′′
∑

1∨u+1≤j≤t

1

j

( t

j

)2m/(2m+δ0)( j

1 ∨ u

)m/(2m+δ0)

≤ C′′ t2m/(2m+δ0)

(1 ∨ u)m/(2m+δ0)

∫ t

1∨u

1

x1+m/(2m+δ0)
dx

≤ C′′′
( t

1 ∨ u

)2m/(2m+δ0)

.

This concludes the proof.
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S1 Organization

This document is supplementary material for the article On the impossibility of detecting a late
change-point in the preferential attachment random graph model [4]. It contains the statements
of additional results in the case where the observation is the labeled graph (Section S2), as well
as their proofs (Section as well as the missing proof of Theorem 3.6 (Section S4), as well as the
remaining proofs (Section S5). We refer to the main document for all the definitions and notations.
Supplementary notations used only in this document are given in Section S3.

Every section, subsection, theorem, etc. of the supplemental has label prefixed by S and is
cited with prefix. References to the main document are cited with no prefix.

S2 Additional results when the observation is the labeled

graph

S2.1 Maximum Likelihood Estimation of (δ0, δ1)

In [2], the estimation of δ0 was done under the null hypothesis. We now investigate the estimation
of δ0 and δ1 in the model where there is a change-point from δ0 to δ1 at instant τn = n − ∆n.
Here τn is assumed to be known. As shown in the expression of the likelihood in Lemma 5.3,
the likelihood factorizes in two parts each of those involving only δ0 or δ1; ie. letting [here
Gτn = Gn ∩ J0, τnK]

ℓ1:τn(δ0) = log

(

∏τnm
k=m (k + δ)

N>k(Gτn )

∏τn
t=2

∏m
i=1 [(2m+ δ0) t− 2m+ i− 1]

)

ℓτn+1:n(δ1) = log

(

∏nm
k=m (k + δ1)

N>k(Gn)−N>k(Gτn )

∏n
t=τn+1

∏m
i=1 [(2m+ δ1) t− 2m+ i− 1]

)

the log-likelihood of (δ0, δ1) writes as ℓ1:τn(δ0) + ℓτn+1:n(δ1). Then, building on the work of [2] in
the no change-point model, we obtain in the next theorem the asymptotic normality of the MLE
in the model with a change-point.

As it will be useful in the next, we recall the expression of the limiting degree distribution of
the affine preferential attachment model with parameter δ (see [3, Sections 8.6.1 and 8.6.2] for
details):

pk(δ) = (2 + δ/m)
Γ(k + δ)Γ(m+ 2 + δ + δ/m)

Γ(m+ δ)Γ(k + 3 + δ + δ/m)
. (S2.1)
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Theorem S2.1. For all (δ0, δ1) ∈ (−m,∞)2, if τn → ∞ and ∆n → ∞, then (δ, δ′) 7→ ℓ1:τn(δ) +

ℓτn+1:n(δ
′) has a unique maximizer (δ̂0,n, δ̂1,n) with probability going to one under (Pn

1 )n≥1, and

(√
τn 0
0

√
∆n

)(

δ̂0,n − δ0
δ̂1,n − δ1

)

P
n
1
 N

(

0,

(

ν0 0
0 ν1

)−1
)

where  stands for convergence in distribution under (Pn
1 )n≥1 and where for j = 0, 1

νj =
m

2m+ δj

( ∞
∑

k=m

pk(δ0)

k + δj
− 1

2m+ δj

)

.

See Section S5.1 for the proof of Theorem S2.1. Remark that in Theorem S2.1 we do not
require that the MLE is restricted to a compact set as in [2]. This condition was imposed by [2]
to avoid issues in controlling the score function near the boundary −m. Here we circumvent this
issue by showing that the score cannot have a zero close to the boundary (and hence the likelihood
a maximum).

S2.2 Change-point detection when only τn is known

We now consider the situation where the change-point τn is known but the model parameters
δ0 and δ1 are unknown. Theorem 3.6 suggests that change-point detection is possible when ∆n

diverges to +∞ and that the likelihood ratio test guarantees that type I and type II error rates
decay to 0. However, it requires the knowledge of the parameters δ0 and δ1 and τn. If these two
parameters are unknown in advance, we can always try to estimate them and then consider the
likelihood-ratio test with plugin estimates of δ0 and δ1. One can use the Maximum Likelihood
Estimator (MLE) of (δ0, δ1) derived in the previous section.

In the next we let Qn
(τn,δ0,δ1)

be the distribution of the preferential attachment graph Gn when

δ(t) = δ01t≤τn + δ11t>τn . The following theorem shows that when the model parameters (δ0, δ1)
are unknown, the test

T ′
n = 1

(

dQn
(τn,δ̂0,n,δ̂1,n)

dQn
(τn,δ̂0,n,δ̂0,n)

(Gn) > 1

)

using the MLE (δ̂0,n, δ̂1,n) is ensured to have vanishing error rates. In other words plug-in estimates
of the parameters δ0 and δ1 allow to mimic the asymptotic behavior of the likelihood ratio test.

Theorem S2.2. For every increasing sequence τn such that τn → ∞ and n − τn = ∆n → ∞,
detection of the change is possible using the test T ′

n:

E
n
0 (Tn) + E

n
1 (1− Tn) → 0.

See Section S5.2 for the proof of Theorem S2.2.

S2.3 Localization of τn

Finally, we consider the situation where parameters δ0 and δ1 are known while τn is unknown.
The purpose is to localize the parameter τn. The following proposition shows that τn can be
localized with an error of order O

(

log(n)3
)

using the maximum likelihood estimator

τ̂n ∈ argmax
τ∈J0,nK

Q(τn,δ0,δ1)({Gn}).

Proposition S2.3. For C > 0a large enough constant,

P
n
1

(

|τ̂n − τn| ≤ C log(n)3
)

→ 1.
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See Section S5.3 for the proof of Proposition S2.3.
Finally, let us mention that when writing this paper, we were essentially interested in the

model where the unlabeled graph is observed. The case where the labeled graph is observed has
only been studied to justify the choice of the reduction of the original problem. We were not
interested in obtaining the sharper results in the labeled graph model. For example, we believe
that the result of Proposition S2.3 can be generalized to include the simultaneous localisation of
all model parameters δ0, δ1 and τn, and eventually reduced from log(n)3 to constant, but at the
cost of some tedious calculations that are outside the scope of this paper.

S3 Supplementary notations

We use the same conventions as in the main paper. We furthermore make use of the following
supplementary notations in the subsequent proofs. We write an . bn to denote an = O(bn). We
say that an ≍ bn if there exist constants c1, c2 > 0 such that c1an ≤ bn ≤ c2an. For sequence of
real-valued random variables (Xn)n≥1 with respective distributions (Pn)n≥1 and real numbers c

we write Xn
Pn−−→ c, j = 0, 1, to say that limn P

n
j (|Xn − c| > ε) = 0 for all ε > 0 and we abusively

say that (Xn)n≥1 converges in probability to c, even though the random variables Xn may not be

necessarily defined on the same probability space. The notation Xn
Pn
 X stands for convergence

in distribution of (Xn)n≥1 to a random variable X .

S4 Proof of Theorem 3.6

S4.1 Bounding the sum of the two errors of the likelihood-ratio test

Let Qn
0 (respectively Qn

1 ) denote the law of Gn under P
n
0 (resp. P

n
1 ). The limiting behaviour of

dQn
1

dQn
0
under Pn

0 is characterized below in Proposition S4.1, while Proposition S4.2 characterizes its

behaviour under Pn
1 . Using Proposition S4.1, it is found that

lim sup
n→∞

P
n
0

(

dQn
1

dQn
0

(Gn) > 1

)

= P
n
0

(

log

(

dQn
1

dQn
0

(Gn)

)

> 0

)

= lim sup
n→∞

P
n
0

(

1

∆n
log

(

dQn
1

dQn
0

(Gn)

)

+ ℓ0∞ > ℓ0∞

)

= 0.

Using Proposition S4.2, we prove similarly that for any K > 0

lim sup
n→∞

P
n
1

(

dQn
1

dQn
0

(Gn) ≤ 1

)

= 0.

S4.2 Regime of contiguity

Using the Lemma 5.4, it is clear that
(

dQn
1

dQn
0

)

n≥1
is uniformly bounded below and above when

lim supn ∆n < +∞, and thus (Qn
1 )n≥1 is contiguous to (Qn

0 )n≥1.

S4.3 Estimates on the behaviour of the likelihood-ratio under the null

and alternative hypothesis

The following propositions are used for the proof of Theorem 3.6. Recall that Qn
j denote the

law of Gn under P
n
j , for j = 0, 1. We recall that p(δ) is the limiting distribution of the degree

distribution of the affine preferential attachment graph with parameter δ (see also equation S2.1).

S3



Proposition S4.1. Let δ0, δ1 > −m with δ0 6= δ1. For every increasing sequence (τn)n≥1 of
integer numbers satisfying 0 ≤ τn < n and ∆n = n− τn → ∞, one has

1

∆n
log

(

dQn
1

dQn
0

(Gn)

)

P
n
0−→ −ℓ0∞

where [letting X ∼ p(δ0)]

ℓ0∞ =
m

2m+ δ0

(

(2m+ δ0) log

(

1 +
δ1 − δ0
2m+ δ0

)

− E

[

(X + δ0) log

(

1 +
δ1 − δ0
X + δ0

)])

> 0.

Proof. In what follows, we introduce the random variables Dt,i = dGt,i−1(Vt,i) and the filtrations
Ft = σ(G0, . . . , Gt) and Ft,i−1 = σ(Gt,0, . . . , Gt,i−1) as in [2] to simplify the notations. We recall
that the expression of the likelihood-ratio has been established in Lemma 5.4. Normalizing the
log-likelihood ratio by n− τn, one obtains:

log
(

dQn
1

dQn
0
(Gn)

)

n− τn
=

1

n− τn

n
∑

t=τn+1

m
∑

i=1

(

log

(

1 +
δ1 − δ0
Dt,i + δ0

)

− δ1 − δ0
Dt,i + δ0

)

(S4.2a)

+
(δ1 − δ0)

n− τn

n
∑

t=τn+1

m
∑

i=1

(

1

Dt,i + δ0
− t

St,i−1(δ0)

)

(S4.2b)

− 1

n− τn

n
∑

t=τn+1

m
∑

i=1

(

log

(

1 +
t(δ1 − δ0)

St,i−1(δ0)

)

− t(δ1 − δ0)

St,i−1(δ0)

)

. (S4.2c)

We will control each of the three terms involved in the previous display separately.
First term (S4.2a). This term can be written as:

∞
∑

k=m

∑

τn<t≤n
1≤i≤m

(

log

(

1 +
δ1 − δ0
k + δ0

)

− δ1 − δ0
k + δ0

)

1Dt,i=k

n− τn
=

∞
∑

k=m

(

log

(

k + δ1
k + δ0

)

− δ1 − δ0
k + δ0

)

∑

τn<t≤n
1≤i≤m

1Dt,i=k

n− τn

and

∑

τn<t≤n
1≤i≤m

1Dt,i=k

n− τn
=

∑

τn<t≤n
1≤i≤m

(

1Dt,i=k − E
n
0

[

1dVt,i
=k | Ft,i−1

])

n− τn
+

∑

τn<t≤n
1≤i≤m

P
n
0 (Dt,i = k | Ft,i−1)

n− τn

=

∑

τn<t≤n
1≤i≤m

(

1Dt,i=k − E
n
0

[

1Dt,i=k | Ft,i−1

])

n− τn
+

k + δ0
n− τn

∑

τn<t≤n
1≤i≤m

Nk(Gt,i−1)

St,i−1(δ0)
.

where Nk(Gt,i−1) is the number of vertices of degree k in the graph after attaching the (i− 1)-th
edge to the vertex t of the graph. On the one hand, by Hoeffding-Azuma inequality, the first term
of the equality above converges to 0 in probability. On the other hand, we have that for all (t, i):

|Nk(Gt,i)−Nk(Gn)| ≤ (n− τn)(m+ 1)

It follows that:

m
Nk(Gn)− (n− τn)(m+ 1)

Sn,m(δ0)
≤ 1

n− τn

∑

τn<t≤n
1≤i≤m

Nk(Gt,i−1)

St,i−1(δ0)
≤ m

Nk(Gn) + (n− τn)(m+ 1)

Sτn+1,0(δ0)
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where both sides converge in probability to m
2m+δ0

pk(δ0) = p>k(δ0)
k+δ0

. Thanks to the dominated
convergence theorem (Note that the dominated convergence theorem holds also when convergence
takes place only in probability):

(S4.2a)
P
n
0−→

∞
∑

k=m

(

log

(

1 +
δ1 − δ0
k + δ0

)

− δ1 − δ0
k + δ0

)

p>k(δ0).

Second term (S4.2b). First, note that:

E
n
0

[

1

Dt,i + δ0
| Ft,i−1

]

=
∞
∑

k=m

1

k + δ0

(k + δ0)Nk(Gt,i−1)

St,i−1(δ0)
=

t

St,i−1(δ0)
.

Given that 0 < 1
Dt,i+δ0

≤ 1
m+δ0

, one can apply the Hoeffding-Azuma inequality and obtain:

(S4.2b)
P
n
0−→ 0.

Third term (S4.2c). Assume δ1 > δ0. Since the function t 7→ log
(

1 + t(δ1−δ0)
St,i−1(δ0)

)

is non-

decreasing for every choice of t ∈ J1, nK and i ∈ J1,mK, one has:

log

(

1 +
(τn + 1)(δ1 − δ0)

Sτn+1,0(δ0)

)

≤ log

(

1 +
t(δ1 − δ0)

St,i−1(δ0)

)

≤ log

(

1 +
n(δ1 − δ0)

Sn,0(δ0)

)

.

It follows that:

1

n− τn

n
∑

t=τn+1

m
∑

i=1

log

(

1 +
t(δ1 − δ0)

St,i−1(δ0)

)

→ m log

(

1 +
δ1 − δ0
2m+ δ0

)

.

This convergence holds also when δ1 < δ0. A similar argument yields:

1

n− τn

n
∑

t=τn+1

m
∑

i=1

t(δ1 − δ0)

St,i−1(δ0)
→ m(δ1 − δ0)

2m+ δ0
.

To sum up, one has:

(S4.2c) → −m

(

log

(

1 +
δ1 − δ0
2m+ δ0

)

− δ1 − δ0
2m+ δ0

)

.

Gathering all of the above estimates, it follows that :

log
(

dQn
1

dQn
0
(Gn)

)

n− τn

P
n
0−→ −ℓ0∞

where

ℓ0∞ = m log

(

1 +
δ1 − δ0
2m+ δ0

)

−
∞
∑

k=m

p>k(δ0) log

(

1 +
δ1 − δ0
k + δ0

)

=
m

2m+ δ0

(

(2m+ δ0) log

(

1 +
δ1 − δ0
2m+ δ0

)

−
∞
∑

k=m

(k + δ0)pk(δ0) log

(

1 +
δ1 − δ0
k + δ0

)

)

=
m

2m+ δ0

(

(2m+ δ0) log

(

1 +
δ1 − δ0
2m+ δ0

)

− E

[

(X + δ0) log

(

1 +
δ1 − δ0
X + δ0

)])

where X ∼ p(δ0) = (pk(δ0))k. Since E(X) = 2m (see for instance [3, Exercise 8.16]) and when
δ0 6= δ1 the map x 7→ x log

(

1 + δ1−δ0
x

)

is concave and non-affine on R
+ and p(δ0) is not a Dirac

distribution, it follows that ℓ0∞ > 0.
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Proposition S4.2. Let δ0, δ1 > −m with δ0 6= δ1. For every increasing sequence (τn)n≥1 of
integer numbers satisfying 0 ≤ τn < n and ∆n = n− τn → ∞, one has

1

n− τn
log

(

dQn
1

dQn
0

(Gn)

)

P
n
1−→ ℓ1∞

where [letting X ∼ p(δ0)]

ℓ1∞ = − m

2m+ δ1

(

E

[

(X + δ1) log

(

1 +
δ0 − δ1
X + δ1

)]

− (2m+ δ1) log

(

1 +
δ0 − δ1
2m+ δ1

))

< 0.

Proof. In what follows, we introduce the random variables Dt,i = dGt,i−1(Vt,i) and the filtrations
Ft = σ(G0, . . . , Gt) and Ft,i−1 = σ(Gt,0, . . . , Gt,i−1) as in [2] to simplify the notations. Recall
the expression of the likelihood-ratio has been established in Lemma 5.4. Normalizing the log-
likelihood ratio by n− τn, one obtains:

1

n− τn
log

(

dQn
1

dQn
0

(Gn)

)

=
1

n− τn

n
∑

t=τn+1

m
∑

i=1

(

log

(

1 +
δ1 − δ0
Dt,i + δ0

)

− δ1 − δ0
Dt,i + δ0

)

(S4.3a)

+
(δ1 − δ0)

n− τn

n
∑

t=τn+1

m
∑

i=1

(

1

Dt,i + δ0
− t

St,i−1(δ0)

)

(S4.3b)

− 1

n− τn

n
∑

t=τn+1

m
∑

i=1

(

log

(

1 +
t(δ1 − δ0)

St,i−1(δ0)

)

− t(δ1 − δ0)

St,i−1(δ0)

)

. (S4.3c)

We will control each of the three terms involved in the previous display separately.
First term (S4.3a).

1

n− τn

∑

τn<t≤n
1≤i≤m

(

log

(

1 +
δ1 − δ0
Dt,i + δ0

)

− δ1 − δ0
Dt,i + δ0

)

=

+∞
∑

k=m

(

log

(

k + δ1
k + δ0

)

− δ1 − δ0
k + δ0

)

∑

τn<t≤n
1≤i≤m

1Dt,i=k

n− τn
.

On the one hand with Ft,i−1 = σ(Gt,0, . . . , Gt,i−1)

∑

τn<t≤n
1≤i≤m

1Dt,i=k

n− τn
=

∑

τn<t≤n
1≤i≤m

(

1Dt,i=k − E
n
1

[

1Dt,i=k | Ft,i−1

])

n− τn
+

1

n− τn

∑

τn<t≤n
1≤i≤m

(k + δ1)Nk(Gt,i−1)

St,i−1(δ1)
.

The first term converges to 0 in probability P
n
1 using Hoeffding-Azuma inequality. On the other

hand, we have that for all (t, i):

|Nk(Gt,i)−Nk(Gn)| ≤ (n− τn)(m+ 1).

It follows that:

m
Nk(Gn)− (n− τn)(m+ 1)

Sn,m(δ0)
≤ 1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ0)
≤ m

Nk(Gn) + (n− τn)(m+ 1)

Sτn+1,0(δ0)
.

Thus:
∑n

t=τn+1

∑m
i=1 1Dt,i=k

n− τn

P
n
1−→ (k + δ1)m

2m+ δ1
pk(δ0).

Using dominated convergence theorem, one has:

(S4.3a)
P
n
1−→ m

2m+ δ1

∞
∑

k=m

(k + δ1)pk(δ0)

(

log

(

1 +
δ1 − δ0
k + δ0

)

− δ1 − δ0
k + δ0

)

.
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Second term (S4.3b). The term

1

n− τn

n
∑

t=τn+1

m
∑

i=1

t(δ1 − δ0)

St,i−1(δ0)

converges clearly to m(δ1−δ0)
2m+δ0

. On the other hand:

1

n− τn

n
∑

t=τn+1

m
∑

i=1

1

Dt,i + δ0
=

1

n− τn

n
∑

t=τn+1

m
∑

i=1

(

1

Dt,i + δ0
− E

n
1

[

1

Dt,i + δ0
| Ft,i−1

])

+
1

n− τn

n
∑

t=τn+1

m
∑

i=1

E
n
1

[

1

Dt,i + δ0
| Ft,i−1

]

=
1

n− τn

n
∑

t=τn+1

m
∑

i=1

(

1

Dt,i + δ0
− E

n
1

[

1

Dt,i + δ0
| Ft,i−1

])

+

nm
∑

k=m

k + δ1
k + δ0

1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ1)
.

The first term converges in probability to 0. We will show that:

nm
∑

k=m

k + δ1
k + δ0

1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ1)

P
n
1−→ m

2m+ δ1

+∞
∑

k=m

k + δ1
k + δ0

pk(δ0).

For positive K, we have:

∣

∣

∣

∣

∣

nm
∑

k=m

k + δ1
k + δ0

1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ1)
− m

2m+ δ1

+∞
∑

k=m

k + δ1
k + δ0

pk(δ0)

∣

∣

∣

∣

∣

≤
K
∑

k=m

k + δ1
k + δ0

∣

∣

∣

∣

∣

1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ1)
− m

2m+ δ1
pk(δ0)

∣

∣

∣

∣

∣

+
m

2m+ δ1

∞
∑

k=K+1

k + δ1
k + δ0

pk(δ0) +
C(δ0, δ1)

n− τn

n
∑

t=τn+1

m
∑

i=1

∑nm
k=K+1 Nk(Gt,i−1)

St,i−1(δ1)

≤
K
∑

k=m

k + δ1
k + δ0

∣

∣

∣

∣

∣

1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ1)
− m

2m+ δ1
pk(δ0)

∣

∣

∣

∣

∣

+
m

2m+ δ1

∞
∑

k=K+1

k + δ1
k + δ0

pk(δ0) +
C(δ0, δ1)

n− τn

n
∑

t=τn+1

m
∑

i=1

N>K(Gt,i−1)

St,i−1(δ1)

≤
K
∑

k=m

k + δ1
k + δ0

∣

∣

∣

∣

∣

1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ1)
− m

2m+ δ1
pk(δ0)

∣

∣

∣

∣

∣

+
m

2m+ δ1

∞
∑

k=K+1

k + δ1
k + δ0

pk(δ0) +mC(δ0, δ1)
N>K(Gn) + (n− τn)(m+ 1)

Sτn+1,0(δ1)

≤
K
∑

k=m

k + δ1
k + δ0

∣

∣

∣

∣

∣

1

n− τn

n
∑

t=τn+1

m
∑

i=1

Nk(Gt,i−1)

St,i−1(δ1)
− m

2m+ δ1
pk(δ0)

∣

∣

∣

∣

∣

+
m

2m+ δ1

∞
∑

k=K+1

k + δ1
k + δ0

pk(δ0) +mC(δ0, δ1)
2mn
K + (n− τn)(m+ 1)

Sτn+1,0(δ1)
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where C(δ0, δ1) is a constant depending solely on δ0 and δ1. The upper-bound converges in
probability to:

m

2m+ δ1

∞
∑

k=K+1

k + δ1
k + δ0

pk(δ0) +
2m2C(δ0, δ1)

K(2m+ δ1)

which can be made arbitrarily small for large values of K. We deduce that:

(S4.3b)
P
n
1−→ m(δ1 − δ0)

2m+ δ1

∞
∑

k=m

k + δ1
k + δ0

pk(δ0)−
m(δ1 − δ0)

2m+ δ0
.

Third term (S4.3a). Finally, the last term is shown to converge to:

(S4.3c) → m

(

δ1 − δ0
2m+ δ0

− log

(

1 +
δ1 − δ0
2m+ δ0

))

.

It follows that:
1

n− τn
log

(

dQn
1n

dQn
0

(Gn)

)

P
n
1−→ ℓ1∞

where

ℓ1∞ = − m

2m+ δ1

( ∞
∑

k=m

(k + δ1)pk(δ0) log

(

1 +
δ0 − δ1
k + δ1

)

− (2m+ δ1) log

(

1 +
δ0 − δ1
2m+ δ1

)

)

= − m

2m+ δ1

(

E

[

(X + δ1) log

(

1 +
δ0 − δ1
X + δ1

)]

− (2m+ δ1) log

(

1 +
δ0 − δ1
2m+ δ1

))

which can be shown to be positive by a similar argument to that used in Proposition S4.1.

S5 Remaining proofs

S5.1 Proof of Theorem S2.1

We first remark that the fact that δ̂0,n and δ̂1,n are asymptotically independent is an immediate
consequence of the fact that the likelihood factorizes as the product of a function depending solely
on δ0 and another function depending solely on δ1. Hence, it is enough to consider separately ℓ1:τn
and ℓτn+1:n. But remark that ℓ1:τn is the log-likelihood of the model without change-point at size

τn. Hence, the existence, uniqueness, and asymptotic normality of (δ̂0,n)n≥1 follows immediately
from the results in [2]1.

Thus in the next we focus on the analysis of the sequence of maximizers of ℓτn+1,n. The proof
is standard and mimicks the steps in [2]. First define the score as

ℓ̇τn+1:n(δ
′) =

nm
∑

k=m

N>k(Gn)−N>k(Gτn)

k + δ′
−

n
∑

t=τn+1

m
∑

i=1

t

(2m+ δ′)t− 2m+ i− 1
.

The Proposition S5.1 below establishes that ℓ̇τn+1:n(·) converges uniformly over (−m + ε,+∞)
in probability to a function ι′1 (whose expression is given in said proposition) that is monotone
decreasing with a unique zero. The Proposition S5.2 shows that with high probability ℓ̇τn+1:n

has no zero in (−m, ε). These facts are exploited hereafter in Proposition S5.3 to establish the
existence and uniqueness (with high probability) and the consistency of (δ1,n)n≥1. Finally, given
the consistency of (δ1,n)n≥1, we deduce in Section the asymptotic normality using the standard
machinery.

1We note however that for practical reasons [2] restricts the MLE to some compact set [−a, b] but this is in fact
not required, by the argument we develop in Proposition S5.2.
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Proposition S5.1. For every ε > 0

sup
δ≥−m+ε

∣

∣

∣

∣

∣

ℓ̇τn+1:n(δ)

n− τn
− ι′1(δ)

∣

∣

∣

∣

∣

P
n
1−→ 0

where [with X ∼ p(δ0)]

ι′1(δ) =
2m+ δ0
2m+ δ1

∞
∑

k=m

k + δ1
k + δ0

p>k(δ0)

k + δ
− m

2m+ δ
=

m

2m+ δ1

(

E

[

X + δ1
X + δ

]

− E [X ] + δ1
E [X ] + δ

)

.

The proof of Proposition S5.1 is delayed to Section S5.1.2.

Proposition S5.2. There exists ε0 > 0 such that for all 0 < ε ≤ ε0 it holds

P
n
1

(

inf
δ′∈(−m,ε)

ℓ̇τn+1:n(δ
′) ≥ ∆n

)

→ 1.

The proof or Proposition S5.2 is delayed to Section S5.1.3

Proposition S5.3. For every (δ0, δ1) ∈ (−m,+∞), if ∆n → ∞:

δ̂1,n
P
n
1−→ δ1.

The proof of Proposition S5.1 is delayed to Section S5.1.4.

S5.1.1 Asmptotic normality of (δ̂1,n)n≥1

In what follows, we introduce the random variables Dt,i = dGt,i−1(Vt,i) and the filtrations Ft =
σ(G0, . . . , Gt) and Ft,i−1 = σ(Gt,0, . . . , Gt,i−1) as in [2] to simplify the notations. By definition

of δ̂1,n, one has:

nm
∑

k=m

N>k(Gn)−N>k(Gτn)

k + δ̂1,n
=

n
∑

t=τn+1

m
∑

i=1

t

(2m+ δ̂1,n)t− 2m+ i− 1
.

It follows that:

nm
∑

k=m

∑n
t=τn+1

∑m
i=1

(

1Dt,i=k − E
n
1

[

1Dt,i=k | Ft,i−1

])

k + δ̂1,n

=

n
∑

t=τn+1

m
∑

i=1

(

t

St,i−1(δ̂1,n)
−

nm
∑

k=m

k + δ1

k + δ̂1,n

Nk(Gt,i−1)

St,i−1(δ1)

)

=

n
∑

t=τn+1

m
∑

i=1

(

t

St,i−1(δ̂1,n)
− t

St,i−1(δ1)

)

+

n
∑

t=τn+1

m
∑

i=1

(

t

St,i−1(δ1)
−

nm
∑

k=m

k + δ1

k + δ̂1,n

Nk(Gt,i−1)

St,i−1(δ1)

)

= (δ1 − δ̂1,n)

n
∑

t=τn+1

m
∑

i=1

t2

St,i−1(δ1)St,i−1(δ̂1,n)
+

n
∑

t=τn+1

m
∑

i=1

1

St,i−1(δ1)

nm
∑

k=m

Nk(Gt,i−1)

(

1− k + δ1

k + δ̂1,n

)

= (δ1 − δ̂1,n)

n
∑

t=τn+1

m
∑

i=1

[

t2

St,i−1(δ1)St,i−1(δ̂1,n)
− 1

St,i−1(δ1)

nm
∑

k=m

Nk(Gt,i−1)

k + δ̂1,n

]

= (δ1 − δ̂1,n)

n
∑

t=τn+1

m
∑

i=1

t

St,i−1(δ1)

[

t

St,i−1(δ̂1,n)
−

nm
∑

k=m

Nk(Gt,i−1)

t(k + δ̂1,n)

]

.
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Thus:

√
n− τn(δ1 − δ̂1,n) =

1√
n−τn

∑nm
k=m

∑n
t=τn+1

∑m
i=1(1Dt,i=k−E

n
1 [1Dt,i=k|Ft,i−1])

k+δ̂1,n

1
n−τn

∑n
t=τn+1

∑m
i=1

t
St,i−1(δ1)

[

t

St,i−1(δ̂1,n)
−∑∞

k=m
Nk(Gt,i−1)

t(k+δ̂1,n)

] .

We will show that the numerator of the previous display is asymptotically normal and the de-
nominator converges to a positive constant. Asymptotic normality of the estimator follows. Let

A(Gn) =
1

n− τn

n
∑

t=τn+1

m
∑

i=1

t

St,i−1(δ1)

[

t

St,i−1(δ̂1,n)
−

∞
∑

k=m

Nk(Gt,i−1)

t(k + δ̂1,n)

]

,

B(Gn) =
1√

n− τn

nm
∑

k=m

∑n
t=τn+1

∑m
i=1

(

1Dt,i=k − E
n
1

[

1Dt,i=k | Ft,i−1

])

k + δ̂1,n
,

B̃(Gn) =
1√

n− τn

nm
∑

k=m

∑n
t=τn+1

∑m
i=1

(

1Dt,i=k − E
n
1

[

1Dt,i=k | Ft,i−1

])

k + δ1
.

Convergence of A(Gn). First, note that

t

(2m+ δ̂1,n)t− 2m+ i− 1
−

∞
∑

k=m

Nk(Gt,i−1)

t(k + δ̂1,n)
=

(

t

(2m+ δ̂1,n)t− 2m+ i− 1
− 1

2m+ δ̂1,n

)

+

(

1

2m+ δ̂1,n
− 1

2m+ δ1

)

−
∞
∑

k=m

(

Nk(Gt,i−1)

t(k + δ̂1,n)
− Nk(Gt,i−1)

t(k + δ1)

)

−
nm
∑

k=m

(

Nk(Gt,i−1)

t(k + δ1)
− pk(δ0)

k + δ1

)

1

2m+ δ1
−

nm
∑

k=m

pk(δ0)

k + δ1
.

We have :

τn + 1

(2m+ δ̂1,n)n−m− 1
≤ t

(2m+ δ̂1,n)t− 2m+ i− 1
≤ n

(2m+ δ̂1,n)(τn + 1)− 2m
.

It follows that:

1

n− τn

n
∑

t=τn+1

m
∑

i=1

t

St,i−1(δ1)

[

t

(2m+ δ̂1,n)t− 2m+ i− 1
− 1

2m+ δ̂1,n

]

P
n
1−→ 0.

Similarly:

1

n− τn

n
∑

t=τn+1

m
∑

i=1

t

St,i−1(δ1)

[

1

2m+ δ̂1,n
− 1

2m+ δ1

]

P
n
1−→ 0.

On the other hand:

∞
∑

k=m

(

Nk(Gt,i−1)

t(k + δ̂1,n)
− Nk(Gt,i−1)

t(k + δ1)

)

= (δ1 − δ̂1,n)

∞
∑

k=m

Nk(Gt,i−1)

t(k + δ1)(k + δ̂1,n)

≤ δ1 − δ̂1,n

(m+ δ1)(m+ δ̂1,n)
.
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It follows that:

1

n− τn

n
∑

t=τn+1

m
∑

i=1

t

St,i−1(δ1)

(

Nk(Gt,i−1)

t(k + δ̂1,n)
− Nk(Gt,i−1)

t(k + δ1)

)

P
n
1−→ 0.

The fourth term is smaller than:

1

n− τn

n
∑

t=τn+1

m
∑

i=1

t

St,i−1(δ1)

nm
∑

k=m

1

k + δ

∣

∣

∣

∣

Nk(Gt,i−1)

t
− pk(δ0)

∣

∣

∣

∣

≤ log(nm+ δ)

n− τn

n
∑

t=τn+1

m
∑

i=1

t

St,i−1(δ1)
max

m≤k≤nm

∣

∣

∣

∣

Nk(Gt,i−1)

t
− pk(δ0)

∣

∣

∣

∣

which converges to 0 in probability by Theorem 1.3 in [1]. One can then deduce that:

A(Gn)
P
n
1−→ m

2m+ δ1

[

1

2m+ δ1
−

∞
∑

k=m

pk(δ0)

k + δ1

]

Asymptotic normality of B̃(Gn). Now we turn our attention to B̃. One has

B̃(Gn) =

n−τn
∑

t=1

m
∑

i=1

∑nm
k=m

(

1dVt+τn,i
=k − E

n
1

[

1dVt+τn,i
=k | Ft,i−1

])

√
n− τn(k + δ1)

.

Let Y
(n)
t,i =

∑nm
k=m

(

1dVt+τn,i
=k−E

n
1

[

1dVt+τn,i
=k|Ft,i−1

])

√
n−τn(k+δ1)

. We now need to show that B̃(Gn) is

asymptotically normal. We will apply proposition 3 of [2]. To do this it is enough to prove that

n−τn
∑

t=1

m
∑

i=1

E
n
1











nm
∑

k=m

(

1dVt+τn,i
=k − E

n
1

[

1dVt+τn,i
=k | Ft,i−1

])

√
n− τn(k + δ1)





2

1|Y (n)
t,i |>ε

| Ft,i−1







P
n
1−→ 0,

n−τn
∑

t=1

m
∑

i=1

E
n
1











nm
∑

k=m

(

1dVt+τn,i
=k − E

n
1

[

1dVt+τn,i
=k | Ft,i−1

])

√
n− τn(k + δ1)





2

| Ft,i−1







P
n
1−→ ν1.

The first convergence result is straightforward since for all t ∈ J1, n − τnK and i ∈ J1,mK, the

random variables Y
(n)
t,i are uniformly bounded by 2√

n−τn(m+δ1)
. For the second one, we start by

S11



computing the expectations:

E
n
1











nm
∑

k=m

(

1dVt+τn,i
=k − E

n
1

[

1dVt+τn,i
=k | Ft,i−1

])

√
n− τn(k + δ1)





2

| Ft,i−1







=

nm
∑

k=m

E
n
1

[

(

1dVt+τn,i
=k − E

n
1

[

1dVt+τn,i
=k | Ft,i−1

])2

| Ft,i−1

]

(k + δ1)2(n− τn)

− 1

n− τn

∑

k 6=k′

E
n
1

[

1Dt,i=k | Ft,i−1

]

E
n
1

[

1Dt,i=k′ | Ft,i−1

]

(k′ + δ1)(k + δ1)

=
nm
∑

k=m

E
n
1

[

1Dt,i=k | Ft,i−1

]

(k + δ1)2(n− τn)
− 1

n− τn

(

nm
∑

k=m

E
n
1

[

1Dt,i=k | Ft,i−1

]

k + δ1

)2

=

nm
∑

k=m

Nk(Gt,i−1)

(n− τn)(k + δ1)[St,i−1(δ1)]
− 1

n− τn

(

nm
∑

k=m

Nk(Gt,i−1)

St,i−1(δ1)

)2

=

nm
∑

k=m

Nk(Gt,i−1)

(n− τn)(k + δ1)[St,i−1(δ1)]
− 1

n− τn

(

t

St,i−1(δ1)

)2

.

Using arguments exactly similar to those of the previous paragraphs, we have that the second
sum converges under Pn

1 to:

ν1 =
∞
∑

k=m

mpk(δ0)

(k + δ1)(2m+ δ1)
− m

(2m+ δ1)2
=

m

2m+ δ1

( ∞
∑

k=m

pk(δ0)

k + δ1
− 1

2m+ δ1

)

.

By application of Proposition 3 of [2], one has:

B̃(Gn)
P
n
1
 N (0, ν1).

Asymptotic normality of B(Gn). We start by showing that B̃(Gn)−B(Gn) converges to 0 in
probability.

B̃(Gn)−B(Gn) =

nm
∑

k=m

1

(k + δ1)(k + δ̂1,n)

(

(δ̂1,n − δ1)√
n− τn

n
∑

t=τn+1

m
∑

i=1

(

1Dt,i=k − E1

[

1Dt,i=k | Ft,i−1

])

)

.

First we show that for all k ≥ m:

(δ̂1,n − δ1)√
n− τn

n
∑

t=τn+1

m
∑

i=1

(

1Dt,i=k − E
n
1

[

1Dt,i=k | Ft,i−1

]) P
n
1−→ 0.

Let ǫ > 0. One has:

P
n
1

(∣

∣

∣

∣

∣

(δ̂1,n − δ1)√
n− τn

n
∑

t=τn+1

m
∑

i=1

(

1Dt,i=k − E
n
1

[

1Dt,i=k | Ft,i−1

])

∣

∣

∣

∣

∣

≥ ǫ2

)

≤ P
n
1

(∣

∣

∣δ̂1,n − δ1

∣

∣

∣ ≥ ǫ

a

)

+ P
n
1

(∣

∣

∣

∣

∣

∑n
t=τn+1

∑m
i=1 1Dt,i=k − E

n
1

[

1Dt,i=k | Ft,i−1

]

√
n− τn

∣

∣

∣

∣

∣

≥ aǫ

)

≤ P
n
1

(∣

∣

∣δ̂1,n − δ1

∣

∣

∣ ≥ ǫ

a

)

+ 2e−
2a2ǫ2

m .
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Taking the limit of n to +∞ and then the same for a, one obtains the desired convergence.
Given that δ̂1,n is far from −m- with probability tending to 1, one obtains by application of the
dominated convergence theorem that:

B̃(Gn)−B(Gn)
P
n
1−→ 0.

Finally, we apply Slutsky lemma to obtain:

√
n− τn(δ1 − δ̂1,n)

P
n
1−→ N (0, ν−1

1 )

where

ν1 =

∞
∑

k=m

mpk(δ0)

(k + δ1)(2m+ δ1)
− m

(2m+ δ1)2
.

S5.1.2 Proof of Proposition S5.1

First, one can easily show that:

sup
δ≥−m+ǫ

∣

∣

∣

∣

∣

1

n− τn

n
∑

t=τn+1

m
∑

i=1

t

(2m+ δ)t− 2m+ i− 1
− m

2m+ δ

∣

∣

∣

∣

∣

→ 0.

For the other sum, we write:
∣

∣

∣

∣

∣

1

n− τn

+∞
∑

k=m

N>k(Gn)−N>k(Gτn)

k + δ
− m

2m+ δ1

+∞
∑

k=m

k + δ1
k + δ

pk(δ0)

∣

∣

∣

∣

∣

≤
K
∑

k=m

1

k + δ

∣

∣

∣

∣

N>k(Gn)−N>k(Gτn)

n− τn
− m

2m+ δ1
(k + δ1)pk(δ0)

∣

∣

∣

∣

+

+∞
∑

k=K+1

1

k + δ

N>k(Gn)−N>k(Gτn)

n− τn
+

m

2m+ δ1

+∞
∑

k=K+1

k + δ1
k + δ

pk(δ0)

Taking the supremum over δ on both sides, one obtains for K > 0:

sup
δ≥−m+ǫ

∣

∣

∣

∣

∣

1

n− τn

+∞
∑

k=m

N>k(Gn)−N>k(Gτn)

k + δ
− m

2m+ δ1

+∞
∑

k=m

k + δ1
k + δ

pk(δ0)

∣

∣

∣

∣

∣

≤
K
∑

k=m

1

k −m+ ǫ

∣

∣

∣

∣

N>k(Gn)−N>k(Gτn)

n− τn
− m

2m+ δ1
(k + δ1)pk(δ0)

∣

∣

∣

∣

+
1

n− τn

n
∑

t=τn+1

m
∑

i=1

+∞
∑

k=K+1

1

k −m+ ǫ
1Dt,i=k +

m

2m+ δ1

+∞
∑

k=K+1

k + δ1
k −m+ ǫ

pk(δ0)

≤
K
∑

k=m

1

k −m+ ǫ

∣

∣

∣

∣

N>k(Gn)−N>k(Gτn)

n− τn
− m

2m+ δ1
(k + δ1)pk(δ0)

∣

∣

∣

∣

+
m

K + 1+ ǫ−m
+

m

2m+ δ1

+∞
∑

k=K+1

k + δ1
k −m+ ǫ

pk(δ0)

The first term in the upper-bound converges in probability to 0 and the remaining terms can be
made arbitrarily small by choosing a large value for K. The convergence in probability result
follows:

sup
δ≥−m+ǫ

∣

∣

∣

∣

∣

ℓ̇τn+1:n(δ)

n− τn
− ι′1(δ)

∣

∣

∣

∣

∣

P
n
1−→ 0
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S5.1.3 Proof of Proposition S5.2

Based on the expression of the score, we remark that

ℓ̇τn+1:n(δ
′) =

nm
∑

k=m

N>k(Gn)−N>k(Gτn)

k + δ′
−

n
∑

t=τn+1

m
∑

i=1

t

(2m+ δ′)t− 2m+ i− 1

≥ N>m(Gn)−N>m(Gτn)

m+ δ′
−

n
∑

t=τn+1

m
∑

i=1

t

mt

=
N>m(Gn)−N>m(Gτn)

m+ δ′
−∆n.

Further notice that almost-surely letting Dt,i = dGt,i−1(Vt,i)

N>m(Gn)−N>m(Gτn) =

n
∑

t=τn+1

m
∑

i=1

1(Dt,i = m).

Hence with Ft,i−1 = σ(Gt,i−1)

E
n
1

(

N>m(Gn)−N>m(Gτn)
)

=

n
∑

t=τn+1

n
∑

i=1

E
n
1

(

P
n
1 (Dt,i = m | Ft,i−1)

)

=

n
∑

t=τn+1

m
∑

i=1

E
n
1

(

Nm(Gt,i−1)
m+ δ1

St,i−1(δ1)

)

= (m+ δ1)
n
∑

t=τn+1

m
∑

i=1

E
n
1 (Nm(Gt,i−1))

St,i−1(δ1)

Since only m edges are added at each instant t, we deduce that Nm(Gt,i−1) ≥ Nm(Gt) −m for
all t ∈ Jτn + 1, nK and all i = 1, . . . ,m. Furthermore E(Nm(Gt)) ≍ tpm(δ0) (see for instance the
computations in [5]). Hence we deduce that En

1

(

N>m(Gn)−N>m(Gτn)
)

≥ C∆n for a constant C

depending only on (δ0, δ1) and m. A standard concentration argument shows that ℓ̇τn+1:n(δ′) ≥
∆n with probability going to one provided ε > 0 is taken small enough.

S5.1.4 Proof of Proposition S5.3

We first show that:
P
n
1 (N>m(Gn)−N>m(Gτn) = 0) → 0.

The starting point is

P
n
1 (N>m(Gn)−N>m(Gτn) = 0 | Fτn) = P

n
1

(

∩n
t=τn+1 ∩m

i=1

{

dGt,i−1(Vt,i) 6= m
}

| Fτn

)

= E
n
1

[

n
∏

t=τn+1

m
∏

i=1

(

1− (m+ δ1)Nm(Gt,i−1)

St,i−1(δ1)

)

| Fτn

]

= E
n
1

[

exp

(

n
∑

t=τn+1

m
∑

i=1

log

(

1− (m+ δ1)Nm(Gt,i−1)

St,i−1(δ1)

)

)

| Fτn

]

≤ E
n
1

[

exp

(

−
n
∑

t=τn+1

m
∑

i=1

(m+ δ1)Nm(Gt,i−1)

St,i−1(δ1)

)

| Fτn

]

.

It follows that:

P
n
1 (N>m(Gn)−N>m(Gτn) = 0) ≤ E

n
1

[

exp

(

−
n
∑

t=τn+1

m
∑

i=1

(m+ δ1)Nm(Gt,i−1)

St,i−1(δ1)

)]

→ 0.
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Note that when N>m(Gn)−N>m(Gτn) ≥ 1, there exists a deterministic η0 > 0 such that δ̂1,n >
−m+ η0. Finally,

P
n
1

(∣

∣

∣ι′1(δ̂1,n)
∣

∣

∣ ≥ ǫ
)

≤ P
n
1

(∣

∣

∣ι′1(δ̂1,n)
∣

∣

∣ ≥ ǫ,N>m(Gn)−N>m(Gτn) ≥ 1
)

+ P
n
1 (N>m(Gn)−N>m(Gτn) = 0)

≤ P
n
1

(

sup
δ≥−m+η0

∣

∣

∣

∣

∣

ι′1(δ)−
ℓ̇τn+1→n(δ)

n− τn

∣

∣

∣

∣

∣

≥ ǫ

)

+ P
n
1 (N>m(Gn)−N>m(Gτn) = 0) .

It follows by Proposition S5.1 that ι′1(δ̂1,n)
P
n
1−→ 0.

S5.2 Proof of Theorem S2.2

Theorem S2.2 is a direct consequence of the following proposition.

Proposition S5.4. Let δ0 6= δ1. For every increasing sequence τn < n such that ∆n → ∞, one
has:

1

n− τn
log

(

dQn
(τn,δ̂0,δ̂1,n)

dQn
(τn,δ̂0,δ̂0)

)

P
n
0−−−−−→

n→+∞
−ℓ0∞ < 0

1

n− τn
log

(

dQn
(τn,δ̂0,δ̂1,n)

dQn
(τn,δ̂0,δ̂0)

)

P
n
1−−−−−→

n→+∞
ℓ1∞ > 0

where ℓ0∞ and ℓ1∞ are defined in Propositions S4.1 and S4.2.

Proof. Thanks to Proposition S4.1 and Proposition S4.2, one only needs to show that:

1

n− τn
log

(

dQn
(τn,δ̂0,δ̂1,n)

dQn
(τn,δ̂0,δ̂0)

(Gn)

)

− 1

n− τn
log

(

dQn
(τn,δ0,δ1)

dQn
(τn,δ0,δ0)

(Gn)

)

P
n
ℓ−→ 0

for ℓ ∈ {0, 1}. Using the expression of the likelihood ratio in Lemma 5.4, one has:

1

n− τn
log

(

dQn
(τn,δ̂0,δ̂1,n)

dQn
(τn,δ̂0,δ̂0)

(Gn)

)

− 1

n− τn
log

(

dQn
(τn,δ0,δ1)

dQn
(τn,δ0,δ0)

(Gn)

)

∼ m log

(

2m+ δ̂0
2m+ δ0

2m+ δ1

2m+ δ̂1,n

)

+

nm
∑

k=m

N>k(Gn)−N>k(Gτn)

n− τn
log

(

k + δ̂1,n
k + δ1

k + δ0

k + δ̂0

)

.

Using Proposition S5.3 and the arguments used in the proof of Proposition S4.1 and Proposition
S4.2, one can easily deduce that:

1

n− τn
log

(

dQn
(τn,δ̂0,δ̂1,n)

dQn
(τn,δ̂0,δ̂0)

(Gn)

)

− 1

n− τn
log

(

dQn
(τn,δ0,δ1)

dQn
(τn,δ0,δ0)

(Gn)

)

P
n
ℓ−→ 0

for ℓ ∈ {0, 1}.

S5.3 Proof of Proposition S2.3

In what follows, we introduce the random variables Dt,i = dGt,i−1(Vt,i) and the filtrations Ft =
σ(G0, . . . , Gt) and Ft,i−1 = σ(Gt,0, . . . , Gt,i−1) as in [2] to simplify the notations. Let τ̄n > τn,
then

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

=

τ̄n
∏

t=τn+1

m
∏

l=1

(

(2m+ δ1)t− 2m+ l − 1

(2m+ δ0)t− 2m+ l − 1

) nm
∏

k=m

(

k + δ0
k + δ1

)N>k(Gτ̄n )−N>k(Gτn )

1

τ̄n − τn
log

(

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

)

= m log

(

2m+ δ1
2m+ δ0

)

+
nm
∑

k=m

log

(

k + δ0
k + δ1

)

N>k(Gτ̄n)−N>k(Gτn)

τ̄n − τn
+O

(

1

n

)

.
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On the other hand,

nm
∑

k=m

log

(

k + δ0
k + δ1

)

(N>k(Gτ̄n)−N>k(Gτn)) =
nm
∑

k=m

log

(

k + δ0
k + δ1

) τ̄n
∑

t=τn+1

m
∑

l=1

(

1Dt,l=k − E
n
1

[

1Dt,l=k | Ft,l−1

])

+
nm
∑

k=m

(

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

) τ̄n
∑

t=τn+1

m
∑

l=1

(

(k + δ1)Nk(t, l − 1)

(2m+ δ1)t
− (k + δ1)pk

2m+ δ1

)

+

nm
∑

k=m

(

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

) τ̄n
∑

t=τn+1

m
∑

l=1

(

(k + δ1)Nk(t, l − 1)

(2m+ δ1)t− 2m+ l − 1
− (k + δ1)Nk(t, l − 1)

(2m+ δ1)t

)

+ (δ0 − δ1)

nm
∑

k=m

τ̄n
∑

t=τn+1

m
∑

l=1

(

Nk(t, l − 1)

(2m+ δ1)t− 2m+ l − 1
− pk

2m+ δ1

)

+m(τ̄n − τn)

nm
∑

k=m

log

(

k + δ0
k + δ1

)

(k + δ1)pk
2m+ δ1

.

Since
∣

∣

∣

∣

∣

nm
∑

k=m

(

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

) τ̄n
∑

t=τn+1

m
∑

l=1

(

(k + δ1)Nk(t, l − 1)

(2m+ δ1)t− 2m+ l − 1
− (k + δ1)Nk(t, l − 1)

(2m+ δ1)t

)

∣

∣

∣

∣

∣

≤
nm
∑

k=m

∣

∣

∣

∣

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

∣

∣

∣

∣

(k + δ1)Nk(t, l − 1)

τ̄n
∑

t=τn+1

m
∑

l=1

2m− l + 1

(2m+ δ1)t ((2m+ δ1)t− 2m+ l − 1)

.

nm
∑

k=m

∣

∣

∣

∣

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

∣

∣

∣

∣

n(τ̄n − τn)

τ2n

= O

(

τ̄n − τn
n

)

and

nm
∑

k=m

τ̄n
∑

t=τn+1

m
∑

l=1

(

Nk(t, l − 1)

(2m+ δ1)t− 2m+ l − 1
− pk

2m+ δ1

)

=

τ̄n
∑

t=τn+1

m
∑

l=1

(

t

(2m+ δ1)t− 2m+ l − 1
− 1

2m+ δ1

)

= O

(

τ̄n − τn
n

)

and

m(τ̄n−τn)

nm
∑

k=m

log

(

k + δ0
k + δ1

)

(k + δ1)pk
2m+ δ1

= m(τ̄n−τn)

+∞
∑

k=m

log

(

k + δ0
k + δ1

)

(k + δ1)pk
2m+ δ1

+O

(

τ̄n − τn
n

)

,

one obtains

1

τ̄n − τn
log

(

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

)

=
1

τ̄n − τn

nm
∑

k=m

log

(

k + δ0
k + δ1

) τ̄n
∑

t=τn+1

m
∑

l=1

(

1Dt,l=k − E
n
1

[

1Dt,l=k | Ft,l−1

])

+

nm
∑

k=m

(

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

)

1

τ̄n − τn

τ̄n
∑

t=τn+1

m
∑

l=1

(

(k + δ1)Nk(t, l − 1)

(2m+ δ1)t
− (k + δ1)pk

2m+ δ1

)

+m log

(

2m+ δ1
2m+ δ0

)

+m
+∞
∑

k=m

log

(

k + δ0
k + δ1

)

(k + δ1)pk
2m+ δ1

+O

(

1

n

)

.
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Let

ℓ∞ = m log

(

2m+ δ1
2m+ δ0

)

+
+∞
∑

k=m

m(k + δ1)

2m+ δ1
pk log

(

k + δ0
k + δ1

)

< 0.

One has:

1

τ̄n − τn
log

(

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

)

− ℓ∞ =
1

τ̄n − τn

nm
∑

k=m

log

(

k + δ0
k + δ1

) τ̄n
∑

t=τn+1

m
∑

l=1

(

1Dt,l=k − E
n
1

[

1Dt,l=k | Ft,l−1

])

+

nm
∑

k=m

(

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

)

1

τ̄n − τn

τ̄n
∑

t=τn+1

m
∑

l=1

(

(k + δ1)Nk(t, l − 1)

(2m+ δ1)t
− (k + δ1)pk

2m+ δ1

)

+O

(

1

n

)

≤ log

(

nm+ δ0
m+ δ1

)

sup
m≤k≤nm

∣

∣

∣

∣

∣

1

τ̄n − τn

τ̄n
∑

t=τn+1

m
∑

l=1

(

1Dt,l=k − E
n
1

[

1Dt,l=k | Ft,l−1

])

∣

∣

∣

∣

∣

+ sup
t,l,k

∣

∣

∣

∣

Nk(t, l − 1)

t
− pk

∣

∣

∣

∣

nm
∑

k=m

∣

∣

∣

∣

log

(

k + δ0
k + δ1

)

− δ0 − δ1
k + δ1

∣

∣

∣

∣

k + δ1
2m+ δ1

+O

(

1

n

)

Since (∃C = C(m, δ0, δ1) > 0) such that
∑nm

k=m

∣

∣

∣log
(

k+δ0
k+δ1

)

− δ0−δ1
k+δ1

∣

∣

∣

k+δ1
2m+δ1

≤ C log(n) and log
(

nm+δ0
m+δ1

)

≤
C log(n) one gets:

1

τ̄n − τn
log

(

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

)

≤ ℓ∞ + C log (n) sup
t,l,k

∣

∣

∣

∣

Nk(t, l − 1)

t
− pk

∣

∣

∣

∣

+O

(

1

n

)

+ C log (n) sup
m≤k≤nm

∣

∣

∣

∣

∣

1

τ̄n − τn

τ̄n
∑

t=τn+1

m
∑

l=1

(

1Dt,l=k − E
n
1

[

1Dt,l=k | Ft,l−1

])

∣

∣

∣

∣

∣

where supt,l,k corresponds to the supremum over t ∈ Jτn + 1, τ̄nK, l ∈ J1,mK and k ∈ Jm,nmK. It
follows that there exists C′ > 0 such that:

P
n
1

(

sup
τ̄n−τn≥κn

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

≥ 1

)

≤
∑

τ̄n−τn≥κn

P
n
1

(

1

τ̄n − τn
log

(

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

)

≥ 0

)

≤
∑

τ̄n−τn≥κn

P
n
1

(

sup
m≤k≤nm

∣

∣

∣

∣

∣

1

τ̄n − τn

τ̄n
∑

t=τn+1

m
∑

l=1

(

1Dt,l=k − E1

[

1Dt,l=k | Ft,l−1

])

∣

∣

∣

∣

∣

≥ −ℓ∞ +O
(

1
n

)

2C log (n)

)

+
∑

τ̄n−τn≥κn

P
n
1

(

sup
t,l,k

∣

∣

∣

∣

Nk(t, l − 1)

t
− pk

∣

∣

∣

∣

≥ −ℓ∞ +O
(

1
n

)

2C log(n)

)

. n

(

n exp

(

−C′ τ̄n − τn
log(n)2

)

+ o

(

1

n

))

. n

(

n exp

(

−C′ κn

log(n)2

)

+ o

(

1

n

))

where we have used Hoeffding-Azuma inequality for the first term and Theorem 8.3 of [3] (or
Proposition 2.1 of [1]) for the second term. Note that these results were stated only in the case of
no change. However, they should remain valid for our model. Using an exactly similar argument
for τ̄n − τn < −κn, we finally obtain:

P̃
n
1

(

sup
|τ̄n−τn|≥κn

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

≥ 1

)

= O

(

n2 exp

(

−C′ κn

log(n)2

)

+ o(1)

)
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Taking κn ≍ log (n)
3
, one obtains:

P̃
n
1

(

sup
|τ̄n−τn|&κn

dQn
(τ̄n,δ0,δ1)

dQn
(τn,δ0,δ1)

≥ 1

)

→ 0.

One obtains a localization error smaller than log(n)3.
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