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CHAPTER 1

INTRODUCTION : FROM GAS AUTOMATA TO LATTICE BOLTZMANN SCHEMES

We propose an elementary introduction E] to the lattice Boltzmann scheme. We recall the phys-
ical (Boltzmann equation) and algorithmic (cellular automata) origins of this numerical method.
For a one-dimensional example, we present in detail the two characteristic steps of the algorithm:
the nonlinear collision step, local in space and the linear propagation phase with the neighbouring
vertices, explicit in time. We then propose a generic Taylor-type development with the so-called
equivalent partial differential equation. We obtain in this way formally a Chapman-Enskog devel-
opment where the small parameter is the discretization step of the scheme. At order zero, the lattice
Boltzmann scheme satisfies a local thermodynamical equilibrium. At first order, it satisfies the Eu-
ler equations of gas dynamics and at second order the Navier-Stokes equations. Then we detail the
classical case of the nine velocities model on a square lattice.

1.1 INTRODUCTION

¢ Thermodynamics of Gases

At the end of the nineteenth century, work on the kinetic theory of gases Maxwell [104] and Boltz-
mann [12] have clarified the velocity distribution law of a gas at thermodynamic equilibrium. In this
approach, we consider that at point x and time ¢ coexists a continuum of possible speeds for the
gas molecules. More precisely, in a box located at point x with a small volume dx and for a velocity
v defined with a precision of dv the mass of gas dm is equal to

dm = fy(v) dx dv. (1.1)

The Maxwell-Boltzmann distribution specifies the function fy; it is parameterized by the density p,
the average speed u of the gas and a parameter . This parameter is just connected to the temper-
ature T, at the mass p of a unitary molecule and at the now so-called “Boltzmann constant” k via
the classical relationship

U
=—. 1.2
p T (1.2)
The speeds of distribution law is written in the case of three-dimensional space:
3 B \3/2 B 2
fo(v) —p(g) exp(—glv—ul ) (1.3)

Elementary evaluations of Gaussian integrals (see e.g. the section|1.4) show that

0 :fn@ Jo(w)dv (1.4)

1 This chapter is the english translation of a part of the reference [42].




CHAPTER 1 — INTRODUCTION : FROM GAS AUTOMATA TO LATTICE BOLTZMANN SCHEMES

pu:ngvfo(v)dv (1.5)

and the specific total energy E gas also satisfies the relationship
1 2
pEzf —|v|* fo(v)dv. (1.6)
RS 2

The previous distribution corresponds to the ideal case of an equilibrium, a priori independent of
space and time. In the case where a dynamic evolution takes place, the velocity distribution f is a
function of space x, time x and v velocities; it follows the Boltzmann equation [12]

Z_{"'V‘fo:Q(f)’ XER3y U€R3) t>0' (1'7)

In this equation, the left term 8;+ vV corresponds to a free transportation at the velocity v, then
the term line Q(f) describes the collisions within the gas. In the most classic for a diluted gas, is
taken into account “two-point” collisions and Q(f) is a quadratic function of the distribution Q(f).

A microscopic analysis of molecular collisions shows that the mass, momentum and energy is con-
served in every interaction. The effect on the macroscopic scale interest here is that, in particular,
the collision kernel Q(fp) has zero integral when tested against 1, v and %|U|2 :

1 t
fR3Q(f0)(1,v, S IvP) dv=o0. 18

When injected this hypothesis in the Boltzmann equation (1.7), the conserved quantities
W=(p,g=puc=pE)L= Wy Wy, Wyt (1.9)
are functions of time and space that satisfy the Euler equations of gas dynamics:
ow .
E-’-leF(W):O' (1.10)

The tensor F has three spatial components, a scalar (for density), a vector (for the momentum) and
a final scalar for energy. We have:

Foo = fl/afo(l/)dv
RS
szﬁ = [I‘vval/ﬁfo(l))dl/ (1.11)
1
Fio = f—lvlzvafo(V)dv
RS 2

with the convention of using Greek indices for the spatial parameters: 1< a, f<d.

The situation of perfect thermodynamic equilibrium is only a first approximation. By introducing
thermodynamic parameters such as the mean free path between two collisions or average time be-
tween collisions, we can consider velocity distributions f “not so far” from the equilibrium. We
introduce a “small parameter” € as:

mean free path

€= - — - (1.12)
typical macroscopic dimension




1.1 - INTRODUCTION

and we are looking f in the form of an asymptotic expansion in &:
fW) = fow) +e () + € fo(v) +--- (1.13)

where f;(+) is the Maxwellian function (I.3). The development of the second order, said Chapman-
Enskog (1915) allows to find the Navier-Stokes equations. We refer the reader to the classic book of
Chapman and Cowling [26] or the treaty by Diu et al [40].

¢ Some classical approximations

One of the difficulties in studying the Boltzmann equation is to link the collision dynamic and ob-
taining the equilibrium fy. With the approximation “BGK” of Bhatnagar, Gross and Krook [9] is a
prioriinjected as an equilibrium representation fy(v). The operator of a collision Qpgx(f) models
the interaction with a mean field. Then we have:

Qser(f) =S(f-fow),  S=dQ(f). (1.14)

The effect of collisions is to “back” the distribution f to a reference equilibrium, parameterized by
conserved quantities W (see the relations (1.4) to (1.6) and (1.9)).

Another difficulty is the introduction of a “gigantic” parameter space with the space R® for all ve-
locities. Models Carleman [24] or 18], then generalized by Renée Gatignol [61], while keeping a
continuous space-time, consider only a finite set of possible speeds. The result is a set of coupled
partial differential equations whose study is a difficulty in itself.

¢ Cellular automata

Instead of seeking mathematical models, the development of computer modelling tools led to the
idea of discrete simulators easy to program. In such an approach, the space, time, velocity, number
of molecules present at a given time at a given point are discrete variables. The development of
these cellular automata have been three highlights.

L
coe e o
.

t t+1 t+2

Figure 1.1 — Frontal collision dynamics in the HPP [73] model.

The first idea is to use a square two-dimensional lattice. The lattice set of Gaussian integers has
a state defined by a binary variable field being 0 or 1. A value of 0 indicates that the site (i, j) is
free and the value 1 it is occupied. The discrete evolution of the lattice is described by the discrete
velocities linking a vertex (i, j) to its four neighbors (i + 1, j + 1). With a unity space step and utity
time step, the speed range therefore take values in the set {e;,—e;, e2, —e»}, with e; = (1,0) and e, =
(0,1). Each particle (or occupied site) is one of four previous proposed velocities. It remains to define
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CHAPTER 1 — INTRODUCTION : FROM GAS AUTOMATA TO LATTICE BOLTZMANN SCHEMES

collision rules when there is conflict to occupy a site at a new discrete time. Without describing
in detail here the model of Hardy, de Pazzis and Pomeau [73], we must build collision rules that
respect the conservation of mass, momentum and energy while taking into account a discrete time
and space. The Figure 1 describes the dynamics in the event of a frontal collision. We remark that
during the intermediate time ¢+ 1, two discrete particles are present at the same time on the same
vertex of the lattice.

A remarkable point in the study of cellular automata is that it is possible (at least formally), to pass
to the limit. Taking blocks of larger and larger size allows to define a macroscopic density p (ratio
of the number of occupied sites towards the number of sample sites) and macroscopic momentum
J. We introduce also a “big” time scale compared to the elementary time (equal to 1!) and a “big”
spatial scale compared to the lattice step (still equal to 1!) Using these continuous variables, the
limits equations take the form

op
ot

oJ ..
3 +divP(p, J)

+div] = 0 (1.15)

Il
o

(1.16)

Conservation of mass and momentum are satisfied by cellular automata at the macroscopic limit.
As against the pressure tensor P (see also (1.11) is not isotropic.

® °
/ \

®e—-0—o Y /o o\
t t+1 g +2 L

Figure 1.2 — Frontal collision dynamics in the FHP [59] model.

To remedy this defect isotropy, Frisch, Hasslacher and Pomeau [59] proposed to use a hexagonal
lattice, i.e. vertices of the form a+ b j, where a, be Z and 1+ j + j? = 0. The discrete velocity space
contains more than in velocity directions and the collision dynamics is also more complex (Figure
2). A random draw is needed to describe the post-collision state after a frontal collision. With this
new model, the hydrodynamic limit is isotropic, therefore physically admissible. The extension to
three dimensions space was realized soon after by ' Humieres, Lallemand and Frisch [84] using a
4-dimensional model with 24 velocities and a face-centered cubic lattice.

Cellular automata however suffer from several shortcomings that have limited their development:
intrinsic noise, imposed limit value on the transport coefficients and non-compliance of the Galilean
invariance.

¢ Lattice Boltzmann equation

The new idea, proposed by Mac Namara and Zanetti [101], is to keep a discrete lattice but to seek
a continuous variable f which describes the average population on a given site, with a discrete
velocity imposed by the geometry. If we denote space with the letter x, time with the letter ¢ and
(vj)o<j<q-1 the g discrete velocities associated with the lattice, we can write a discrete form of

8



1.2 - A ONE DIMENSIONAL MODEL

Boltzmann equation by introducing a discrete collision operator. In the approach of Higuera
and Jiménez [78] developed afterwards by Higuera, Succi and Benzi [79], an equilibrium distribution
£74(x, t) is introduced and a scattering matrix S; j for the explicitation of the i® component Q;(f)
of the collision operator:

g-1
Ql.(f):ZS,-j(fj—fjeq), 0<i<gqg-1. (1.17)
=0

The discrete changes between times ¢ et t+1 (the physics community has kept automatons the use
of a cell no time unit) then takes the form:

filx+v,t+1) = fi(x, ) + Q;(fH(x, 1), O<sis<g-1. (1.18)

where x is a vertex of the lattice.

The difficulty of this approach is the determination of the equilibrium distribution ffq 0<sj<sqg-1)
and the scattering matrix S;;. These parameters include physical invariants and the dynamics of
the evolution towards the equilibrium state, following the BGK Ansatz type. Moreover, the Galilean
invariance of gas dynamics equations is still in default; pressure law p(p) admits the typical form

lul?
) (1.19)

plp) = fzp(l—g(p)é—z o
where p is the density, ¢ the velocity of sound waves, u the gas velocity and g(p) a corrective factor
of the model, named “of Galileo”.

In the case of several discrete models, Qian, d' Humieres and Lallemand [113] propose a polynomial
velocity distribution law for the equilibrium distribution f°4 and a diagonal relaxation operator S; ;.
This approach has been enriched by d’'Humiéres [80] proposing that the collision operator is diag-
onal in linearly transformed variables from the particle distribution f, say “moments”. We detail
in following a fundamental example of this lattice Boltzmann method, called “Lattice Boltzmann
Equation” of “lattice Boltzmann schemes”.

1.2 A ONE DIMENSIONAL MODEL

AxX
o] o) 0
K Ift}ﬁr At
& ® ®
j-1 j j+1

Figure 1.3 — Free advection for the D1Q3 model.
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¢ Introduction

We consider a one dimensional real lattice £ with elementary space step Ax, and a time step At.
These two parameters naturally fix a grid velocity A such that

A
A=22
At
Atvertex x; = jAx for j € Z and at the discrete time " = nAr (n € N), we consider particle den-
sities fo);l, ( f+);l and ( f_)}l. The notation ( fo);.l (respectively ( f+);l, ( f_)?) describes the average
number of particles at rest (respectively moving velocity +1, —1) at time ¢" and position x; (see the
Figure 3).

(1.20)

A time step consists of two phases: collision and free transportation. The collision phase is local in
space. It therefore fails indices j and 7 to ease writing. Therefore we have the field f = (fo, f+, f+)-

¢ Moments

We first introduce a vector of conserved variables W composed by the density p and the momen-
tum J:

fo+t fr+/fr (1.21)
A - £i) (1.22)

0
J

since the zero velocity does not contribute to the momentum. We set now
wW=(,)), conserved variables. (1.23)

A third momentum is introduced in analogy with total energy. We define
/12
€= ?(f_ + fi). (1.24)
since the seminal work of d’'Humieres [80], a set of moments is defined by the variables p, J and ¢:

m = (p,],s)t.

The moment representation is connected to the initial distribution f using a matrix M:

1 1 1
M=|0 fz ;21 (1.25)
O - -
2 2
and we have
m=Mf. (1.26)

The relation f — m defined through (1.21), (1.22) and (1.24) or (1.26) and can be inverted
without difficulty:

2
f() = p- ﬁg (127)
1 1
f+ = ﬁ] + ﬁ&' (1.28)
1 1
f_ = _ﬁ]-i- ﬁ&' (1.29)

10



1.2 - A ONE DIMENSIONAL MODEL

and we deduce

2
1o -5
1 1
M=o — = [. 1.30
20 A2 (1.30)
0 1 1
21 A2

¢ Equilibrium and collision

Then we introduce an equilibrium state. This equilibrium state is fonction only of the conserved
variables W it is here defined by its equilibrium moments, denoted 7°4:

mtd = (peq =p, ]eq =], el = W(W)) (1.31)

After using the relations (1.27), (1.28) and (1.29) for the equilibrium momenta (1.31), one defines
without difficulty and equilibrium distribution of particles:

The post-collision state is defined easily through the moments. It is a linear combination of the
running state m and the equilibrium state m°9:

m*=(p*=p, )" =], =6+ (e -¢)). (1.33)

Note that during the relaxation, the energy ¢ relaxes towards the equillibrium value £°. Note also
that €°1 is only function of the conserved variables W:

e =0-95¢€+se, (1.34)

The relaxation parameter s can be interpreted in the following way: during the collision step, we
proceed to an explicit Euler scheme in time to integrate an ordinary differential equation associated
to the return (for long times) towards the equilibrium value £%9:

1
%(s - &% + - (e — €% =0. (1.35)

When we apply one time step of the explicit Euler scheme to the differential equation (1.35), we
obtain
At) —€(0 1
M + — (e(0) — EeQ) =0.
At T

Then with the notation £* = £(At) and € = £(0), we obtain the relation (1.34), with the condition

Y
==

s (1.36)

The condition (1.36) measures the ratio between the time step A¢ and the time constant 7 of the
relaxation process. It is well known that for a dynamical system of the type (1.35), the stability
condition can be written as:

O0<ss<2 (1.37)

11



CHAPTER 1 — INTRODUCTION : FROM GAS AUTOMATA TO LATTICE BOLTZMANN SCHEMES

and this relation has been re-established in the context of lattice gaz automata and lattice Boltz-
mann scheme.

We observe that the collision operator C is determined in such a way that the conserved variables
are not affected by the collision:

fr=C(f) with WwW*=Ww. (1.38)

Then the post-collision distribution of particles can be explicited thanks to (1.27), (1.28), (1.29) and
(1.33):

fo = p- ﬁf* (1.39)
. 1 1,
T = — — € .

f 10 (1.40)
. 1 1,

L= —ﬁ]+ ﬁé‘ (1.41)

This collision step is local in space, nonlinear in general and the determination of an equilibrium
state f°®4 can produce a lot of computation, as in the “entropy” methods developed by Karlin and
his team [91]. After this collision step, the right hand side of the Boltzmann equation (1.7) is ap-
proached.

e Free advection

The second step is the advection A to transform the post-collision state f* into a new particle
distribution at time step n + 1:

= Al (1.42)

During the free transport, we solve the advection equation

o O _

=0 1.43
ot 0x ( )

for three velocities a € {0, A, —A}. The initial condition is the field (f *);1 of post-collision density of
particles f* at time ¢" and for all grid points x;. Due to the relation between the space step Ax,
the time step At and the velocity A defined in (1.20), the method of characteristics is exact. After
the advection phase, we obtain (see also the Figure 3):

)7 = (R (1.44)
()7 = () (1.45)
(L7 = () (1.46)

This advection phase is linear, explicit and solves the advection equation (1.43) without any numer-
ical viscosity. It couples a vertex j with its neighbours j and j+1.

A global time step of a lattice Boltzmann scheme is composed by a collision step C followed by an
advection step A:

= A.cp. (1.47)

12



1.3 — EQUIVALENT PARTIAL DIFFERENTIAL EQUATIONS

Of course, we can reverse the order of these two operators A and C. Nevertheless, a practical ques-
tion is the choice of the discrete sub-time step to measure the physical quantities. Note here that the
results can differ if we measure the particle distribution “f” before the collision, or if we consider
the distribution “f*” after the collision.

» First synthesis

A lattice Boltzmann scheme is therefore defined by the following ingredients:

(i) choice of conserved variables W, or “moments at equilibrium” of the particle distribution f

(i1) matrix M making the interface between the representation f with particle density and mo-
menta m

(iii) equilibrium value v (W) for moments that are not at equilibrium

(iv) ratio si between the time step At and the time constant 7, that characterizes the duration
of the process of return to equilibrium of the k° moment.

1.3 EQUIVALENT PARTIAL DIFFERENTIAL EQUATIONS

We detail in what follows the so-called D1Q3 model, with one space dimension and three discrete
velocities. The energy € defined in relation relaxes to a steady energy v¥(p, q) given by:

/12
vip. ) =ap (1.48)

where A = ﬁ—’t‘ is the fixed numerical reference velocity (see (1.20) and « a srictly positive constant.
We consider at a discrete time ¢" and a discrete position x; afield f = (fo, f+, f~). We can move in
momentum space, which allows you to write:

ot = (fo+fitf)]
];? = Mf+)7—Mf_);? (1.49)
e = %(f+)7+%(f_)7

given the choice of matrix M detailed in equation (1.25). The collision phase can be expressed very
simply in momentum space:

0 = o]
(]*)}’ = ];? (1.50)
€M = A=9ef+syW)n?

with a fixed s €]0,2[ and w(W) given in equation (1.48). The state f* after the collision at time "
and position x; is given with the help of the matrix M ~1 (see the relation ):

*\N * 2 *\1
1 ., 1 \n
(f:)? = (ﬁ] +ﬁ€ )j (1.51)
7 = (gl ),

13
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Taking into account (1.50) we deduce the discrete time iteration of the numerical scheme:

* 2 *\ 1
1 1 n
O = (ﬁ]+ﬁ£*)j (1.52)

= (o)

We can use these values to deduce the iteration in momentum space:

1 1
PiT = P U~ Tf) + (€ — 2 €] (1.53)
1 1
I R T 15
1 A
87+1 = E(s;+1+€;_1)"—z(]?H—];?_l). (1.55)

In the pages that follow, we use the method of equivalent equation to construct gradually the partial
differential equation “best simulated by the scheme” at a given order of approximation (relative to
Ax to fixideas). Itlooks formally equivalent to the classical approach proposed by Lerat-Peyret [100]
and Warming-Hyett [133] (see also the thesis of Lerat [99]). We initially the

Proposition 1. Equilibrium.

Energy is at equilibrium, with a typically first order error:

ef =y(p) + 0(Ax). (1.56)

¢ Proof of Proposition 1.
: . n+l _ % : . y .
We derive from (1.55): e = €] + O(Ax), and taking into account lb and Taylor’s formula in

time:

) + O(Ax)

E;l +O(Ar) = (l—s)s;’+su/(p]

which we immediately deduce 1) after subtracting E;.l then division by s, assumed nonzero. O

Proposition 2. Fluid model

At the first order almost, density and momentum are solutions of the acoustic system

op 0]
ot Tox - OBY (o7
0] oOp 3
S to- = 04X (1.58)

in relation to a pressure law p(p) given by

plp)=cip, co=AVa. (1.59)

¢ Proof of Proposition 2.

14



1.3 — EQUIVALENT PARTIAL DIFFERENTIAL EQUATIONS

Was used without shame derivation of Taylor expansions, which allows formal calculation but as-
sumes a priori approximations in “very regular” functional spaces. We deduce from (1.56) and (1.34)

€M} =y(p)) +0x), (1.60)

and we differentiate two times this relation with respect to the space (!):

((292;2*);[ - %2(227[2)); +0(Ax). (1.61)

We have also:

1 n oJ\n 3
SUm=Ji" = (3] dx+ 00 (162)
2 %
(5 -2eT+e5)" = A 2(%2) +0(AxY. (1.63)

We deduce from the relation (1.53) and previous developments
0 0
p7+At(a‘;) +0A) = p - At(a]) +0(Ax?)

which proves the relation (1.57). We do the same for the equation of the momentum (1.54):

oJ 0%] 2Ax (0€* A2 o0p\n

n 2 n 2 =4 3y _ gn _ 2
]j +Al‘(at) +0O(At7) = ] (axz) AXx 2 (ax) +O0(Ax”) = ] 2Ata 2 (ax)j +O0(Ax%)
which establishes (1.58) and the pressure law p = a A% p or (1.59). O

Proposition 3. Viscous fluid.

At second order, the density and the momentum are solutions of the system of diffusive acoustics

op 0]

5+ 52 =0 x?) (1.64)
oJ  dp 1 0?]

= 5.~ Adx( )(s 2)ax = 0(Ax?) (1.65)

with a pressure law still given by (1.59). We remark that the constraint 0 < s < 2 implies that

1 1
- —=>0. (1.66)
s 2

e Proof of Proposition 3.

To establish (1.64), we share (1.53), pushing Taylor’s formula one step further, that is to say at second
order:

+At6—p+—262p+O(At) ———]+O(A )4 B 62*+O(Ax)

Pr ot T o b L A2 ox?

and

op 9] At 0%p  Ax? a 0%p 9 At (8%p ,0%p 5 5
9p [ OF _ _ALOp AXT AO0 ooas2) - 9P _an 0(Ax2) = O(A
5t Tox - 2 0 T ar 2o 10BN = 2(01,‘2 * 0x2)+ (Ax%) =0O(Ax)

15



CHAPTER 1 — INTRODUCTION : FROM GAS AUTOMATA TO LATTICE BOLTZMANN SCHEMES

because the density p is the solution of the wave equation obtained by differentiating with respect
to time equation (1.57), which is subtracted from the derivative with respect to the space of the
equation (1.58).

For the momentum, we first develop the energy € one step further. We leave (1.55), knowing that
(1.56) expresses the energy € in equilibrium at first order:

£+At%+O(Atz)—£* az*Az—&Axg+O(Ax) (1-5)e+s —&AxQ+O(Ax)
a1 BT 2 " ox B v ox
Then

oy A d) oo AAx( 8p 0]
ste—w) =— tE—EAxa+O(Ax)——T(aat = —]+o@x?)

AMx 0p 0]

£=1y— 2s( 3 x)+O(Ax) (1.67)
We have now e =1-9s)¢e+sv and we deduce

. 1-s op 0JJ] 5

€ —w—z—s/le(aE+a)+O(Ax). (1.68)

We finally develop both members of relation (1.54) by clarifying the terms of order two:
o] At? 8% Ax* 0°] 2Ax O¢*

At — + — At = Axh - —— Ax3

J+ 5t 2 a2t OAr) =+ 2 ox? +0(AxY A 0x +0(Ax)
1 027 6p 0 op 0J]

= A2 —~ At A% a 2T Ax? L+ 2]+ 00X,

=l A e ox s xax(a6t+0x)+ (Ax%)

We deduce after division by A¢:

o, 20 _ At 6°] /le62]+(1 ) a( dp a])

=_=2=77 Ax— (a2l + 2L
ot M oxT 2027 2 a2 ox \Yor T ox
A, 0P AMx P (1 0%]
Sal o+ Sm (L -1)aaxa- )—+O(Ax)
1 %] 1 %]
= AAx(1— a)( +——1)62+O(Ax) AAx(1—a )(;—5)6—+0(Ax)
and the relation (1.65) is established. O

1.4 ANNEX: SOME GAUSSIEN INTEGRALS

In the case of two-dimensional space, the continuous velocity distribution fy(v) at equilibrium is
given by equation (1.3), that is to say

B 2),

fo(v) :p%exp(—glv—ul veR? (1.69)

where > 0 is homogeneous to the inverse square of a speed. We calculate in this Annex the values
of several times my, of the form

Mpg =fR V1 v, fo(v)dv (1.70)
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First calculate integrals to one dimension of space, knowing that

f_zexp(— gezjde = %T . (1.71)

It was of course by antisymmetry
[e.0]
f Hexp(—éez)dO -0 (1.72)
o 2

and we note that

(oo~ 22)) = o exp (- 22 .
Then
[ el Jao =5 [ oalew(- ) -

ool ool -5 5

We deduce

f_:Hzexp(—ﬁTez)dH:% %” (1.73)
Always with the odd parity we have

_0093 exp - %‘92) d6=0 (1.74)
[Lotenl- f”z)cw— ﬁf o alesn(- )

- Lpen(-EL) 2 [ orenp -2 )ag 04 3 L

f 0 exp - )de ;’2 Zg (1.75)

¢ At two space dimensions, the moment of zero order of fy(-) is obtained without difficulty:

fqu flvydv = p. (1.76)

For the moment of order 1, m; to fixideas, we have:
2

mio =fRZ v fo(w)dv = p%(fi(uﬁﬁ) eXp(—%) d9) (f

- —00

oo

exp(— g vy — u2|2)dl/)
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:p%(ul\/%+0) %T = puy

f vifow)dv = pu;j, I<sjs2. (1.77)
RZ
This is classic. For second order moments, we separe the case of m,g that of m;. We have
'B o0 ﬁ 2 o0 _ﬁ“}z—_u2|2
mg():f v%fo(v)dv=p—f (w1 +0)%e 2 do e 2 duv,
R2 27 J-o —00
B([® po* 27 B 1,2 1
_OB( [ (2 2o 2 ao)y /2 = PPl 1) gl
_ZH(f_Oo(ul+2u16+6) dH) 5 _Zn(u1+ﬁ)ﬁ —p(u1+'3).
f vz-fo(v)dv:pu2-+£ (1.78)
r2 J J ,3' ’
We have also
,692 ,692

mu—[(vlvgfo(v)dv—%(f (u1+0)e 2 dH)(f (u2+0)e 2 dG)

=—(u1+0)‘/ (u2+0)\/ =purup

fuqzz v fow)dv = puyuy. (1.79)
The three-order moments are evaluated with the same approach:
ﬁ 2
pB 27
mgoszz vffo(V)dv—g(f_ (u+0)3%e 2 d@) ,B
B /392 2 B 2 3
P o0 - T P U b4
~5a ([ ot rautorsmereere 2 a0) 55 = BL(utea ) (F) = puafut + )
vsf(v)dv—(§+u2) ui, 1<j<2 (1.80)
R2 ] 0 — ﬁ ] p Jjo = ] = . .

For the discrete lattice Boltzmann schemes, we only keep the term the lowest order in u;:

fRzuj?fO(u)du:%puj, 1<j<2. (1.81)
On the other hand
2 B © 2 _ﬁ_92 * _,3_92 2, 1
mgl=fR2v1v2f0(v)dv=p§(f_oo(u1+0) e 2 dG)(f_oo(u2+6)e 2 d0)=p(u1+5)u2

1
f vi vy fo(v)dv = p(uf +—
R2

ﬁ) Uy, (1.82)
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The D2Q9 model asked to evaluate the momentum associated to the square of the kinetic energy:

f (—|U| ) fow)dv = - f(v1+v2) fow)dv = - f(1/1+2v1 v2+v2)f0(v)dv

p b 2
_1p 4 3 2 2 3,04, 2 T
= 12 {([ (U +4u]0+6uj0°+4u10°+0% e d@)x 5

. Bt _po°
+2(f W+2u0+0%e 2 de)(f (1 +2u0+6%e 2 do)

—00

po*

2 o0 —_——
+,/F”(f (uh + 4130 + 6150% + 41,6° + 0N e 2 do)}

:%{(u‘f+Euf+%)+2(u%+l)(u§+l)+(u§+%u§+i)}:§(|u| +—|u| +_)

B I§; B B2 B B2
and
fu@z (%Iwz)zfo(v)dv =p (/32 + %|u| + —|u| ) (1.83)

Referring to the relationship 64 = —18 (equation (54b)) in Lallemand-Luo [95] page 6554 of vol-
ume 61, number 6 in Physical Review E, for the nine velocities two-dimensional model, everything
happens as if

[ Gre) o=

2 +i|u| ) (1.84)
B 4p '
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CHAPTER 2

SECOND ORDER ANALYSIS OF FLUID MODELS WITH LATTICE BOLTZMANN SCHEMES

We showE]that when we formulate the lattice Boltzmann equation with a small time step At and
an associated space scale Ax, a Taylor expansion joined with the so-called equivalent equation
methodology leads to establish macroscopic fluid equations as a formal limit. We recover the Euler
equations of gas dynamics at the first order and the compressible Navier-Stokes equations at the
second order.

2.1 DISCRETE GEOMETRY

* We denote by d the dimension of space and by £ a regular d-dimensional lattice. Such a lattice
is composed by a set £° of nodes or vertices and a set £ of links or edges between two vertices.
From a practical point of view, given a vertex x, there exists a set V(x) of neighbouring nodes,
including the node x itself. We consider here that the lattice £ is parametrized by a space step
Ax > 0. For the fundamental example called D2Q9 (see e.g. Qian, d Humiéres and Lallemand [113]),
the set V'(x) is given with the help of the family of vectors (e;)o< < defined by J =8,

(e,-)“{(g),(g,),(‘;),(;),(_01),(;),(;),(_1),(}1)}.

V(x) ={x+Axej, 0<j<]J}. 2.1)

In the general case, we still suppose that the equation (2.1) holds but we do not make any precise
definition concerning the integer J and the nondimensionalized vectors (e})o<j<s. Nevertheless if
x is a node of the lattice (x € £°), then y/ = x + Ax ej is an other node of the lattice, i.e. y/ € £0.

2.2 LATTICE BOLTZMANN FRAMEWORK

We introduce a time step At > 0 and we suppose that the celerity A defined according to

Ax
A=— 2.2)
At
remains fixed. Then we introduce a local velocity v; in such a way that
Atvj =Axe;, 0<j<]. (2.3)

1 in this contribution previously published in [43]
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In this d-dimensional framework we will denote by 1/;?‘ (1 € a < d) the Cartesian components of
velocities v;. Recall that if x is a node of the lattice, the point x + At v j is also a node of the lattice:

xe#’ = x+AtvjeZL’, Vj=0,..J.

¢ According to D’Humiéres [80], the lattice Boltzmann scheme describes the dynamics of the
density fj (x, r) of particles of velocity v; at the node x and for the discrete time ¢. We intro-
duce the d + 1 scalar “conservative variables” W (x, t) composed by the density p and the mo-
mentum ¢g. Note that it is also possible to take into account the conservation of the total energy
(see D’Humieres’s article for example). We have

I
px, =Y flx,n=wWx 1 (2.4)
j=0
J .
q“(x, =) viflx,n=Wx 0, l<as<d, (2.5)
j=0
and
Wx, 1) =(plx, 0,4 (x, 1), ,q%x,1). 2.6)

When a state W is given in space R4+ a Gaussian (or any other choice) equilibrium distribution
of particles is defined according to

fl=6w), o<j<J 2.7)
in such a way that

J J .
YW =w’, Y »iw) =we, l<as<d. (2.8)
j=0 j=0

o Following D’'Humieres [80], we introduce the “moment vector” m according to

J
mk:ZOM]’-ij, 0<ks<]. 2.9)
]:

For 0 <i <d, the moments m' are identical to the conservative variables:

m’=p, m*=qg% l<as<d.

In other words, the matrix M satisfies

M}=1, M{=v}, O<j<J], l<as<d. (2.10)

We assume that vectors (ej)o<j<y are chosen such that the (d+1) x (J+1) matrix (Mg j)o<k<d,o<j<J
is of full rank. With this hypothesis, the conservative moments W introduced in relation (2.6) are
independent variables.
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2.3 — COLLISION STEP

e When a particle distribution f is given, the moments are evaluated according to (2.9). The
matrix M is supposed to be invertible and the inverse relation takes the form:

. J .
=Y mhm*, o<j<J. 2.11)
k=0

k

When fejq is determined according to the relation ll the associated equilibrium moments mg,

are given simply according to (2.9), i.e. in this case
k_ N gk g
Meg = ) Mj flq, O0<ks<]J. (2.12)
Jj=0

We remark also that by construction (relation (2.8)), we have

=mi=wW!, o0<i<d. (2.13)

i
meq

2.3  COLLISION STEP

¢ The collision step is local in space and is naturally defined in the space of moments. If mk(x, 1)
denotes the value of the k" component of the moment vector m at position x and time t, the same
component mf (x, t) of the moment after the collision is trivial by construction for the conservative
variables:

ml(x,0) =mi(x, 1), 0<i<d. (2.14)

For the non-conservative components of the moment vector, we fix the ratio s; (k= d+1) between
the time step At and the relaxation time 7 of an underlying process:

At
Sp=—, d+1<k<].
Tk

e Then m’f (x, t) after the collision is defined according to

mEe, = A-somFex, 0+ simk,, d+1<k<]J. (2.15)

eq’

Proposition 1.  Explicit Euler scheme.

The numerical scheme (2.15) is exactly the explicit Euler scheme relative to the continuous in time
relaxation equation

d 1
E(mk—ml_fq)+ﬁ(mk—m§q) =0, d+l<k<]. (2.16)

Proof of Proposition 1.

Following e.g. Strang [127], we know that the explicit Euler scheme for the evolution takes the

form
1

E[(mk—mgq)(t+At)— (mk = mk)0)] + T—lk(m’“— mk,)(0) = 0. (2.17)
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We have by construction the relation , that is m(t + At) = m"(t) for 0 < i < d with these
notations. Then W(t+ At) = W(¢#) and, due to the relation , fe]q(t+At) = fe]q(t) after the
collision step for all the components j of the particle distribution. Due to (2.12), we deduce that
mgq(t +At) = m,’;q(t) for all k < J. Thus the expression takes the simpler form

Lok ok Lok kyen o
At[m (t+A0)—m" )] + Tk(m Me,) (1) =0,

which is exactly li except the change of notations: mk(t+ At) is replaced by mf . O

+ We remark also that the classical stability condition for the explicit Euler scheme (see again e.g.
the book of Strang) takes the form

0<Ar<27g.
We will suppose in the following that

0<sp<2, d+l<k<]J.

to put in evidence that the moments m* are not conserved for index k greater than d + 1. We remark

also that for the physically relevant Boltzmann equation, the relaxation times 7; have a physical

sense. With the lattice Boltzmann scheme itself, these physical constants are no longer correctly

approximated whereas the ratios s = ?—kt are supposed to be fixed in all what follows. Despite the

usual “LBE” denomination, a lattice Boltzmann scheme is not a numerical method to approach the
Boltzmann equation !

¢ The particle distribution f*j after the collision step follows the relation l| We have precisely
after the collision step

. J .
fl=Y o himk, o<j<J. (2.18)
k=0

2.4 ADVECTION STEP

The avection step of the lattice Boltzmann scheme claims that after the collision step, the particles
having velocity v; at position x go in one time step At to the j™ neighbouring vertex. Thus the
particle density f/(x+ v;At, t+At) at the new time step in the neighbouring vertex is equal to the

previous particle density f; (x, £) at the position x after the collision:

flx+vjAt t+A0 = fl(x, 1), (2.19)
We re-write this relation in term of the “arrival” node x + v;j At. We set X = x + v; At, then we have
x = X—vjAt and going back to the notation x, we write the relation (2.19) in the equivalent manner

fl t+an = fle-viann, o<j<j, xeZ’, (2.20)

Proposition 2. Upwind scheme for the advection equation.
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2.5 — EQUIVALENT EQUATION AT ZERO ORDER

The scheme (2.20) for the advection step of the lattice Boltzmann method is nothing else that the
explicit upwind scheme for the advection equation
ofi

— 4+ v;.Vfi=0, 0<j<],
or TUitvS JsJ

with a so-called Courant-Friedrichs-Lewy number ¢ ; in the j direction of the lattice defined by

At

oj =|lvj| ——
I 1 Ax|ej|

equal, due to the definition (2.3), to unity: o; = 1.

Proof of Proposition 2.

When the Courant-Friedrichs-Lewy number o ; is equal to unity, it is classical (see e.g. Strang [127])
that the upwind scheme is exact for the advection equation. |

2.5 EQUIVALENT EQUATION AT ZERO ORDER

+ The lattice Boltzmann scheme is defined by the relations (2.4) to (2.9), and (2.20). It
is parametrized by the lattice step Ax, the matrix M linking the particle distribution f and the
moment vector m, the choice of the conservative moments, the nonlinear equilibrium function
G(-), the time step At and the ratios s between the time step and the collision time constants for
nonequilibrium moments. In what follows, we fix the geometrical and topological structure of the
lattice £, we fix the matrix M and the equilibrium function G(.), we fix also the ratio A defined in
(2.2) and last but not least, we suppose that the parameters s for k = d + 1 have a fixed value. Then
the whole lattice Boltzmann scheme depends on the single parameter At.

¢ We explore now formally what are the partial differential equations associated with the Boltz-
mann numerical scheme, following the so-called “equivalent equation method” introduced and de-
veloped by Lerat-Peyret [100] and Warming-Hyett [133]. This approach is based on the assumption,
that a sufficiently smooth function exists which satisfies the difference equation at the grid points.
This assumption gives formal responses to put in evidence partial differential equations that min-
imimize the truncation errors of the numerical scheme. Nevertheless, we note here that this method
of analysis fails to predict initial layers and boundary effects properly, as discussed by Griffiths and
Sanz-Serna [72] or Chang [25]. The idea of the calculus is to suppose that all the data are sufficiently
regular and to expand all the variables with the Taylor formula.

Proposition 3. Taylor expansion at zero order.

With the lattice Boltzmann defined previously, we have

floon=flxo+o@n, os<js<y, 2.21)

flon=flxo+owmn, os<js<y, (2.22)
with fejq defined from the conservative variables W according to the relation (2.7).
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Proof of Proposition 3.

The key point is to expand the relation (2.20) relative to the infinitesimal Az. We have on one hand
flx, t+At) = fi(x, H) + O(AD)
and on the other hand

fle-vine 0= flix, 0 +0@n

J ]
Then mi(x,0)=) MIfl(x, ) = m'(x, n+0@n  and
Jj=0

m¥x, 1) - m*(x, 1) = 0(AD). (2.23)
But, due to (2.15), we have
k k _ k k
m(x, ) = m*(x, 1) = =sg (M (x, 1) = Mg, (x, 1)). (2.24)
From (2.23) and we deduce, due to the fact that s; #0 when k> d +1:
m*(x, 1) = ml (x, N +0(AD, k=d+1. (2.25)

We insert (2.25) into (2.23) and we deduce

mi(x, 1) = ml (x, N +0(AD, k>d+1. (2.26)
Taking into account the relations (2.13) and (2.14) on one hand and (2.11) and (2.18) on the other
hand, we deduce (2.21) and (2.22) from (2.25) and (2.26). O

2.6 TAYLOR EXPANSION AT FIRST ORDER

¢ We expand now the relation (2.20) one step further with respect to the time step A¢. We intro-
duce the second order moment

J .
FaﬁEZZ) vi v fgy 1<a,f<d. (2.27)
]:

We denote in the following d; instead of % and dg in place of %. Then we have the following
result at the first order.

Proposition 4. Euler equations of gas dynamics.

With the lattice Boltzmann scheme previously defined, we have the conservation of mass and mo-
mentum at the first order:

d
a0+ Y. dpqP = 0(AD) (2.28)
p=1
d
0:q% + Y 0 F*P = 0(Ap). (2.29)
p=1
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Proof of Proposition 4.
We expand both sides of relation (2.20) up to first order:

flx, t+A0 = flx, 0+ Ard, fl + 0
flae—viae, 0= flex, n-nr vf dsfl +omd?.

We take the moment of order k of this identity:
J .
mFx, )+ atamF +0@r?) = = mFx, n-ar ) M]’? vf dpfl +0r?)
j=0
and we use the previous Taylor expansions (2.21) (2.22) at the order zero:

mF(x, 1) + At d;mf, = mi(x, 1) - At Z Mo op i, + 0ar?). (2.30)
Jj=0

We take k =0 inside the relation l) We get li since m%(x, t) = mf,f (x, 1) = p(x, 1). Consider-
ing now the particular case k = @ with 1 < a < d, we have also m%(x, ) =mé(x, ) = q%x, 1) and
the relation (2.29) is a direct consequence of the definition (2.27) and the property (2.10). O

Proposition 5. Technical lemma.

We introduce the “conservation defect” 8 according to the relation
0% (x, 1) = 0,mk, + Z MK opfd, = Z ME (3, fly + VP apfly). 2.31)

Then we have the followmg properties:

At

mE(x, 0) = meg(x, ) = — 0% + O, k=d+1, (2.32)
k
1

mEx, ) = mk,x, 1) - (s— —1)atof +0@d), kzd+1, (2.33)
k

. . J 1 .
opf! =opfly - ne Y (= —1) 1 H]9p0" + 0ar). (2.34)
k=d+1 " Sk

Proof of Proposition 5.

We start from the relation (2.30) and we have observed at the previous proposition that
=0(An, 0s<is<d. (2.35)

We remark also that from the relation (2.24), we have
1
m*(x, 1) —mk,(x, 1) = = (mFe, ) —mbx, 0) ifk=d+1.
k
Then the relation (2.32) is a direct consequence of (2.30) and the definition (2.31). In consequence,
the relation (2.33) follows from (2.32) and (2.30). Due to (2.33), (2.35) and (2.18), we have

fAan=flan-ar ¥ (— - 1) MY 6% + o) (2.36)
k=d+1 Sk
and the relation follows from derivating in the direction xg. a
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2.7 EQUIVALENT EQUATION AT SECOND ORDER

B

¢ We introduce the so-called “momentum-velocity tensor” AZ according to

J .
AP =Y v Y], 1< psd, o<k<). (2.37)
Jj=0

We can now establish the major result of our contribution.

Proposition 6. Navier-Stokes equations of gas dynamics.

With the lattice Boltzmann method defined in previous sections and the conservation defect 6%
defined in[2.31), we have the following expansions up to second order accuracy:

d
a0+ Y. dpq° = 0Ar? (2.38)
p=1
d 11\ ap ok 2
0"+ Y op(F*P-ar ¥ (=-5)agP o) =oard. (2.39)
pm1 ksdsl Sk 2

* A consequence of relation (2.39) is the fact that a lattice Boltzmann scheme approximates at
second order of accuracy a Navier-Stokes type equation with viscosities pj of the form

[y = At(s—lk - %) (2.40)

We refer for the details to D. D’Humieres [80], Lallemand and Luo [95] or to the survey [42]. The
relations are known as the “Hénon’s relations” [77]. We observe that in practice, the scalar p
is imposed by the physics and by the parameter At is constrained by the space discretization Ax
and the relation (2.2). Then the parameter s; must be chosen in order to satisfy the D’Humieres

relations (2.40).

Proof of Proposition 6.

We start again from the identity (2.20). We expand both terms up to second order accuracy:
. . | .
Fle, t+ A0 = fl(x,0) + Atd,f + EAtz 0%, f7 +0(ar?)
Jis o). _ £l _ B J 1 2 B Y a2 3
filx—vjAt, 1) = fi(x, 1) — At v; 0 f+ +2At Vi v; aﬁyf* + O(A?rY).

We take the moment of order i (0 <i < d) of this identity. We obtain:

. | .
m'(x, t) + Atd,m’ + EAtZ 02,m' +0(AL) =
i Lo Ba i Lo By 3 (2.41)
mt (x, t)—Atj;OMj Vi 0pf: +§At j;oijj v; 0, fi + O(AL).

We use the microscopic conservation mi (x, 1) =mi(x, 1) in 1b and the previous Taylor expan-
sion at order one, in particular the relation (2.34). We divide by At and we deduce:
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J ]

o,m' + = Ara”m ZM’ ﬁ@ﬁfeq+AtZ Y M ﬁ( ~1) 7 H] 950" +
j=0 k=d+1 Sk

1 Lo i By 2
+§At]§6Mj v v} 0 fog + O(ALY).

Then
d J d J B
om+ Y Y Opfly=nr). Y ¥ Miv (s__l)(M—l);caﬁeh
p=1j=0 dﬁ:]l j=0 k=d+1 k (2.42)
At .
+7( 2.mi + ﬁ;];oM} T3 fl )+ omrd).

e Weset i =0 in the relation (7.6) and we look for the conservation of mass. Due to the property
M;.’ =1, the sum over j in the second line of (7.6) is null since Z] =Y (M 1)] = 0. We have also the
following algebraic calculus:

d
02,m" = 0%,p = Z 5q + 0D = =) 050,:9” +O(AN) =
p=1

- ¥ L& By a2 i
= ﬁg”Z:l 5 FPT+ 000 = g ; Jgo v vl 0% foy + 0D

and the third line of (2.42) is null up to second order accuracy. Thus the conservation of mass (2.38)
up to second order accuracy is established.

e Weset i = a with 1 < a <d and we look for the conservation of momentum. In this particular
case, the relation (2.42) takes the form:

d J . d J )
0:q" + 3. Y vi vj 0pfs, = At (1—1) Y [ Y ve o h] | ap0% +
B=1j=0 k=d+1 Sk f=1"j=0

At

d ] (2.43)
A2 a’ ﬁ Y62
* 2 ( 07q" 2:: ; iVivi%

<

We have now to play with some algebra:

d ]
_G%tqa + ﬁZ: Z, feq

d ] .
_ B .Y A2 ]
= ﬁ§:1 (6t6ﬁF“ﬁ+ j§:0 v;?‘ viv; Oﬁyfeq) + O(AD)

d J ) .
= Z 6,6( Z V}?‘ l/f (Otfe]q + vjy.ayfe]q)) + O(AD

B=1 j=0
d J J .

= Y op( X vo ol Y k) + oo
B=1 j=0 =
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:iaﬁ( y [i vo ol (rHl | 6% ) + oo

f=1 k>d+1 ' j=0
d

=Y o[ ¥ atPek)+owmn
p=1 k=d+1

due to the definition (2.37). We deduce from (2.27), (2.43) and the above calculus:

d 1 ap 4 e, A & ap gk 2
0+ Y. 0pF* = A Y (1) X agf g0t + S5 Y 9 3 ApPet) w0
! K=+ Sk g0 2 5 k>d+1

d L 1y ap k 2
= At ———=|A, " 050" + O(At7).
,BX:‘llk;Xd:H(sk 2) L

and the relation (2.39) is established. O

CONCLUSION

« The previous propositions establish that the equivalent partial differential equations of a Boltz-
mann scheme are given up to second order accuracy by the same result as the formal Chapman-
Enskog expansion. We find Euler type equation at the first order (Proposition 4) and Navier-Stokes
type equation at the second order (Proposition 6). Note that with the above framework no a priori
formal two-time multiple scaling is necessary to establish the Navier-Stokes equations from a lattice
Boltzmann scheme, as done previously in the contribution of D’Humiéres. We remark also that a
so-called diffusive scaling like % = constant, instead of our condition % = constant, leads to
the incompressible Navier-Stokes equations, as proposed by Junk, Klar and Luo [88]. In both cases,

we have just to use the Taylor formula for a single infinitesimal parameter.
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CHAPTER 3

AFUNDAMENTAL TWO-DIMENSIONAL FLUID LATTICE BOLTZMANN SCHEME

A lattice Boltzmann scheme contains many physical parameters to be set. Naturally, this requires
a heavy investment. But this flexibility also allows the simulation of many physical phenomena,
which makes the richness of the subject. We explore in this chapter the particular case of a con-
ventional model for a Newtonian fluid. We detail the classical case of the nine velocities model on
a bidimensional square lattice H We first recall the basic features concerning the D2Q9 scheme.
Then derive algebraic conditions to obtain the correct Euler equations of gas dynamics at first order
of the Taylor expansion. We shortly recall a linearization methodology. Then consider the second
order of the Taylor expansion octhe scheme and obtain conditions to enforce the approximation
of the Navier Stokes equations of fluid dynamics in a baratropic approximation. We detail also the
classical polynomial formulae to determine explicitly the particle distribution of the equilibrium
state.

3.1 INTRODUCTION TO D2Q9

A lattice Boltzmann scheme contains many physical parameters to be set. Naturally, this requires
a heavy investment. But this flexibility also allows the simulation of many physical phenomena,
which makes the richness of the subject. We explore in this paragraph the particular case of a con-
ventional model for a Newtonian fluid.

e Geometry.

The lattice is two-dimensional and associated to nine discrete velocities linking a given vertex to its
nine neighbours. The notation “D2Q9”, introduced by Qian in his thesis [112], gives a general and
clear nomenclature. The lattice is cartesian and parameterized by a lenght Ax:

ZL=(Ax7)x(Ax7Z). (3.1)

Nearby places of a given vertex x € £ are firstly x itself (with the number 0) and the other eight
neighboring shown in Figure[3.1]

yix)=x+Axe;, 0<j<q-1=8 (3.2)
with

i) ) (8o e[ () 9

1 A part of this chapter is the english translation of a part of the reference [42].
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A numerical scale velocity is defined from the datum of a time step At:
Ax
A=—.
At
In the following, we suppose that this parameter is fixed.

(3.4)

Ax
6 ) 5
® ® ®
\ / ax
3 e 0® ® 1
® ® ®
7 4 8

Figure 3.1 — Discrete velocity vectors (ej)o< <y for the D2Q9 lattice.

¢ Moments at equilibrium

For a classical fluid problem, the moments at equilibrium are the density p and the two components
of the momentum J. We have W = (p, Jx, Jx) = (p, J1, J2) = (mg, m1, my):

8

p = moszj (3.5)
j=0
8

Jo = mg=) efAf;, 1<as2 (3.6)
j=0

where e are the cartesian components of the vectors e; introduced in 1| We will also denote
the discrete velocity Ae; with the notation v;:

Vj:/lej-

We have
Jx=N = AMh-fa+tfs—fo—fr+fa) 3.7
Jy=Tl = ApL-fatfs+fe—f1—fs). (3.8)

e Nonconserved moments

We basically follow the work of Lallemand and Luo [95], although our ratings may be different. We
construct an other representation of the particle distribution f with so-called moments m through
a fixed invertible matrix M. We have

8
mp =Y My fj. (3.9)
j=0
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3.1 - INTRODUCTION TO D2Q9

The first lines of the matrix M are associated to the conserved moments p, J; and J,. From (3.5),
(3.7) and (3.8) we have

Myj=1, My =v;

2
j) sz:U

IR

The nonconserved moments are numbered 3 to 8 and have to be constructed. The philosophy is to
consider moments of the discrete particle distribution ( fj)0 <j<s of higher and higher degree that
respect invariance properties. Non strictly correct algebraic formulas are given according to

8

1 8
emma= Y Mgy, X00= = 3 [ - 0225 XY= ms= Y e gy
j=0 j=0 '

8 8

15 1L 55 811 52
qx=ms= Y JlvilPvifi, ay=mo=Y Sl vif; e2=me= Y S (SIvl) S
j=0 j=0 j=0
and we have the usual nomenclature

t
m = (,0; ]JC’ ]yv 8) XX! XY; Qx; Qy; 82) .

We observe that ¢ is the total energy and ¢y, g, the two components of the heat flux. Following
the usual framework developped by Lallemand and Luo [95], we impose for the matrix M to have
orthogonal rows:

Y MijMpj=0, 0<k#p<S8. (3.11)
i

We implement a Gram-Schmidt algorithm in order to satisfy the condition (3.11) with an initial

family given by (3.5), (3.7), (3.8) and (3.10). The calculus is elementary, presented in a very close
form in [42]. We have:

Proposition 1. Orthogonal matrix for the D2Q9 scheme.

After Gram-Schmidt orthogonalisation, the family (3.10) can be written as

8 8
e=mg=3)Y |vjI*fi —4A*Y f;
j=0 j=0
8
X3 = my = 3 |(v)* - ()] £
J:

8
XY =ms = Zv]lvifj
J=0 3.12)

8 8
qx = mg =3Z|Vj|2V]1'fj -52% ) vi fi
j=0 j=0

8 8
qy:m7:3Z|vj|2v§fj 5% ) v?fj
j=0 j=0

2 ]:0

9 3 4 21, & 2 R
e2=my =3 Y vl fy = T Y P fy +aAt Y
j=0 j=0

33
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and the matrix M is finally given by:

1 1 1 1 1 1 1 1 1
0 A 0 -1 0 p R R §
0 0 A 0 A N R -
—4A% A% A2 A2 A% 222 2A% 222 27
M=| o0 p I R X -2 0 0 0 0 |. (3.13)
0 0 0 0 0 P Y -
0o 223 0 273 0 R R E R R
0 o -2A* o 223 A% A3 a3 -8

424 2% 2% 2% 2% At At At ¢

The inverse M~ 1 of the matrix (3.13) is given by

L 0 0 L 0 0 0 0 1
9 912 94
1 1 0 1 1 0 1 0 1
9 61 3612 422 613 1814
1 0 1 1 1 0 0 1 1
9 61 3612 472 613 1814
1 1 0 1 1 0 1 0 1
91) 61 . 361/12 4/112 613 ) 181}L4
M'=|- 0 -—— -—— —-—— 0 0 — —— 3.14
9 61 3642 472 613 1814 G-14)
1 1 1 1 0 1 1 1 1
9 61 61 1812 42 1213 1213 3674
1 1 1 1 0 1 1 1 1
9 61 61 1812 42 1243 1223 3674
1 1 1 1 0 1 1 1 1
9 61 61 1812 42 1213 1243 3644
1 1 1 1 0 1 1 1 1
9 61 61 1812 422 1273 1213 3614

¢ Equilibrium and relaxation of the nonconserved moments.

During the relaxation step, the conserved variables W = (p, Jx, /) are not modified; the noncon-
served moments ms to mg relax towards an equilibrium value mzq. This equilibrium value is a
function of the conserved variables:

md =y(W),  k=3. (3.15)

These functions y(s) are precised in the following of this chapter. In first approaches, we can
suppose if necessary that the functions w(.) are linear functions of the conserved moments:

Yi(W) =Crop + Cr1 1 + C2 J2, k=3. (3.16)

Moreover, the relaxation step m — m* needs also parameters s for k =3 such that

my = my + sk(mzq - my). (3.17)
The parameters o introduced by Hénon [77] in the context of cellular automata are defined ac-
cording to

1

o= — — (3.18)

1
Sk 2
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We will denote also with a specialized nomenclature

eq _ . €q eq — ,,,€d eq — ,.,€d eq _ _eq eq _ _eq _eq _ _eq
el=my", XX9=m,, YY¥=m ', q, =mg, g, =m £, =My

X 6 7
e=my, XX'=my, YY'=mg;, qy=mg, q,=m;, & =my
Se =83, Sxx = 4, Sxy = 85, Sgx = S6, Sqy = 87, Se2 = S8
Og =03, Oxx = 04, Oxy =05, Ogx =06, Ogy =07, Og2 =038.

3.2 FIRST ORDER PARTIAL DIFFERENTIAL EQUATIONS

When using a lattice Boltzmann scheme, a grail is to have a precise approximation of the Navier-
Stokes equations:

310 +0xJx+0,Jy =0 (3.19)
I Ty .

0:Jx + 0y > +p|+0y 5 ) — O0x(u0xty) — 0y (u0yuy) — 0x(¢ divu) = 0 (3.20)
JeJy J; .

0/Jy + Gx( ) + ay(? +p| = 0x(udxuy) — 0y (udyuy) — 9y (¢ divu) = 0 (3.21)

with p the pressure field, u = % = (uy, uy) thevelocity and divu = 0 uy +0yuy.

¢ We want now to know if it is possible to fit some equilibrium functions ¥ of the D2Q9 scheme
in order to approximate the nonlinear first order Euler equations. We introduce the tensor Afcp of
momentum-velocity (see also (2.37):

q-1
Afp = X MyjMy; (M Ny, 0<k,p,1<8. (3.22)

j=0

Then the equivalent equations at first order of the lattice Boltzmann scheme can be written, with an
implicit summation on (1, 2) for the repeted greek indices and from 0 to 8 for the latin indices, as

0:p +0aJa = O(AD (3.23)
0¢Ja + A;ﬁ opm;? oA, 1l<a<?2. (3.24)

e Weintroduce “reduced” two by two matrices A’ according to

I_ (Al
A= (Aaﬁ)lsa,ﬁsZ (3.25)
Then from (3.13) and (3.22) we obtain without difficulty:
ApEAOZ%AZI 0’ A1:A2:0 0’ ASEA3211 0’
1(1 0 0 1 0 0 (3.26)
xx — A4 _ xy = A5 — 6 _ A7 _ A8 _
weendy S) wrewef ) wewewf Y
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In the sum on the left hand side of (3.24), only the indexes / =0, 3, 4 and 5 are active id est are
associated to a nontrivial expansion. The equations (3.24) can in consequence be written as

dcJy + Ox(g/lzp + éeeq + %XXeq) +0,XY = O(AD)
2 1 1 (3.27)
0Ty + 0, XY 1 Oy(g/lzp e EXXeq) = 0(AD).

We identify the equations (3.27) and the first order terms of the Navier-Stokes equations (3.20) and
(3.21). We obtain the conditions

2 1 1
§A2p+é£eq+§XXeq = pul+p
XY® = puyu, (3.28)
2 1 1
§A2p+é€eq—§XX6q = pu§,+p

By solving the linear system (3.28), we have proved the following

Proposition 2. Equilibrium function of second order moments

The Euler equations of gas dynamics are recovered by the D2Q9 fluid lattice Bolzmann scheme at
first order if and only if the second order moments &, XX and XY have equilibrium values that
satisfy

€9 = 6p—4A°p+3pui+ud)
XX = puf-ud) (3.29)
XY = puyuy.

3.3 ADVECTIVE DISSIPATIVE LINEAR ACOUSTICS

+ We will eventually consider an acoustic approximation, by linearization of the Navier-Stokes
equations (3.19), (3.20) and (3.21) around a constant state Wy = (pg, pPo Uo, Po Vo):

p=po+p, Jx=poto+Jx, Jy=povo+Jy.

The variation of pressure is a linear function of the variation of density and the related coefficient is
exactly the square of the sound velocity:

p=csp (3.30)

and we have also the following elementary calculus, with the notation g = (ug, vo):

—~ 7; Uy 1 ~
o= = = -—p+—J;
- p Po Po
Ji S~ w0~ 2 ~ =
= = —-= +2—]Jx = -—uyp+2uplx
p Po Po
IxJ _ ~ ~
) xpy = —upvop + voJx + UpJy
_ Uy 1 - _ Up - 1 ~
Oxly = 5x(—gp+a]x) = _%axp‘*'gax]x
u B ~
6x(/~16xux) = _ax(uo 0 axp) + 0y (@ ax]x)
Po Po
divu = ——ugVp+ —div/
Po Po
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3.4 — SECOND ORDER PARTIAL DIFFERENTIAL EQUATIONS

and associated relations by changing the numbering of the coordinate. Dropping away the “tilda”
notation, we can now write the linear equations of advective acoustics for the conservation of mo-
mentum:

0¢Jx + (cg— ug)axp +2uUp0xJx — Ug Vo Oyp + Vo 0y Jx + U0y ]y
u u

—ax(@ ax]x) —ay(@ ay]x) +ax(”° 0 ayp) +ay(“° 0 ayp)
Po Po 0o Po

- ax(f_o div]) - ax(f_o mp) 0
Po Po

(3.31)

0]y — U Vo Oxp + VoOxJx + Uug0xty + (¢35 — u2)0yp + 2ug0yJy

_ Ho _ Ho Ho Vo Ho Vo

Co . ) (Co_> )
—0y|—=divJ| — 0| upgsVp| =0
y(po )0 pg TP

A natural question is to know if it is possible to fit the various parameters Cy; of and oy of
of the D2Q9 scheme in order to approximate the second order linearized advective acoustics
composed by the equations (3.19), and (3.32). Yhis approach is very usefull for an implemen-
tation with formal calculus.

3.4 SECOND ORDER PARTIAL DIFFERENTIAL EQUATIONS

In this section, we do our best to recover the Navier Stokes equations of gas dynamics in a barotropic
regime. Mass and momentum are conserved. We do not consider the conservation of energy and
thermodynamics is reduced to a simple relation between pressure and density. The method is to
apply the Taylor expansion method developed in the chapter[2]

We introduce the so-called “conservation defect” 8 (see also (2.31)) according to:
Ok = 0,m}) + Az dpmy?, k=3 (3.33)

The second order equivalent partial differential equations take the form (see (2.39)):

0,0 + 0aJa = O(AL?) (3.34)
OcJq + Ny Opmid — At Y oA}z 050, = O(AL). (3.35)
123

In order to explicit the left hand side of the equations , we first observe that the matrices A’
are all reduced to zero, except for [ = 3,4 and 5 as observed in (3.26). We must in consequence
explicit the conservation defects 6, =03, Oy, =60, and 6y, = 0s. For doing this, we have to consider
the coefficients A;c for all the values 0 < k<8 and 1 < 8 <2. We introduce new reduced matrices
Ay (with an index at a lower position), that are matrices with 2 lines and 9 columns:

Ak = (Aiﬁ)lsﬁsz,Oslsa (3.36)
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and after some lignes of elementary algebra, we have

0 A2 0 00 0100
A = A )
83(00)9000010)
<A_A_0%2 0 000—%00) 537
xx = 4 = 2 1 Al .
o0 -2 000 0 1o
202 1
Axy_AS_ozngoooogo.
02 o0 0003100

We deduce from the expression (3.33) of the conservation defects and from the previous expressions
(3.37) of the reduced momentum-velocity tensors the following

Proposition 3. First expression of the conservation defect for the second order moments

We have, with g = (qx, q,),

0, = 0,5+ A2divJ + divg
2
0, XX + % (0xJx—0yJy) +
272
0; XY + = (0yJx +0xJy)

0xqy +0y,q,%) (3.38)

D
=
=

Il

1
3
+

(-
1 eq
g( yqx +ax£]y )

Proposition4. Second expression of the conservation defect for the second order moments

Taking into account on one hand the expression (3.29) of the equilibrium momenta €%, XX and
XY*®, and on the other hand the D2Q9 first order equ1valent equations (3.23) (3.24) and the Euler
equations issued from (3.19), (3.20) and (3.21), with u ={ =0, we have the following expressions for
the three useful defects of conservation 6, 6. and 0y, with c?= dp/dp the square of the sound
velocity:

5 = {—BCz(uxdxp+uy6yp)+(5/12 6c%) divy (3.39)
£ +0x(qy? = 3lul® Jx) + 0y (gt = 3lul* J,) + O(AD) '
A,Z
2% (uy0xp — uy0,p) + 0y —+u ]x——qiq
O = o ( 2020) [(3 ) 3 | (3.40)

o i)y -] ot

9 222 1 eq
—C (uyaxp+ux6yp) + 0x _uxuy]x ]y
Qxy = < ( 2 ) (341)

21
0y~ ucuyJy + Gy S S )+O(At)

Proof of Proposition 4.

We have
]2
0,e1=0,|6p - 4/12p+3 5 )
= (6¢" = 42%)01p — 3(us +u5)01p + 6 (10 Jx + Uy 0, ]))
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3.4 — SECOND ORDER PARTIAL DIFFERENTIAL EQUATIONS

2

o2 0,2+ )]

J2 Ix]
_ 2 2 2 _ x Y11 =
= (417 —6¢"+3|ul”) (0xJx +0yJx) — 6uy ax(p +p)+ay( 5 )] 6uy

= (447 =6 c*+3|ul?) (0xJx +0yJx) — 61Uy [(¢* — t3) Oxp + 2 Uy Ox Jx — Uy Uy Oyp + Uy Oy + Ux Oy Jx]
— 6Uy [~ Uy Uy Oxp + UyOxTy + Uy OxTy + (¢* - uf,)ayp +2u,0,J,] + O(AL)

= 61y + Uy Uy — Uy ) 0xp + 6 (U5 Uy + 15— 1y ) Byp + (4A* = 6" —9us —3u5) 0, )x
— 61y Uy 0y ) — 6ux 1ty O]y + (4A° —6¢° —3u5—9u3)0, ], + O(AD)

= —6¢% (U 0xp + uy8yp) + (4A* —6¢%)div] — 30x(|ul* Jx) — 30, (lul*Jy) + O(AD

and the expression (3.39) is a direct consequence of the previous expresion 9;£°1 and the first rela-
tion of (3.38). For the second moment of second order, we have

]2_]2
9, XX :at( xp y) = —(ui—uf,)atp+2ux0t]x+2uy0t]y

= —(ud- uf,)div]— 21y [(? = u3)0xp + 2y Ox Ty — Uy Uy Oyp + Uy By T + U0y Ty
+2Uy [~ Uy Uy Oxp + UyOr]x + Ux O]y + (c® - uf,)ayp +2uy0,Jy] + O(AD)

:2(ui—uxuf,—uxcz)6xp+2(u2uy—u§’,+uy 2)6yp+(uf,—3ui)6x]x+2uxuy6x]y
—2uyuydyJ + (3 u — %), ]y + O(AD)

=-2¢% (UyOxp + Uux0yp) + O [(u —u )]x +0 [(u —u )]y]+O(At)

and the expression (3.40) is a direct consequence of the previous expresion of 9; X X9 and the sec-
ond relation of (3.38). For the third moment of second order, we have

JeJy

0, XY = at( ) = —UxUy0rp + Uy0rJx + Ux0:]y

ax(]x]y) + ay(%% + p)] + O(A1)

Uy Uy (0x]x +0yJx) — Uy [ax(%% +p) + Gy(]xp]y)] — Uy )

Uy Uy div] — uy [(¢* — u3) 0xp + 21Uy OxJx — Uy uzyayp + Uy 0y )y + Uy 0y J ]
— Uy [~ Ux Uy Oxp + UyOx]x + Ux O]y + (¢° — ui)ayp +2u,0,J,] + O(AL)

- (UyOxp+UxOyp) — 2 Uy Uy O0xJx — uiax]y +2 ui UyO0xp + 21Uy uf,ayp —2uyuydyJy + O(A1)
=~ (Uy0xp + Uux0yp) — Ox(ux tty Jx) — 0y(ux uy Jy) + O(AD)

and the expression ( is a direct consequence of the previous expresion 4, XY*®1 and the third
relation of (3.38). The proof is completed. O

Proposition 5. Second order terms for the D2Q9 scheme

The second order terms Dy = At Y ;>3 0, Afx 8 00, of the equivalent partial differential equations
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(3.35) of the D2Q9 fluid scheme admit the following expressions:

Al’{O’ga (5/1 Cz) (ax]x+ay]y) 513( qu +ayq;q)]
+ O xx Ox x(%zfx_' ) ay(%zj _EqJ’)
+0xy 0y (% §Qy)+ay(2§2] 3qx)
Dy = < +0¢ ax[ ( x0xp+ uyayp)] (3.42)

+ 0y Ox [ — €% (ux0xp — Uy 0yp)] + 01y 0y [ — c* (uy0xp + Uy 0yp)]
+ o, [ai(-%mﬁlx) + 0,0 (—§|u|2]y)]
22

0% (uyzux Jx) - axay( ]y)] + Oy [ 020y (e uy Ji) = 0% (us uy]y)]}
(32— ¢2) (0usx+0yJy) + & (02457 + 0,5

2
GX(_%]XJFG% )‘ay(‘F]nyéq;q)]
ou (1, + k) + 0, (4 1 3 )
Dy =< +0p 0y [—* (ux0xp +uydyp)] (3.43)
+ 0y Oy [ (ux0xp — Uy 0yp)] + 01y Ox [ — c* (tyBxp + uxdyp)]
+oe 000, —l|u|21x) + 62(—§|u|21y)]

"‘Uxx[ 6xay( 2 ]x)"‘az( o ]y)] +‘7xy[—ai(“xuyJX)‘axay(”x”y]y)]}-

+Uxx

At{ag dy

+ Oxx Oy

+ Oy Oy

Proof of Proposition 5.

We have, taking into account the relations (3.39), (3.40) and (3.41),

D o
A—;‘ = bzs o1 Alﬁ 050, = faxeg ;"a Oxx + Ty 0y0xy
512 eq 1,
= 00x| - & (U 0up + 1, 0yp) + (?— )dw]+0x( g ——|u| ]x)+ay( gy~ lul 7|
A2
+ O xx Oy _Cz(uxaxp uyo p)+0 ( E(UZ_Ux))]x_éqx

0[5+ 351 ——qyn

%)
+nyay[ ¢ (yOxp + uxdyp) + ( vty qJ’) ( JX+ qx)
= Ox(uxuyJx) = 0y (ux ”y]y)]

and the relation (3.42) is just a re-ordering of the previous expression following the increasing pow-
ers of the velocity. In a similar way,
D, O xx

E = ;3 (o8] Azﬁ aﬁel 6 6y05 > —0 gxx + nya Qxy

512 1 1
:Usay[—cz(uxaxp+uy0yp)+(?— cz)diV]+0x(6q§q—§|u|2]x)+0y( g ——Iul 21|
—c? (ux0xp —uydyp) + 0 [(/1—2+1(u2—u2))] —lqeq]
xO0x yOy [\ "oy o) | Jx T g dx

- Uxxay
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A1,
_a[(ﬁ Z(uy—u ) __qu ,
22 27 1
+ 0y 0y [ % (uy0xp + uxdyp) + 0 ( 3 ]y+3 )+6 ( ]x+§%ecq)
— Ox(ux tty Ji) — Oy (1 uy]y)]
and the relation follow without difficulty. The proof of Proposition 5 is completed. O

e We have now to compare the expressions 3.43) and the second order dissipation terms
proposed by the Navier-Stokes equations in and -

. 0x([ 0] + 0y 01 + ax(% (0S5 +0,1y)) o
L= :
— dx(g uxaxp) - ay(g uxayp) — ax(% (ux0xp+ uyayp))
ax(Eax]y) +0 ( y]y) +0 ((( x]x+6y]y))
P . (3.45)
- 6x(% uyaxp) - Oy(% uyayp) - Gy(; (uxdxp + uyayp)) )

Proposition 6. Identification of the second order terms at order zero in Velocity

When we 1dent1fy the second order dissipations given by the expressions (3.42) and (3.44) on one
hand, (3.43) and (3.45) on the other hand, we obtain a necessary value for the shear mscosr[y

Oxx O
B2y Zxx%xy (3.46)
p Oxx + 20y
and for the bulk viscosity:
Oxx O c?
o are, [ Zmlv o)) (3.47)
o Oxx +20y, M
Moreover, we have
0g°9 045 oy —4o
Ax_ _ %49y _ Oxx—40xy (3.48)

0Jx 0]y, Oxx+20y

Proof of Proposition 6.

At the ordre zero in velocity, the relation (3.44) shows that the coefficient “T% of 02 ], is equal to the

coefficient pﬂ of 6?, Jx plus the coefficient pi of 0,0,Jy. We have also an analogous relation in the

equation (3.45) : the coefficient ”TM of 0? Jy is equal to the coefficient pﬂ of 02] y plus the coefficient

p£ of 0,0, Jx. We write this isotropy property for the relations (3.42) and (3.43), with the notation
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We have
coeff(@i]x) = [(212—02)+§] o + (%2_§) Oy = f:)_‘;f
coeff(af,]x) - (2/124_?) O ry = ﬁ
o) = (G- o= (- Qo G G =55

Then we have from the previous isotropy property:

2

Mo o o 1 2
X xyP+é(0£+0xx+20xy)Q—Eaxx+§)tzaxy

o 2
—“Zp+ ——P:—)Lzaxy+—
6 6 6 3 3

and this relation can be written as

1 2
(—oe+0xx+204))P+ 5 (0e+0xx+204y)Q = Y (0xx—40yy). (3.49)

2N L]

We focus now on the equation (3.45):

5 Q A oQ p+d
2 _ 202 2y, ¥ A Y _Ht6
coeff(ay]y) = [(6/1 c)+6]05+(6 G)Oxx—pAt
2, Q p
2 _ (292, K _
Coeff(ax]y) = (3/1 + S)ny = Py,
_ [(5.,2 2. P A2 P 2., P ¢
coeff(axay]x) = [(8/1 —C)+E]Ug+(—g+6)0-xx+(§l +§)0-xy—m.
and the second isotropy property takes the form
o Moy o 2 o 1 2 2
§Q+T”—%Q: gxlzoxy+%o+g(ag+oxx+20xy)P—?axx+gxlzoxy
and we have a second relation
1 1 A2
6(05+0xx+20xy)P + A (—oe+0xx+204))Q = ?(Uxx—ll(fxy). (3.50)
We solve the linear system without difficulty:
gt 0g,) o —40
p=20 _ =20y Tty 42 (3.51)
0Jx 0]y  Oxx+20yy

and the relation (3.48) is established. Then we have

M :(%/12+£) ry = A2 Oxx Oxy

pAt 3 3 Oxx+20xy
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and the relation (3.46) is proven. On the other hand,

' [(5 5 o) P A2 P 2., P
— = -2 —c)+— o —(——+—)0 +(=A+—=]|0o
pAt 6 61 ¢ 6 6/ (3 3) wy
5 A? 2 1
= (6/12—02)05—onx+§/120xy+6(05+Uxx+20xy)P
5 /12 2 1 Uxx_4gx
= —/12—02)0 O+ 20y + = (0 + O +20,) ————L A2
(6 £ 6 XX 3 Xy 6( £ XX xy) Uxx+20xy
SN EPCR e s e JE PN (AR
“\6 6 Oxx+20yy ¢ Oxx+20yx, A2
that establishes the relation (3.47) and the proposition is established. |

Proposition 7. Identification of the second order terms at order one in velocity

When we identify the second order dissipations given by the expressions (3.42) and (3.44) on one
hand, (3.43) and (3.45) on one hand at order 1 relative to the velocity in a linearized approach, we
obtain the following expressions for the sound velocity

, A2
-2 3.52
C 3 ( )
for the bulk ViSCOSity:

205+ 0
€ g2p,Je 20t O0xy (3.53)
p 3 Oxx+20yy
and for the heat flux:
qiq:C1]x+€up, q;q:C1]y+§vp, (3.54)

with the coefficients C; and ¢ determined according to

Oxx—40 Oxy—0O
C = 2 ")z f=p—2 % 2 (3.55)
Oxx+20yy Oxx+20yy
Proof of Proposition 7.

If we consider a linearized approach around a given state Wy = (po, po Uo Po Vo), we have from the
relation (3.48) of the previous proposition the developments

CiJx +upéy + vonyx

(3.56)
C1Jy + upsy + vomy

—_——
Q

= o

Q
|
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with C; proposed at the relation (3.55). We introduce this representation inside the expression
(3.42). The term of order one relative to the advective velocity takes the form

o
At { 5 [“0 (03¢x +0x0yEy) + vo (93mc + axayny)]

o
+ % tg (— 028 +0,0,¢,) + vo (~ O%m+0:0,m, )]
DL =4 +T 1o (0:0y €y +0%8.) + o (0201 + 020, | (3.57)

+c 05(—u06xp—v06x6yp)+c oxx(—uoaxp+voax6yp)

+c? Oxy ( — Uy aip -1 axayp) } .
We identify the terms relative to « and v in (3.44) and (3.57). We obtain:

g g g
% (026 0:0y6)) + 2 (<0264 0,0,5,) + T2 00,6, + 5

1 o Co (3.58)
_ 2 2 _Ho, G0
c 050 p-c¢ Uxxaxp c nya At( o0 Ap o0 Oxp)
2 Oyx 2 Oxy 2
—(6 Nx+0x0y1y) + e —= (=021 + 0y dy1y) + 3 (0 ayny+6ynx)
, , 2 (3.59)
003050 + ¢ 01x0,0yp — 0y 0x0yp = 1 (- —axayp)

The relations (3.58) and (3.59) are identities between functions. The right hand side of (3.58) does
not contain cross derlvatlves So we deduce

O Oxx Oxy _

(5% + 5ot =0 (360
All the ¢’s coefficients are strictly positive. The relation (3.60) is an 1dent1ty between functions and it
implies that ¢, = 0. In an analogous way, the right hand side of (3.59) contains only cross derivatives.
We identify the 6?, terms of the left hand side:

o
7 gt = (3.61)

and 17, =0.

e Inan analogous way, the function ¢ a priori depends on p, J; and J,. But only the variable p
is present in the right hand side of (3.58). Then the functional ¢ is only a function of the variable p
that we can a priori suppose linear taking into account our actual linear framework. Similarly, the
functional 7, can not depend on the variables J, and J, that are absent at the right hand side of
(3.59). It is only a function of the variable p. We have finally

{x=¢p,  my=np, §y=0, 1nx=0. (3.62)

With the framework (3.62), we write again the relations (3.58) and (3.59). We get

e (£ - ) a2 +axx(—§—c o0+ 0y 5 - c2)a§p - 5 (-5 %aip) (3.63)
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n_p2 (Q 2 N_2)-_L %
05(6 c)+axx 6+c)+axy(3 c)— A7 Po' (3.64)
Tll)lle relation 1| generates two distinct relations because 6%p and 0?, p are two independent vari-
ables:

o) ton(-5-2) = A%(—%-%) (3.65)
axy(g—cz) - —Ait %. (3.66)

o  When we do the same treatment for the other equation of momentum conservation along the y
direction, we obtain relations that are analogous to (3.64), (3.65) and (3.66), except that the param-
eters ¢ and 7 are exchanged:

O¢ (g - cz) + axx(g +cz) + ny(g —cz) = —é % (3.67)
ag(g—cz)+axx(—g—cz) - é(—%—%) (3.68)
axy(g &) = —Ait %. (3.69)

We deduce immediately

n=¢. (3.70)

We use the relations (3.65), (3.66) and (3.67) for writing that g +{o = po + (. It comes

Oy (g +202) ~ 20y, (g - 02) -0
and finally

—Oxxt0yx
E=6—" V2

Oxx+20yy

The relation (3.55) is established. We inject the expression (3.55) inside (3.66). We have

Oxx+20yy AL Py Oxx+20yxy

¢ Oxx—O0x OxxOx 1 up Oxx Oy
ny(cz——)=axycz(l+2—y ) 3¢ — 2 - Ho _j2 TxxTxy
3 Oxx+20yy

due to the relation (3.46). We deduce from the previous line the necessary expression (3.52) of the
sound velocity: ¢ = 12/3.

* We focus now on a part of the left hand side of the relation (3.67):

Oxy—0O Oxy—0
Gar (54 2) 0y (S =) = [ [T 1) 4 gy (2220 )| 2
6 3 Oxx+20yxy Oxx+20yy
30xx O 305y 0
_ ( xx Yxy xy Yxx )Cz ~0

Oxx+20xy Oxx+20yy
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and the relation (3.67) is reduced to

O (§ - 02) L S0

6 At ,00.
We have now
1 Oxx—0O 20 +0 A2 204+ 0
_@zag( z_é)_ag 2(1+ xx xy)zagcz xx xyzag_ xxtOxy
At po Oxx+20yy Oxx+20yy 3 Oxx+t204y

and the relation (3.53) is established. Observe also that if we inject the expression (3.52) of the sound
velocity inside the relation (3.47), we have

1 (o /12( Oxx+Oxy 1) _ A2 205 +0yy
At po

Oxx+20x, 3 €3 Oxx+20xy

in coherence with the previous expression. The proposition 7 is established. a

Proposition 8. Towards nonlinearity

If we want to generalize the previous framework for nonlinear fluid mechanics, we must have

Oxx = Oxy (3.71)
A2 At
B _ K_ O (3.72)
p Po 3
A2 At
¢ _ S _ o (3.73)
p Po 3

and the heat flux has the expression

qg=-MA]. (3.74)

Proof of Proposition 8.

The expression (3.54) of the heat flux is now nonlinear and has to be considered as a differential:

J
dg% = €y dJ +5%dp, dqf = Cy sy + £ 2 dp,

. XX 4 X, XX X .
with C; = % A? atrue constant and ¢ = 6 : +2‘Ly 2 (c.f (3.55) only function only of the

density. We enforce the Schwarz relations in the previous expressions:

0C, 0 (. Jx

-— = —|¢— 3.75

dp 0y ( ) (3.75)
Because 2% = 0 and af = 0 as observed previously, the relation (3.75) implies £ = 0 and the

relation (3. 71 is estabhshed Joined with the expressions (3.46) and (3.53), the constraint im-
mediatly establishes (3.72) and (3.73] - In consequence of (3.71), we have also C; = —A2 . Moreover,
the condition £ =0 shows that dgy' = —A?dJ, and the first component of is clear. The proof
is identical for the second component and the proposition is established. d
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3.5 EQUILIBRIUM STATE

In the previous section, we have proved that the satisfaction of Navier Stokes equations at second
order equivalent equations of the D2Q9 scheme with conservation of the moments p, J, and J
implies the knowledge of the following equilibria for the moments numbered from 4 to 7:

2 2 2 2
e = _22 +3]x+]y XXeq:ﬁ erq:M
P ’ o P (3.76)

o
dx' =2, a4yt =-2"Jy.

The equilibrium value of the last momentum ¢, defined in (3.12) has no direct influence on the
equivalent equations. In the following, we show that the most reasonable value is the following one:

i+ 5
ed=2p-322 =L, (3.77)
0

If this relation is satisfied, the family f] *4 of particle distribution at equilibrium is given by the fol-
lowing proposition.

1/36 1/9 1/36

NI/

1/9 =—— 4/9 —1/9

AN

1/36 1/9 1/36
Figure 3.2 — Ponderations w; (c.f. ) for the particle distribution of the D2Q09 lattice Boltzmann scheme.

Proposition 9. Equilibrium particle distribution for the D2Q9 lattice Boltzmann scheme.

If the momenta m are defined with the relation m = M f and the matrix M explicited in (3.14),
the equilibrium values (3.76) and (3.77) induces the following Qian’s equilibrium [112, [113] for the
particle distribution:

f]?q:pwju/,-(p, u, 0<j<8, (3.78)
where the coefficients w; are illustrated on Figure
4 =0
T
wj=43 1=<is4 (3.79)
! 5<j<8
36’ /s

and the functions v (p, u) defined from the elementary vectors introduced in :

usej 9 usej\2 3 |ul?
= -=—. 3.80
T t3(7) (3.80

vi(p,u) =1+3 512
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Proof of Proposition 9.

The tedious by elementary product of the matrix M of (3.14) by the vector f°4 whose components
are explicited in (3.78) is equal to the vector

(p,pux,puy,—Zp/lz+3p(ui—3+uf,),p(ui—ui),puxuy,

m®d = (3.81)

t
NV puyx, A puy, pA* —=3p A% (Ui + u?,) )
and the proposition 9 is proved. a

The explicitation of all components of the vector f°9 is useful for the treatment of boundary condi-
tions:

e = %[z_lz(ufﬁui)]
1= g [ lemazui—id)
£ = 1% 2+%(2uy/1+2u§ ui)
5= 2 g(-ewneai-id))
ra={ o= B z+%(—2L¢M+2L¢§—“§) o
18 A
= % 1+%(ux/1+uy/1+u§+3uxuy+uf,)]
P A T
PRI 16 1S e
P A R
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CHAPTER 4

THIRD ORDER EQUIVALENT EQUATION OF LATTICE BOLTZMANN SCHEMES

We recall in this contributionE]the origin of lattice Boltzmann scheme and detail the version due to
D’Humieres [80]. We present a formal analysis of this lattice Boltzmann scheme in terms of a single
numerical infinitesimal parameter. We derive third order equivalent partial differential equation of
this scheme. Both situations of single conservation law and fluid flow with mass and momentum
conservations are detailed. We apply our analysis to so-called D1Q3 and D2Q9 lattice Boltzmann
schemes in one and two space dimensions.

4.1 FROM CELLULAR AUTOMATA TO LATTICE BOLTZMANN SCHEME

The idea of studying the evolution of a population on a discrete lattice £ can be attributed to Von
Neumann [I31] and Ulam [I30]. Nevertheless, this idea became very popular with the so-called
“Conway’s game of life” described by Gardner [60]. Recall that with this kind of automata, each node
x of the lattice (x € £° when we denote by £° the set of vertices of lattice £) can be occupied or
can be unoccupied. The population at discrete time ¢ on lattice £ is a function £ 05 x+—s flx, ne
{0, 1}. We have f(x, t) = 0 ifthe vertex x € £ isunoccupied at time ¢ and f(x, t) = 1 ifitis occupied.
The evolution f(., ) — f(., t+1) defines the rules of the game. We do not enter into the details of
game of life in this contribution.

Independently of these cellular automata, the Boltzmann equation proposes to determine a distri-
bution of particles R3 xR3 x [0, +o0[3 (X, v, 1) — f(x, v, t) € [0, +o0[ satisfying a continuous evolu-
tion typically as

of

S, UV = Q). 41

The left hand side of equation is the advection equation with velocity v and the right hand
side is defined by the so-called collision operator Q(+). This operator is local in space and mixes the
fx,v, ) forve R3. Technically speaking, for a given velocity v, Qf(x, v, ?) is a functional of all the
f(x, w, t) for all w e R3 with fixed space x and time ¢. It is classical (see e.g. the book of Chapman
and Cooling [26]) that the so-called equilibrium distribution f¢9 that is defined by Q(f¢7) =0 is a
Maxwellian distribution.

Due to the difficulties to handle equation (4.1I), two important ideas for simplifying the dynamics
have been proposed. The first one with Bhatnagar, Gross and Krook [9], consists in a linearization
around the equilibrium distribution f¢7 and in replacing the collision operator by a linear develop-
ment around f¢9:

QPK(f) = Se(f - f°N, (4.2)
1 initially published in [45]
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where S is the linearized collision operator at the equilibrium:
S = dQ(fe9). (4.3)

On the other hand with Carleman [24] and Broadwell [I8], one reduces the space of velocities R3
into a discrete set 7. Following this approach, the Boltzmann equation isreplaced by a system
of partial differential equations. This methodology of studying Boltzmann equation with discrete
velocities has been developed by Cabannes [22] and Gatignol [62].

In their pioneering work, Hardy, Pomeau and De Pazzis [73] made the link between cellular au-
tomata and Boltzmann equation: they proposed to use a cellular automaton to solve a discrete
version of Boltzmann equation. At vertex x, a particle of discrete velocity v € 7 can be present.
The discrete velocities v and the time step At are chosen in such a way that if x € LY x+Atvis
necessarily an other vertex of the lattice. In other words,

xe¥’ and veV = x+Atve L. (4.4)

At discrete time ¢, the state of the lattice is a function of the type L5 x — flx, ) e{Otu?. If
f(x, 1) =0, there is no particle at position x and time 7 and when f(x, 1) = v; (with v; € 7), there is
one particle of velocity v;. In their original work, Hardy et al [73] proposed to use a two-dimensional
square lattice with four velocities (a D2Q4 automaton in the technical jargon of lattice Boltzmann
community) and proposed rules of collision to determine a discrete collision operator Q(f). The
fundamental point is that these discrete collisions satisfy locally conservation of mass and momen-
tum, as the physical collisions at the microscopic level. It is possible to introduce density p(x, ?)
and momentum ¢(x, t) as mean values of (respectively) | f(y, t)l and | f(y, t)| f(y, t) for y in a block
of sufficient number of vertices around the vertex x. A remarkable result of cellular automata is that
classical conservation laws can be formally derived as the size of the blocks tends towards infinity:

d_p +divg =0
o4 ot (4.5)
— +div(P(p,q)) = 0

ot

With the next generation of cellular automata proposed by Frisch, Hasslacher and Pomeau [59] a
two-dimensional triangular lattice (D2Q6) was introduced and pressure tensor P(., ) of relation
becomes compatible with isotropy of the equations of hydrodynamics. The extension to three
space dimensions (“FCHC”, D3Q24 on a four-dimensional lattice in space-time) was proposed by
D’Humieres, Lallemand and Frisch [84]. The cellular automata suffer of a too important noise and
of the fact that the hydrodynamic transport coefficients are strongly imposed by the discrete algo-
rithm.

The new idea, proposed by Mac Namara and Zanetti [I01] , is to fit closer to the original Boltzmann
equation and to replace the discrete values f(x, t) of cellular automata by a distribution of particle
fj parametrized by discrete velocities vj € 7,0 < j < J. In the following, we will denote by J + 1 the
number of discrete velocities : J = {7 — 1, in order to label with number “0” the null velocity. At
discrete time ¢, the state of lattice £ is now a field of the form

L'5x— filx, DeR, 0<j<], vjeV

and the question is to define the iteration f.(., ) — f.(s, £+ Af) in order to “mimic” the evolution
of particle distribution f through the Boltzmann equation (4.1). Then Higuera, Succi and Benzi

50



4.2 — LATTICE BOLTZMANN “MRT” SCHEME

[79] proposed to use a BGK approximation of the type for the collision operator and Qian,
D’Humiéres and Lallemand [113] introduced a polynomial equilibrium distribution f¢9. Due to all
these modifications, the cellular automata have been replaced by the so-called Lattice Boltzmann
Equation (“LBE”). We prefer the denomination of “lattice Boltzmann scheme” to emphasize that
the result of all this work is a numerical method. Such a scheme contains classically two steps:
(i) a relaxation step where distribution f at vertex x is locally modified into a new distribution f*
and (ii) an advection step (the advection equation obtained by neglecting Q(f) in right hand side
of equation (4.1)), based on method of characteristic as an exact time integration operator (due to
). Then the scheme can finally be written as:

fito t+A0 = ff(x-vjAr,0),  vjeV, xeZL’. 4.6)

We refer to Lallemand and Luo [95] or to our lecture notes [42] for detailed explanation of this ap-
proach.

In what follows, we present in the second section the lattice Boltzmann scheme we are studying.
We propose to call it Lattice Boltzmann “DDH” scheme in honor of his inventor (D. D’Humieres
[80]) instead of the expression “multiple relaxation times” often used as in D’Humieres at al [83].
In order to analyse this algorithm, the community of lattice Boltzmann schemes intensively use
Chapman-Enskog expansions that are not very natural in our opinion in the framework of a com-
pletely discretized scheme. We refer for this approach to D’Humiéres [80] and to the new point of
view proposed by Junk and Rheinldnder [89]. We prefer to use the method of equivalent partial
differential equation proposed by Lerat and Peyret [100] and Warming and Hyett [133] to put in ev-
idence formally the conservation equations that are present under the lattice Boltzmann scheme.
The section 3 is devoted to technical lemmas and in section 4, we extend to third order the second
order development that we have published in ESAIM [42] and after the second ICMMES conference
[43]. We propose to apply previous ideas to advective thermics in section 5 and diffusive acoustics
in section 6.

4.2 LATTICE BOLTZMANN “MRT” SCHEME

We consider in this contribution a lattice % included in d-dimensional space R¢ and a discrete
velocity set 7 composed by g = J + 1 elements in such a way that £ is invariant by translation. On
one hand, set 7 does not depend on vertex x € £° and on the other hand the relation holds.
In order to define a “DdQgq” lattice Boltzmann scheme, two steps have to be defined: relaxation
step and advection step. The relaxation step f — f* is local in space and a priori nonlinear.
The advection step couples linearly a vertex x with its neighbors x+ v;At for 0 < j < J. All
difficulties are concentrated in the relaxation step that we precise now.

We recall that f;(x, ) is the number of particles at position x and discrete time 7 with discrete ve-
locity v; of components v;‘. We denote by f(x, t) the vector of components f;(x, ), j =0,...,J. We
construct in this section a matrix M in order to transform linearly the vector f into a so-called vec-
tor of momenta. These momenta can be conserved or not. First we introduce two candidates for
possible conservation: total sum of particle distribution (or momentum of order zero) p

J
plx, ) =Y filx, 1) = mo(x, t) 4.7)
j=0
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and momentum of first order g, with I1<a<d:

J
Ga(x, 1) = _ZOU;?‘ fi(x, 1) = mg(x, 1). (4.8)
]:
We set Mp; =1 and M,; = v;?‘ for 1 < a < d. We suppose that we have completed the matrix M
into (Mg j)o<j k< in such a way that M is invertible. From particle distribution f € R at vertex x
and time f, D’Humieres [80] introduces the vector of momenta m € R7 defined by

J
mp =Y Mjfj, 0<k<]. 4.9)
j=0

The first N momenta are supposed to be at equilibrium. In this contribution, we restrict ourselves to
the case N =1 (only one conservation law!) and to the case N = d + 1, i.e. we suppose conservation
of mass and momentum. For 0 < i < N — 1, we have conservation of momentum number i during
the relaxation process. The i® momentum after relaxation, denoted by m; is equal to m; and by
definition coincides with the equilibrium value m?q also denoted by W;:

mi=mi=m;"=W;, 0<i<N-I. (4.10)

We construct with the above hypothesis a conserved vector W € RV, For k = N, the momentum
my is not at thermodynamical equilibrium. It relaxes towards an equilibrium value mzq which is a
given nonlinear function y of vector W of conserved variables:

m =y (W),  k=N. (4.11)

We suppose with D’Humieres that the collision operator f — f* is diagonal in the basis of my.
This property express that the vectors my are eigenvectors of some approximation of the linearized
collision operator S introduced in relations and (4.3). In consequence strong physical con-
straints are imposed on matrix M. Due to this hypothesis, the value of m; after collision is given
according to

mp=0-s)mg+sem’, k=N,  s>0. 4.12)

Remark that s; < 0 is excluded because it corresponds to a repulsion by mzq and s; = 0 refers to
equilibrium, considered by convention for the other indices. It is classical (see e.g. Lallemand and
Luo, [95]) that s < 2 for stability of forward Euler scheme (4.12). After relaxation, distribution f* is
re-constructed thanks to elementary linear algebra:

J
fi=XM;m;, o0<j<]J. (4.13)
=0

4.3 TENSOR OF MOMENTUM-VELOCITY

Following our previous contributions [42] [43], we introduce the so-called “tensor of momentum-
velocity” Aip according to

J
Ap, = ZO MyjMpj (M Yje,  0<kpl<]. 4.14)
]:
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We introduce in this contribution its two “little brothers” Z]fp and Eipqr defined according to

q
4 L -1
kaquOMijijqj(M e, o<k p g <], (4.15)
]:
4 L -1
:kpqrzj;)Mijijqurj(M )je, O<kpqrl<]. (4.16)

Due to the hypothesis My; =1, we have the following elementary properties:

/>gp 5%, 0 < pt < ]
50”" A,;q, 0 < pagl < J 4.17)
Eopqr Zygr 0 < pgnt < ]J.

We have also the not so intuitive following property.

Proposition 4.3.1. Algebraic property. The tensors A, Z and E satisfy the two following relations:

Y AN, = Zi, 0<kpql<], (4.18)
c
Y AL, AGAL = e, 0<kpgrnls<]. (4.19)
St

Proof. We replace the tensor A in left hand side of relation (4.18) by its definition (4.14):

l _ -1 1
2 AjpArg= 2 Mj Mpj M My Mgy M,
r nj,v
= My My;8jy Mgy My;
Jjv
_ -1
- ZMkj MpjMgjM;,
J

—z¢

kpq due to definition (@.15).

We use a similar methodology for left hand side of (4.19):

t ( _ -1 -1 -1
ZASkp Nsq Nir = 2 Myj Mpj M;¢ Msy Mgy My My Mry M,
St 6,1,V 1L
—1
> Myj Mpjd jv Mgy Oy My M,
Jvu
— -1
=2 MijMp; Myj M, j M,
J

using simply definition (4.16). O
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4.4 EQUIVALENT EQUATIONS OF LATTICE BOLTZMANN MRT SCHEME

We adopt the Einstein convention of implicit summation of repeted indices. Recall that roman let-
ters have to be summed over integer indices from 0 to J whereas greak letters refer to the dimension
and are summed from 1 to d. We consider a lattice Boltzman DDH scheme defined by number N
of conserved quantities, an invertible matrix M and linear transformation between particle
distribution f and momenta m, equilibrium functions

RVsW —yi(W)eR, k=N,

that define the equilibrium momenta mzq according to , the discrete relaxation step -
(4.12) and the final advective step (4.6). In what follows, we fix the geometrical and topological
structure of lattice £, we fix the matrix M and the equilibrium function v (), and last but not
least, we suppose that parameters s for k = N have a fixed value. Then the whole lattice Boltzmann
scheme depends on a single parameter At.

We explore now formally what are the partial differential equations associated with the Boltzmann
numerical scheme, following the so-called “equivalent equation method” introduced and devel-
oped by Lerat and Peyret [100] and Warming and Hyett [133]. This approach is based on the as-
sumption, that a sufficiently smooth function exists which satisfies the difference equation at the
grid points. The idea of the calculus is to suppose that all the data are sufficiently regular and to
expand all the variables with Taylor formula. We have the following general framework:

Proposition 4.4.1. General development at third order of accuracy. With the lattice Boltzmann
precised previously, we have the following formal development:

1 1
m* + Ato,m* + A2 2mF + AP Emk + oart) = m]
2 6
Ar? AL (4.20)
~AtAL 0gm) + 7Z,faﬁaaaﬁm; - ?_kaﬁyaaaﬁaym[ +o0(tY),  os<k<].
Proof. We apply matrix M (relation (4.9)) to the scheme (4.6) and obtain in this way:
mi(t+A1) = ) My f} (x—vjA0) = Y My My, my(x—vjAr)
J je

At2 B A3 B v
_ZM,C] 0 [mg—Atv 6am[+7v vt 6a6ﬁm[—Tv;"v1 ij 050y my, + O(At )]

-1 * * Atz *
> My M} |mj = At Majdam; + =~ Maj Mp; 0a0pm;
je

AP
~ =~ Maj Mp; My} 02050, m; + o]

Af? AP _

and the result comes from a classical Taylor expansion of left hand side of relation (4.6). O

Proposition 4.4.2. Equilibrium at order zero. With the lattice Boltzmann defined previously, we
have

fitw = f"x, 0+ 000 = ff(x, 0+ 0D, 0<j<], (4.21)
my(x, 1) = m (x, 1) + O(AD) = m{(x, ) + OAD), 0<j<]J. (4.22)
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Proof. The relation (4.22) is clear for k < N due to (4.10). If k > N, we apply the relation (4.20) by
restricting ourselves to order zero and we get:

my = mZ+O(At), k=N. (4.23)
The relation (4.23) joined with (4.12) clearly implies (4.22). Then (4.21) is a consequence of (4.22) by
applying the fixed matrix M. O

Proposition 4.4.3. First order expansion of mass conservation law. With the lattice Boltzmann
scheme previously defined, we have the conservation of mass at first order:

0,0 +0aq.! = OAL). (4.24)
When N=d+1, q. = qq in relation .
Proof. We have from the relation at the order one applied with k = 0:
p+Atdp + O = p = AtA,0am) + O(ALY)
and due to and (4.22),
A§o0am} = 85 0am;" + O(AD) = dagq” + OAD).
The relation (4.24) is established. O

Proposition 4.4.4. Nonequilibrium momenta at first order. For k = N, we introduce the so-called
“defect of conservation” according to

Or=0,m;" + Ay, 0am,!, k=N (4.25)
and the viscosity coefficient

Op=———, k=N (4.26)
that defines a number o which is positive due to stability condition s; < 2. We have the following

first order expansion of nonconservative momenta my. and associated momentum my. after relax-
ation step:

1

mp = m - At(5 +0k)9k + 0, k=N 4.27)
1

mp = m+ 015 -0k)0c+ 0P, k=N. (4.28)

Proof. We consider relation (4.20) up to first order accuracy with the hypothesis that k = N i.e. my #
mr:

E:
my + Atd;my + O(ALY) = mi — AtAY_d,m) + O(ALD).
Then we use definition li of momentum m,’; after relaxation:

semic=m(") = my = my = ~At(0:mi + AL, 0gmy)| + O(AF)
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and obtain the intermediate relation (see also [42])
At
mp = m! — —0j + O(AL%).
Sk

Then relation (4.27) is an elementary consequence of (4.26). After relaxation we use again relation
(.12) and obtain

1
m = (1-sp)mg + sms? = mS7 + At(l - —)ek + 0.
Sk
Thus relation (4.28) is a direct consequence of previous relation and (4.26). O
The viscosity coefficient o = S—lk - % has been introduced by Hénon [77] in the context of cellular

automata. It has been re-discovered and explicited for lattice Boltzmann scheme by D’Humieres
[801.

The defect of conservation 0y has a natural interpretation in terms of Chapman-Enskog expansion.
Consider At as an infinitesimal parameter classically denoted as € (see e.g. D’Humiéres [80] and
introduce the associated Chapman-Enskog expansion for the discrete particle distribution f;j :

fi= f].e" + At f] + 0.
In terms of moments my, we have after the linear mapping (4.9):
mi = m? + At my + O(AL). (4.29)

If the moment of label k is at equilibrium (k < N), we have from relation (4.10) my = mzq and in
consequence

o, k<N.

1
my

If moment my is not at thermodynamical equilibrium, expansions (4.27) and (4.29) are necessarily
identical and it comes taking into account (4.26)

1
m,lc:——Hk, k=N.
Sk

The defects of conservation (0y)x=n naturally define the first order term in Chapman Enskog de-
velopment of lattice Boltzmann scheme parametrized by the time step At.

Proposition 4.4.5. Second order expansion of mass conservation law. With the lattice Boltzmann
scheme previously defined, we have the conservation of mass at second order:

0:p + 0aq — Atog0a0q = OALY). (4.30)
When N = d + 1, relation is equivalent to

0:p + 0aqa = O(AL). 4.31)
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Proof. We first evaluate second order time derivative of density as a function of space derivatives.
We differentiate relation (4.24) relatively to time and relation (4.25) with k = a relatively to space.
We obtain

O(AD) = 7p + 0a01qq" = 07p + 0u (B — Afydpm,”)
and we deduce the intermediate lemma:
070 +0a0o — A 0adpm,” = O(AD). (4.32)

We now apply relation (4.20) up to second order accuracy with i = 0:

AL 3 L AP, x 3
p+At0tp+76tp+O(At ) = p—Ataaqa+7ZMﬁ6a6ﬁmg +O(A?).

We have according to (4.28) with k = a:
1
G = da” + At(5 - 0a) 60 + OAL)
and we use relation (4.17) to simplify the expression of Z(fa B It comes
4 * _ Al eq
ZOaﬁaaaﬁmg = Aaﬁaaaﬁm[ + O(A1).
We inject also relation (4.32) for second time derivative of density up to first order. We deduce:
0ip + 2L (AL 040pmS — 04Ba) + OAL
tp+7( apQa0pMM,  — Oq a)+ (At7)

1 At
= —0a[a” + (5 ~04)0a| + 5 Aop0adpmy! + OB

and relation (4.30) is a simple consequence of the previous equation and relation (4.18). When
momenta ¢, are at equilibrium (IV = d + 1), the “defect of conservation” 8, is of order O(At) and
the term Ato, 040, inside equation is of order O(A#?). Thus relation is proven and the
proposition is established. O

Proposition 4.4.6. Nonequilibrium momenta at second order. We can be more specific about rela-
tions and up to second order accuracy for non-conserved momenta, i.e. k= N:

1
me = ml = A +00) [0 = At(04k0,0k + 00 Ny 0abr)] + OAL) (4.33)

1
m} m + At (=0 [0k = At (00,0, + 0 AL, 0q0,)] + OALY). (4.34)

Proof. We consider relation (4.20) up to second order accuracy:

mi + Ardemy + AL 2 my + O(AF)
_ * V4 * At? 0 * 3
=myg — AtAkaaamg + Tzkaﬁaaaﬁm[ + O(A?°).
We transform the expression 0my. by deriving in time the expression 1| It comes
2.4 _ p eqy _ p l eq
oym," = 6t(6k—Aka6amp ) = 0:0k — Akaaa(ep—Apﬁaﬂm[ )
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with implicit summation over repeted indices. Then from relaxation definition (4.12), we obtain

e
sg (my — mkq) = my — my,

_At0, [m;" - At(% +ak) ek] - %ﬂ(atek ~ Ao 0aby + AL A aaaﬁqu)

l
~AtAL, 0a

eq 1 AP, eq 3
my? + (5= 0e) 0] + =5 Z{op0a0pmy? + OB
= At + AP 010,05 + ArzagAf 040, + OAFY)

by taking into account relations (4.25) and (4.18). Then relation (4 | is a direct consequence of
above expression and of first order development (4.27). The expresion (4.34) of momentum of order
k after relaxation step follows from analogous considerations. O

Proposition 4.4.7. Third order mass conservation for thermal problem. When only one conserva-
tion is present (N = 1), conservation of mass admits the following expression up to third order
accuracy:

1 1
0:p + 000G — Atoa0aq + AL [(oi - g)aaatea + (oa 00— ) Al 500 aﬁef] - O(AL). (4.35)

Proof. We first establish a second order accurate expression to second order time denvatlve 02p and
a first order expression for third order time derivative 8°p. We have by derivation of relatlvely
to time:

020 + 040:qy" — At0 040,04 = O(AL).

Then by inserting inside the previous expression derivation towards space of relation (4.25):
020 + 0a(0a — AL p0pmGT) - A04 0,010, = OAE)

we obtain

0%p + 0,0, — A{;ﬁ 0a0pmy! — At0 400,04 = O(AL). (4.36)

We now derive relatively to time relation (4.36) and neglect the last term:
0%p + 00000 — Moy 0205 (00— A} 9,my7) = O(AD
and we have established an expression of third order time derivative of density:

030 + 040,04 — o 0a0p 07 + AP Wa 050,y my " = O(AD). (4.37)

ap

We consider now the expression (4.20) up to third order in the particular case i = 0:

Ar? AP
o+ Atatp + Tafp + ?G?p + O(AIA)

. Af? AL
=p—At0qq, + — Oaﬁaaaﬁm[ ?_Oamdaaﬁdymé +0ALY.
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We insert in left hand side the previous expressions (4.36) and (4.37) for high order time derivatives
and in right hand side the momentum ¢;; with the help of (4.28). We take also into account remarks

(4.17). We obtain:

At
0t9+7( 6a9a+Aaﬁaa0ﬁm +At0aaaat0a)

At?
—— (02000 + Ny0a050, — ALy AL 9000, my’)

1
S m«(E ~04)[0a — Mt(040:00 + 0 Al3p00)) |

At 1 At?

_?Aﬁﬁaaaﬁ[m;q-}—At(E—O’g)Hg] + — aﬁya aﬁa m =O(At3).

We simplify the above expression by taking into account relation (4.19). We obtain:

01p + 0ads’ = M 0o 0abe + A1 (040,00 (% - é — g (% ~0a))+

+A§cﬁ6 aﬁeg(é — 0y (%—0'“) - %(%—O’[))] = O(Al’s)

and the relation (4.35) is now a consequence of elementary algebra. O
We focus now on the case of mass conservation and d momentum conservations (N = d +1). Of

course Proposition [4.4.2]is still valid and we have equilibrium at order zero (relations (4.21) and
(4.22).

Proposition 4.4.8. First order expansion of momentum conservation law. With the lattice Boltz-
mann scheme previously defined and under the hypothesis N = d + 1 of conservation of mass and
momentum, we have at first order

01 Ga + Aiﬁaﬁqu =0 l<a<d. (4.38)

Proof. We detail relation (4.20) at order one for k = . It comes

da + At0;qe + O(MF) = qo — At ALz 0pm; + O(AF)

and conclusion (4.38) comes directly from (4.22). O
We recall that, according to Proposition 6, conservation of mass can be written as (4.31) at second
order of accuracy. Moreover, expression of nonequilibrium momenta at first order are still given

according to relations (4.27) and (4.28). We can precise now the conservation of momentum up to
second order.

Proposition 4.4.9. Second order expansion for momentum. With the lattice Boltzmann scheme
previously defined and under the hypothesis N = d + 1 of conservation of mass and momentum, we

have the following conservation of momentum at second order

Orda + Nypdpmy’ — oy At 050, = OAF), 1<as<d, (4.39)

59



CHAPTER 4 — THIRD ORDER EQUIVALENT EQUATION OF LATTICE BOLTZMANN SCHEMES

Proof. We first precise second order time derivative of conserved variables. We have by derivation
of (4.31) relatively to time and of (4.38) relatively to space:

070 = Al 0a0pp + O(AD).

In an analogous way, we differentiate 4) relatively to time and replace 0 ,m;q by expression ob-
tained from definition (4.25):

07 qa + N0 (00 - Ay, 0ym),") = O(AD).
Then

07da = —Ags0500 + AL AL 050, my7 + 0D,

ap Moy

We consider now relation (4.20) with k = a up to second order accuracy:

A%, 3
o + At0:qq + Tatqa + O(Ar) =
2

Ga = NN Opmy + —— Zbg 0p0ymy + O(AL).

aﬁy

We substitute in the right hand side the expression (4.28) of momenta after relaxation:

At
0rqa + =~ AbypOpbe + ALy N}y 00y my)
At

Aﬁﬁaﬁ [m;q + At(z—ag)eg] aﬁyaﬁa m = 0O(Ar?)

and relation (4.39) is a direct consequence of identity (4.18). O

Proposition 4.4.10. Third order equivalent equations for fluid model. When N = d+1 conservation
laws are present, second order conservation of mass (4.31) and momentum admit the following
expressions up to third order accuracy:

At
0ip +3 . 0ada~—5 2. A p0adp0, = OAL) (4.40)
a apl

1
0rda + Y Moppm(’ = Y o At N;0p0, + A2 Y (07— E)Aﬁﬁataﬁeg
pe pe pe (4.41)
1 .
+ Z (000, - > ) PN Op0y0c| = OMEY),  1<as<d.

Proof. First, the nonconserved momenta still admit the developments (4.33) and (4.34) as previ-
ously. Second we prec1se second order and third order time derivative of conserved variables.

>From (4.31) and (4.39), we have
d5p = Agﬁaaaﬁmzq — 00 At A} 50,0500 + O(AF) (4.42)

01p = Ao 0a0p0s — AL LAY, 0,050, myT + O(A) (4.43)

p
ap
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Ot = —Nyg0p00 + AL AT, 050, my + oy AL AL 50,050, + O(AL) (4.44)

ﬁPY

07 qa = ataﬁeg + Al g Ay 050,00 —
We look for development (4.20) when i = 0:

[5 PY q(aﬁayagm + O(AD). (4.45)

At2 AL
p+Atdp + TO%p + TO?p +0(Ath =
. Ar? . AP
p—Atdaqy + TZgaﬁaaaﬁm[ - ?_Oaﬁyaaaﬁaym{, +0(Ath).

We replace 0%p and 0% p by their values (4.42) and li obtained from previous Taylor expansions,
we use relations (4.17) and introduce development (4.34) for nonconserved momenta. We get

At A2
dip+ — (Aaﬁa opmy" — o g At Al020p0) + —— - (A250a0500 — Ay AL, 0,050, m5") + 0ade

ﬁ
At 1
— ?Agﬁaﬁay [m;q + AI(E—U[)Gg] + aﬁyaaaﬁay me? = 0.

First order terms vanish and we have a simplification due to . Coefficient of Ag aaaﬁeg At? is

equalto —% + 1 + (0, - 3) = -3 and relation (4.40) is established.

We explicit relation (4.20) when k = a:

At? AL
Ga + A0 Ga + 76§qa + ?aiqa +O(ALY

= qa— At Az 0pm; + —— aﬁyaﬁaymg . —— 05,0050y 0cm; + O(ALY).

We insert the express1ons and ) 4) of afqa, tha and my, respectively inside the
previous relation and we d1v1de by At We have

At
0rqa + - (= NopdpBe + Ny )y 00y my" + 00 AL AL ;0,040,)

Af?
+?(—A£ 010507 + A2y N, 90,0, — Ny Afh N 050,0,my7)

ap m/ af " PY T q¢

+ AL pop|my? + At(— ~0¢) [0 - t(000,0, + 0y A, 0,6,)]|

At 1 At?
_ aﬁyaﬁay[m +At(——05)95] 6 iﬁﬂvaﬁayazm;q:O(At?’).

Vi . . .
We replace Z, Py and = Ha Bye by their values obtained from relations lb and li and four terms

are droped out by this way. The coefficient of Aiﬁ 0100, At? is equal to 02—” - (—13 +0y (0[— %) = 0'?—%

and the coefficient of A} ; Ay, 0p0y0¢ At® is simply: § +0¢(0p~3)+3(0¢~3) = 0¢0p — 13. Then
relation (4.41) is proven. O

If we compare third order mass conservation (4.35) for a single conservation law and third order
momentum conservation li for fluid flow, we observe analogous coefficients of the type a% - %
and o,0p - E related to the terms 0,050, and 030,60, respectively. Relation (4.41) contains one

more factor of the type “A” than relation (4.35). Nevertheless, a structure is clearly appearing!
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1 2 3
L L @
x— AX X x+ Ax

Figure 4.1 — Neighboring nodes for D1Q3 lattice Boltzmann scheme

4.5 APPLICATION TO ADVECTIVE THERMICS

We begin this application with the very simple one-dimensional model D1Q3 illustrated on Figure
1.

In order to compare time step At and space step Ax, we introduce a velocity scale A according to

A vertex x is connected with itself and with its two neighbors x — Ax and x + Ax. Three families
of particles exist in this model: fy(x, ) with null velocity, f_(x, t) with velocity —1 and f;(x, 1)
with velocity +A. Density p is defined from the f’s with the help of relation (4.7). There is only one
component of momentum:

q=-Af-+Af. (4.46)
We choose internal energy according to
/12
€= (f- + f+) (4.47)

as the third momentum. In consequence, matrix M takes the form

1 1 1
M=|-12 0 aA]. (4.48)
A2 A2
7 0 7

It is therefore easy to explicit the tensor of mementum-velocity A defined at relation (4.14). We have
for D1Q3 model

1 00 0 1 0 0 0 1
A’=fo o of, A'=|1 o |, A*=[0 2 o0 (4.49)
000 0o £ o 10 &

2

The application of lattice Boltzmann framework for thermal problem has been intensively studied
and we refer e.g. to the contributions of Chen, Ohashi and Akiyama [30], Shan [121], Chen-Doolen
(28] and Ginzburg [64]. In our particular case, the two last momenta g and e are not conserved.
We introduce a velocity V = v A and a coefficient parameter { in order to precise equilibrium val-
ues. We restrict here to a linear case and these two equilibrium values are proportional to the only
conservative variable (density):

/12
g1 =vap, e =C?p. (4.50)
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Due to equilibrium values (4.50), defects of conservation 6 introduced in (4.25) take the simple
algebraic form

dp 2 0p op . 40P
= vl — =, = (= ) 451
61 =vig +(APSC, Oy ( - Max) 4.51)

We have also the relaxation parameters s;, s» and the associated viscosity coefﬁcients 01, o, de-
fined from the previous ones according to relation (4.26). Then relations (4.10) and (4.12) can be
summarized in a single matricial relation. The momenta after relaxation satlsfy

m* = Joem, (4.52)
with
1 0 0
Jo=| s1vA 1-g 0 . (4.53)

(Sg%z 0 1-5

Proposition 4.5.1. Third order equivalent equation for advective thermal D1Q3 lattice Boltzmann
scheme. With notations explicited previously, the D1Q3 scheme defined by (4.6), {4.9), and
satisfy the following partial equivalent equation

% 4 2% g atr2- 6—‘)
ot " ox ) ox? w50

— AP vxls[ (Ul——)({ v) (é—alag)(l—{)]a—xg = O(APY).

Proof. Due to (4.50) and (4.24), we write the equivalent equation at order one:

0p 0p
— A— =O(At
ot v 0x (A
and we report this expression to precise defects of equilibrium:
0 A3 0
—¢-vm22 L ronn, 6,="va-0L+0w. (4.55)
0x 2 0x

We replace expression (4.55) of 8, inside relation (4.30) and obtain mass conservation at second
order:
0%

9p 9p 2 2
= _—0A = 0(A
6t+v/10 O1AtA°(( - v) = 0(A1?).

This expression for a—‘t’ allows us to precise 6, defined in lh

0°p

0x2
We use relation (4.55) for complementary third order terms of relation (4.35). Then conservation
law at third order takes the form:

:((—vz)/lzg—i+alAt/12(C—v + O(AF).

0 op
0‘; Ma_ —alAt—[(( v?) A2 ap + o AAR( — v )—]
op
2[( 2 2 _ 1Y), 43 _ 3
+ A7 [(01 )( A A2 - v) +(0102 )M a- () (a )]_O(At)
and relation (4.54) is a consequence of factorization of At? v A3 in the previous expression. O
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Ax

Figure 4.2 — Neighboring nodes for the D2Q9 lattice Boltzmann scheme

We consider now the lattice Boltzmann scheme for a two-dimensional application, with the so-
called D2Q9 scheme. The vicinity of a node x in lattice £ is represented on Figure 2. It is composed
by x itself and the eight nodes around x following the axis and the diagonals of a square lattice.

The moments m satisfy relation (4.9) with a 9 x 9 matrix M classically (see Lallemand and Luo [95])
given by the relation

1 1 1 1 1 1 1 1 1
0o 2 0 -4 0 A -2 -4 A
0O 0 A 0 -2 12 A -1 -4
-4 -1 -1 -1 -1 2 2 2 2
M=]14 -2 -2 -2 -2 1 1 1 1]. (4.56)
0o -2 0 2 o 1 -1 -1 1
0O 0 -2 0 2 1 1 -1 -1
o +1 -1 1 -1 0 O 0 0
0 0 O 0 o 1 -1 1 -1

It is easy to evaluate the tensor of momentum-velocity A and we have explicited it at the Annex. We
have in particular the following two by two blocs that correspond to the usefull data for relations

(4.35), (4.40) and (4.41):
0 1 ,(1 0
2 1 _ A2 2
AQp= 3/1 ( ) Aup=Nop=0, Agp=21 (0 1),

0 01 (4.57)
2 8 _ 42

Nop=Ny5=055=0, Al5= 21( _),Aaﬁ—/l( ) l<a, f<2.

The equilibrium momenta are linear functions of the only conserved variable p. It is classical (see
Lallemand and Luo [95]) to observe that by a rotation of the coordinates, m! and m? are two com-
ponents of a vector, m® and m* are two scalars m?® and m® are also two components of a vector (the
momentum of order 3, defined from } ; j lv;|? jl“ vj fj, id est heat flux for fluid applications) and m’
and m® are partial cordinates of a tensor of order two. We intoduce u and v as adimensionalized

64



4.5 — APPLICATION TO ADVECTIVE THERMICS

components of a given velocity and we set
g =ulp, q;q =vAlp. (4.58)

Due to the vectorial nature of m° and m®, we complete this equilibrium distribution in setting a
priori

eq

ms' =asup, mgq:agvp. (4.59)

We complete this equilibrium distribution in a very simple manner:

e e e e
ms' = azp, my’=aip, m=ap, my?=asp. (4.60)
The momenta m™* after equilibrium satisfy the relation (4.52) with matrix J, that takes into account
the a priori vectorial structure of equilibrium momenta thus in particular s; = s, and s5 = sg, and
is given by the relation:

1 0 0 0
uls; 1-s5 0 0
vASsy 0
as S3
Jo=| asss
as U S5
ag UV Ss

ag s7
as Sg

(4.61)

S O O O o o
S O O O o oo o

S O O o o o o

=)
o
T
2
o

We have the first following property:

Proposition 4.5.2. Second order scheme for D2Q9 advective thermal lattice Boltzmann scheme.

With notations explicited previously, the D2Q9 scheme defined by (4.6), (4.9), and (4.61) is
equivalent to the following advective thermal model

2 2

dp dp 0py .o 0°p 0°p 2
L a(uzt +vE) - 220 ar (=L + =L = oAt 4.62
TR ”ay) for (G 6y2) (A1) (4.62)

if and only if the coefficients a3, a; and ag satisfy the relations

a3 =3W?+v*) —4+6&, a;=u*-1v*, ag=uv. (4.63)

Proof. From Proposition 4, the relation (4.62) is true at order one, due to the particular choice of
conservated momenta (4.58), (4.59) and (4.60). We apply now Proposition 6 (relation (4.30)). We
just have to evaluate the defects of conservation 6, and 6,. Due to the relations and (4.57),
the only equilibrium momenta that contribute to 8; and 6, have labels 0, 3, 7 and 8. It comes

2 2
op N glza_p N A” d(az p) N A* d(az p) L2 d(ag p)

01 =ui +O(AD)?
ST 5x T 6 T ax 2 ox 3y (AD)
and taking into account relation (4.62) at order one:
_ (2,8 @ 5,200 2 0p 2
91—(§+E+?—u)/1a+(a3—uv)A$+O(At). (4.64)
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In a similar way;

6, = vﬂtgp iazg—‘y) + %2 a(gip) - %2 O(g;p) + Aza(gip) +o(An?
and
922(ag—uv)/lzg—i+(%—%+§—Uz)/lzg—p+0(At)2. (4.65)
Y
Then due to relation (4.30),
BNT D EalAt% . zAt%—(if - 2¢0 Ar(gzp gj/’;) +0(AD?

for an arbitrary field p(s, ) if and only if ag — uv = 0 and a3 and ay are solution of the following
linear system:

a a 2 a a 2

ST, 2T or-Zi2

6 2 3 6 2 3
From the previous lines, the explicitation of as and a; with (4.63) is clear and the proposition is
established. O

The expression (4.61) for coefficients a; and ag shows clearly the natural tensorial structure of mo-
menta m; and mg. Under a rotation of space of angle +7, m; exchange sign and components and
mg exchange the coordinates, as observed in (4.61). For development of the algebraic consequences
of representations of lattice symmetry group for the conception of lattice Boltzmann scheme, we
refer to Lallemnd-Luo [96] and Rubinstein [117]. We precise now the equivalent equation of the
Boltzmann scheme at order three.

Proposition 4.5.3. Third order scheme for D2Q9 advective thermal lattice Boltzmann scheme.
With previous notations and hypotheses, the D2Q9 Boltzmann scheme defined by (4.6), {4.9),
and (4.61) is equivalent at third order to the following partial differential equation

) (22 52) 000 ot el )

(0103 %) (3(u2+v2)+(65—5)—a5)u%+(3(u2+v2)+(6€—5)—a6)v6£](Ap)

(4.66)
(0107 1—12) (3(u2—v2)—1+a5)u%+(3(u v)+1—a6) ;y](gz?g—gi;)
(0108 %) (3u2—2—a6)v%+(3v -2-as u—]a ay} = 0(AD°>.

Proof. We complete the relation (4.62) by the two extra terms present in relation (4.35) and we take
into account an expansion of defect of conservation 8, and 8, at order 2. On one side, from (4.36),
4) and (4.65), taking into account the equation (4.62), we have easily

UlAt6_+ ZAtE_A fUlAl’(@+W)+O'1At A é( a+U5)(Ap)+O(Aﬂ . (4.67)
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On the other side,

2~ 2Josoutn = (ot -2)[ 2% - 2%
:Aﬁ(g{ )m? (gt)+O(At)

= _Af (01 - 6)&?@% + v%) (Ap) + O(AR?

and due to (4.67), the first four terms in (4.35) expand as the first two lines of (4.66) at third order of
accuracy. The other lines correspond to the fifth term (040, - 35 ) 502050, of relatlon (4.35). We
remark that due to (4.57 - ) the only terms that have to be taken 1nto account concern 03, 67 and 0Og.
After some lines of elementary algebra that use explicitly the Annex, we have from (4.25) and (4.56):

05 :—A[s(u +12) + (6—5)— as)ug—p+(3(u +12) + (66— 5) — ag) ]+0(At)
97:——[(S(uz—v2)—1+a5)ua—p+(3(u2—v2)+1—ag)v—]+O(At)
3 0x oy
= M2 a 02 (32— g 2P
05 = 3[(3u 2-ag)v " + (307 -2 a5)uay]+O(At).

The proposition is established. O

4.6 APPLICATION TO DIFFUSIVE ACOUSTICS

We use the D1Q3 lattice Boltzmann scheme presented in the first part of Section 5 for simulating
diffusive acoustics. Figure 1 is still valid and momenta are still density (defined in ), momen-
tum (see (4.46)) and kinetic energy (c.f. (4.47)). Then matrix M proposed at relation remains
valid for this new physical model and in consequence the tensor of momentum-velocity A is still
given according to the relation (4.49). For acoustics, density and momentum (4.46) are in equi-
librium. Kinetic energy ¢ admits an equilibrium value €7 given as in (4.50) in order to respect
Galilean invariance. We suppose

AZ
eqd — .
€ Czp

The present model is linear and relation (4.52) is still valid but matrix Jy is no longer given by relation
(4.53) and we suppose now

1 0 0
Jo = 0 1 0 |. (4.68)
(sA?/2 0 1-s

There is only one nonequilibrium momentum, thus only one relaxation parameter and we set sim-
ply o =5 — 5. There is also only one defect of conservation 6 now evaluated according to

A2 op A A2 dq

2 0t 2 ox’
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Proposition 4.6.1. Third order scheme for D1Q3 diffusive acoustics lattice Boltzmann scheme.
With previous notations, the D1Q3 Boltzmann scheme defined by (4.6), (4.9), and admits
the following partial differential equations for conservation of mass and conservation of momentum
at third order of accuracy:

op 0 &
a—‘; + az S-0A2ar = T onr (4.69)
2
94 s p aAZAtu—c)a—q
ot 4.70)
/14At2 ap '
{(1-0) (60* —1)— = O(ALS).

Proof. We have the relation at first order of accuracy, due to Proposition 4 (relation -)
Conservation of momentum at ﬁrst order is a consequence of Proposition 9 (relation (4.38)) and
of the expression (4.49) of the tensor of momentum-velocity that implies that A 1 [make attention
that tensor Aip is labelled from 0 to 2!] is not null only for ¢ = 2. Then

99

0 eqy
5, +25-(°7) = 0D

and the relation (4.69) is true at first order.

Conservation of mass (4.40) implies that no first order term in At is present. We deduce an expan-
sion of the defect of conservation 8 at second order :

2
= (1—()%2—1 + O(AF). 4.71)

Conservation of momentum ( allows to explicit the complementary term o, At A’ ap 0p0,. We
have
00 A2 6%0
oAt 050, = OALAY, — = 0(1-0) = At = + O(AF
¢AtA, 50500 1155 ( ()2 5.2 FOBr)
due to relation (4.24). In consequence, relations (4.69) and (4.70) are valid at order two of accuracy
and no extra term will come from the above expression when considering one extra order.

We apply now relations (4.40) and (4.41). To establish mass conservation, we have

A, A ( )

q+O(At),

and this complementary term closes the proof for the first equation. Concerning conservation of
momentum, we have on one hand

(Ui‘é)/‘ﬁﬁataﬁef = (Uz_é)Ai%

(02 - 1) (1-0) A2 a_Z(Z_q) + 0 dueto @E7T)

(a ——)(1 ()A‘* T ond),
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and on the other hand

LYar a¢ (2 Lly,o 0 0°0
The relation (4.70) is completely established and the proposition is proved. O

We adapt now the D2Q9 Boltzmann scheme presented at second sub-section of Section 5 for two-
dimensional acoustics. Labelling the degrees of freedom with Figure 2 remains valid and momen-
tum matrix M is still given by relation (4.56). In consequence, the momentum-velocity tensor A is
still obtained according to relations (4.57). This model conserves mass and the two components of
momentum. Then following Lallemand and Luo [95], relations (4.58) to have to be replaced
by

mgq:—Zp, qu:p, mgq:—%, mgq:—%, m?q:mngo
and in consequence the matrix Jj takes the form
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
-2s3 0 0 1-s3 O 0 0 0 0
Jo=| sS4 0 0 0 1-s4 O 0 0 0
0o -3 0 0 0 1-s5 O 0 0
0o 0 -3 0 0 0 1-s5 O 0
0 0 0 0 0 0 0 1-s; O
0 0 0 0 0 0 0 0 1-s;

Due to relation (4.57), only three defects of conservation play an active role for determining the
equivalent equations. We have now (see details e.g. [42])

dqy o
(o + o)

|
l/
>
(o<}
Il

(4.72)

Proposition 4.6.2. Third order scheme for D2Q9 diffusive acoustics lattice Boltzmann scheme.

With previous notations, the D2Q9 Boltzmann scheme defined by (4.6), (4.9), and (4.71) admits
the following partial differential equations for conservation of mass and momentum at third order of
accuracy:

0 1
Op , 99x Oy 1

2A? Adivg) = OAE), 4,
TRECTRrT 181 t“A(divg) = O(AL>) (4.73)

dgx A*dp A? a . MA,  , 1Yo 3
E + ga - ?At[USadqu‘FUSAQx] - —(0'3+0'8—§)£Ap = 0O(AY), 4.74)
dg. A2op A2 o . MAZ, , , 1y .
E + ?a - ?At[ag—dlvq+08Aqx - —( 3+U8—§)@Ap = O(AY). (4.75)
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Proof. We have to go step by step as in the other examples. Equation of mass (4.73) is valid at first
order. Second, due to (4.39) and (4.57),

l €q _ A0 eq 3 eq 7 eq 8 eq
Aaﬁaﬁmg —Aaﬁdﬁmo +Aaﬁ0ﬁm3 +Aaﬁ6ﬁm7 +Aaﬁ0ﬁm8
2 1 2 1 1
= 5/120“[) + Eﬂzaa(mgq) = 5/120“[) + 6/12 (—2)0ap = 5/120@[)

and relations (4.74) and (4.75) are established at first order.

The equation of mass is exact up to second order of accuracy and we evaluate 83 as consequence of

and at second order:
05 =2divg + O(Ar?).
For momentum transfer, we have from
07 At AL 0p0, = At|os Ay 0p0s + 07 AT ;0507 + 07 AL 5 008)

In particular for @ = 1 we have

ogAtA{ﬁaﬁegzAZM[@i(zdiqu%:x( (%-66_?))+0766y( (66? aqx))] 0Ar)

—AzAt[ dzvq)+—Aqx]+O(At),
and for ¢ =2

oesesigoe =200 (5 geewva) - 5 G- S or G )

+0(AR)
20t 2 2 (divg)+ Zag | +o@e).
3 dy 3

These expressions prove that momentum conservation (4.74) and (4.75) is established at order two.
The extension to third order of accuracy follow (4.40) and (4.41] - Due to relation (4.40),

Atz N 50a0p0, = Atz( A3 400003 + N],30a007 + AL 30,0405
_AZMZ[ A2divg) + (a2 ) (‘% 6;’;)) +20.0(5 ((Zf+a£f))]+0(m)
- T [52(50) + SalGp)] sorart

and the relation (4.73) is completely established. We observe now that by derivation of (4.72) rela-
tively to time and taking into account the relations (4.74) and (4.75) at first order, we have

005 2 36+ zz(azp Gzp) 305 _ 2., O
oxz  ay?)’

= = _ZA%Ap, —L=-22 = —_—.
ar 3P o T ar 9" oxay

We consider one of the last terms of equation (4.41). We have
1y 1
(07 - 5)Aep0:0p0c = (05— <) 35 05(0:05) + (05 - ) |A7505(0:07) + A% ;95(0:0)]
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andfora=1,

(2 -2 tp00y0 = & (02~ 1) Z(-2a2p) + g(a;_é)i(_glz(%g_%))

- 2 -2

2_1) 9
6/0y\ 9= 0xdy AP)+(G7 6) x(Ap)]+0(At)

and all the terms of equation (4.74) have been put in evidence. For a =2, we have

R S e U )
# 22(02-3) o[- 37 e) + Ol

23 2o+ 31 o] s

and all the terms of (4.75) have been found. We finally observe that the last term in relation (4.41),
idest Ypypelopop — ﬁ) AZ s Afw 0p0y0, is null due to the particular form of tensor terms Aip
detailed in the Annex. The proposition is proved. O

CONCLUSION

We have proposed a formal development of lattice Bolzmann schemes at third order of accuracy,
with a particular emphasis on single conservation law (thermal model) and conservation of mass
and momentum. The algebraic calculus has a simple structure due to the efficient role taken by
the so-called tensor of momentum-velocity. This development has been applied to classical D1Q3
and D2Q9 schemes for one and two-dimensional Boltzmann schemes. Of course, this study can be
applied to three-dimensional schemes without any conceptual difficulty. The next idea is to gener-
alize the determination of equivalent equation of a lattice Boltzmann scheme at an arbitrary order
for linear Boltzmann models; this work is in preparation in collaboration with Pierre Lallemand.

ANNEX

Tensor of momentum-velocity for D2Q9 lattice Boltzmann scheme.

We explicit matrices Ai for all indices a,  and ¢ in the range from 0 to 8. Recall that Ai is defined
from matrix M according to (4.14) and for classical D2Q9 scheme, the matrix M follows (4.66). The
result is just a tedious exercice of calculus. We obtain

1 0 0 000000
0 222 0 000 0 0 0
0 0 322 00 0 0 0 O
00 0 400000
A,=10 0 0 0400 0 Of,
00 0 003000
00 0 0003 00
00 0 00O0O0 § 0
00 0 0O0O0GO0O 3

~
[a—
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CHAPTER 5

INTRODUCTION TO BOUNDARY CONDITIONS

We first consider the so-called bounce-back and anti-bounce-back boundary conditions for a very
simple mono-dimensional model. Then we extend this approach to the case of a uni-dimensional
boundary located at an arbitrary place for the one-dimensionel mesh, and present the algorithm
developed by Bouzidi, Firdaouss and Lallemand [17]. We extend this method to two space dimen-
sions and describe briefly the genaral case of a regular boundary in two space dimensions. We refer
also the reader to the original contributions of Ginzburg and Adler [65], He et al. [76], and Zou and
He [136].

5.1 BOUNCE-BACK AND ANTI-BOUNCE-BACK FOR THE D1Q3 SCHEME

We consider to fix the ideas the D1Q3 fluid scheme as studied in section[L.2|of chapter[1} The equi-
librium values of the particule distribution f = (fy, f+, f-) satisfy

LA+ A+ = p (5.1)
e e pu

fit-ro = o (5.2)

fq + ffq = ap (5.3)

We consider a “left” boundary, described on Figure the node x is a vertex of the lattice but
the node x — Ax is outside the computational domain. The difficulty is to define the density value
f+(x, t+At) of the incoming particles at the new time step. If we simply describe the internal lattice
Boltzmann scheme, we have

foCe, t+AD) = ff(x—Ax, 1). (5.4)

The value f; (x—Ax, t) has now to be re-constructed from the values fy, f;, f- in the field and the
knowledge of some physical data associated to the boundary condition.

O @ &
X—-—AX X X + AX

Figure 5.1 — Left boundary for a D1Q3 lattice Boltzmann scheme.
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. Bounce back. We suppose to fix the ideas that the momentum Jy = pg yp is given at this
left boundary. If we suppose that the node x— Ax is an ordinary vertex of the lattice, we have, due
to the equilibrium (5.2), the following calculus at a very poor precision of order zero:

fix—Ax, 1) - f*(x, 1) Filx—Ax, ) + O(Ax) — | f9(x, £) + O(Ax)

£, 0 - £, O + O(Ax)

%]0 + O(Ax) .

With the so-called “bounce back” boundary condition, we neglect the O(Ax) error in the previous
calculus (!) and we set:

1
fix=Ax, 1 = f_*(x,t)+zpouo. (5.5)

We have reconstructed an incoming particle density f.(x—Ax, #) in the node outside the admis-
sible mesh from a given value of the particle distribution and the momentum boundary condition.
For the new time step, we mix the relations and and we avoid the “ghost nodes” introduced
long time ago by Roache [116]:

1
filx, t+AD = f_*(x,t)+xpou0. (5.6)

. Anti-bounce-back. It the density p is given on the boundary with a value py we use the
relation (5.3):

fix=Ax, )+ f*(x,0) = filx—Ax, ) +O0Ax) + |f%, 1) + O(Ax)

£, 0+ £, 0 + O(Ax)
apo + O(Ax).

With the so-called “anti-bounce-back” boundary condition, we neglect the term O(Ax) and we set:

filx—=Ax,0) = —f*(x, )+ apo. (5.7)
We have again reconstructed an incoming particle density f, (x—Ax, f) in the outside vertex from
a given value, the value (1.48) of the equilibrium energy and the knowledge of the density pg on

the boundary. Once again, the value f.(x, t+ Af) follows the relations (5.4) and (5.7). We have for
anti-bounce-back:

folx, t+A) = —f*(x, 1)+ apy. (5.8)

All these relations are operational if the boundary is located “between” two grid points, id est at a
distance of % from the last grid point, as illustrated on Figure
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5.2 BOUZIDI ef al. BOUNDARY CONDITIONS FOR THE D1Q3 SCHEME

If the boundary is not located exactly between two grid points but at a distance {Ax (with 0 <
¢ < 1) of the last grid point, as illustrated in Figure[5.2] we have two possibilities. On one hand, to
neglect the exact value of the parameter ¢ €]0, 1[ and replace its value by % In this case, we have
a staircase approximation of the boundary, studied e.g. in [103}[128]. On the other hand, we try to
take into account the precise position of the boundary described by the parameter ¢. Our question
here is to adapt the boudary conditions and to take into account explicitely the ¢ value
that parameterizes the precise location of the boundary. With the method proposed by Bouzidi,
Firdaouss and Lallemand [17], we follow the particle trajectories. Two cases have to be considered,
whreas the boundary is close to the last mesh point (¢ < 1, first case) of “far” from the last mesh
point (£ > %, second case).

We first write in a synthetic form the bounce-back and anti-bounce-back relations under the form
fex, t+AD = fi(x—-Ax, ) = efX(x, 1) + Dy, (5.9)

with € = 1 in the bounce-back case (5.5), € = —1 in the anti-bounce-back case (5.7), and @, equal
to pouUp /A orto apg as appropriate.

S ® -
X—AxXx X X+ AX

E Ax

Figure 5.2 — The left boundary is not located between two grid points.

. First case: 0 < ¢ < % In this case, we retro-propagate the trajectory of the particle that
arrives exactly at the position x at time ¢+ At, as illustrated in Figure[5.3] We introduce y the point
between the vertices x and x + Ax whose trajectory started (see the figure [5.3). We replace the
boundary condition by

fix=Ax,t) =ef (y, )+ Dy, (5.10)

We now just have to evaluate with a good precision the particle density f*(y, ¢) at the point y. In
one time step, the particle follows a trajectory of total length equal to Ax. We then have

26Ax+y—x = Ax
and we can write the point y as an interpolate betwen the vertices x and x + Ax:
y=2x+ (1-28)(x+Ax).

We replace f*(y, t) by its affine interpolate between the values f; (x, f) and f;(x+Ax, ) and we
have:

Xy, 0 =28 f (x, )+ (1-28) fF(x+Ax, 1).
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The Bouzidi boundary condition can be written in that case:
1
frx—Ax, 0 = ¢ [2§f_*(x, )+ (1-28) f*(x+Ax, t)] +®),  0<Ess. (5.11)
In coherence with the interior scheme (5.4), the condition may be formulated only with interior

nodes:

fulx, t+AL) = e[z.ff_*(x, 0+ (1—2€)f_*(x+Ax,t)] +®y, 0<&s< % (5.12)
t A
At
O @
Xx—Ax X y X+ AX
& Ax

Figure 5.3 — Bouzidi boundary conditions, 0 < ¢ < %

. Second case: % <¢<1. Theprevious methodisinappropriate: the point y in Figureis no
longer between the vertices x and x + Ax and the formula is unstable because is is no longer
an interpolate formula but an extrapolation. In this case, the Bouzidi method adopts an other point
of view. We consider the two families of particles f; and f_ issued from the vertex x, as illustrated
on Figure The particle away from the border (going to the right direction) arrives exactly at the
vertex x+ Ax attime ¢+ A¢. In consequence, the general iteration (5.4) is correct and we write it as:

fr(x+Ax, t+AD = fi(x,0). (5.13)

The particle “minus” that goes to the border is reflected by the boundary and is finally located at the
point z at time ¢+ At, as illustrated on the figure[5.4] With this point z, the initial bounce-back or
anti-bounce-back boundary condition is naturally replaced by

filz, t+A0) = ef*(x, 1) + Dy . (5.14)

We just have now to consider the vertex x as an interpolate between the point z and the vertex
x+ Ax and apply thereafter an affine interpolation. We say that in one time step, the particle travels
a distance of Ax:

EAx+z— (x—EAX) = Ax,
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idest z=x+(1—-2&) Ax. We then write that the vertex x is an interpolate between z and x + Ax:

0z+ (1-0)(x+Ax)
9[x+(1—2€Ax)Ax] + (1-6) (x+Ax)
x+(1-20¢)Ax

X

1
and we deduce that 6 = 2_5 In consequence,

Loy 1 ! ) e+ %)

X=—2z - — | (x+Ax).
2¢ 2¢

To obtain the second case of the Bouzidi numerical boundary condition, we finally compute

f+(x, t+ At) by interpolation between the values fi(z, t + At) and f,(x+ Ax, t + At) presented

in (5.14) and |> respectively, with the respective weighting % and 1- 2%,:

<sé<1. (5.15)

1
2

felx, t+AD = 2_15 [ef_*(x, 1) +d>0] + (1—%)f+*(x, ,

t A

At

S | ®
Xx—Ax Z X X+ Ax
| § Ax

Figure 5.4 — Bouzidi boundary conditions, % <é<1.

As in the bounce-back and anti-bounce-back approach, we have reconstructed an incoming parti-
cle density fi(x, t+ At) at the new time step from given values in the internal field and physical
data on the boundary. We observe also that in the particular case ¢ = 1/2, the two relations
and degenerate into the initial bounce-back and anti-bounce-back (5.9).

5.3 SOME EXAMPLES IN A TWO-DIMENSIONAL SPACE

The bounce-back and anti-bounce-back are generalized in two space dimensions without major
difficulty. We consider to fix the ideas the D2Q9 lattice Boltzmann scheme studied in chapter[3] A
basic problem is described in Figure The vertex x = (x1, x2) is located inside the computational
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domain whereas the vertices translated by —(0, Ax) are outside. We suppose in a first approach
that the boundary is located between the two lines of grid points. The determination of the three
incoming particle distributions f,, f5 and fs is areal problem. The internal iteration of the scheme

folxr, X2, t+A0) = f)(x1,%—Ax,1) (5.16)
folxr, x2, t+A0) = fi(x1—-Ax, x2—Ax, 1) (5.17)
folxi, x2, t+A1) = fi(x1+Ax, x2—Ax, 1) (5.18)

can not be implemented because the three vertices (x1,x2 — Ax), (x; — Ax, xp — Ax) and
(x1 + Ax, x» — Ax) are not inside the domain of physical interest.

Figure 5.5 — Simple boundary condition for the D2Q9 scheme. The incoming density of particles
1 (x1, X2 = Ax), f(x1—Ax, xp—Ax) and f (x1 +Ax, X — Ax) (in red) have to be determined. This is done
using respectively the outgoing particle distributions f," (x1, x2), f; (x1, X2) and fg (x1, x2).

We start from the D2Q9 equilibrium particle distribution in a linearized approach:

0 = Sp+ o)
Y = %p + %Zg + 0(1uf?)
LY o= get g+ O(up)
£ = e 5 o)
peaz] oo = %p - %% + OjuP) (5.19)
£ = %p + %p(ux; 4y) + O(lul?)
R L R
o= Lo LA o
R e R ]



5.3 — SOME EXAMPLES IN A TWO-DIMENSIONAL SPACE

In the following, we neglect the O(|u|?) terms. We first remark that we have on one hand

2

fzeq_ qu - 3/1puy (5.20)
1

fSEq_ 7eq = GAp(ux"'uJ/) (5.21)
1

fﬁeq_ 8€q = 6/19(_ux+MY) (5.22)

and on the other hand

2
2eq+ 48q — §p (5.23)
1
fseq+f7eq — = o (5.24)
1
€q eq _
+ = . 5.25
o+ Ty T (5.25)

* At aboundary, we replace the values of density and velocity by the notations pyg, u and vy, to
enforce the fact that these date are supposed to be (eventually!) known at the boundary. We have
now a simple calculus analogous to the one done previously in the one-dimensional case:

o, x—-Ax, 0 — fixa,x, 0= f,x,x-Ax, 1) +0Ax) - | f;4x1, x2, 1) + O(Ax)

2
= fo 00, x2, 8) = f;0(x1, %2, 1) + O(Ax) = 37 Povo + 0,

ffa—-Ax, xp—Ax, 1) — [, x, 0 = fi (x—Ax,x—Ax, 1) — f;(x1, X2, 1) + O(Ax)
1
= filx, X2, ) = f;3(x1, X2, 1) + O(Ax) = 57 P (uo+vo) +0(A),
fEa+Ax, xo—Ax, 1) — filx,x2, 1) = fil(x+Ax, x2—Ax, 1) — fy ' (x1, X2, 1) + O(Ax)

1
= [, x2, 1) = fyl(x, x2, ©) + O(Ax) = ﬁp(— Uug + vg) + O(Ax).

We can formulated the bounce-back boundary condition when the momentum (pg up, po Vo) is
given at the boundary in the particular case described on the figure

* " 2

L, xo, t+A1) = fo(x1,x—-Ax, 1) = f, (xlyxz,t)"‘ﬁpovo (5.26)
* * 1

fs(x1, x2, t+A0) = fF(x—Ax,x2—Ax, 1) = f; (xl,xg,t)+ap(uo+vo) (5.27)
* * ]'

fox1, x2, t+A1) = fixa+Ax,x2—Ax, 1) = f (xl,xg,t)+ap(—u0+vo). (5.28)
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+ We have now a simple adaptation of the previous calculus by a simple change of some signs:

[, x—-Ax, 0 + fixa,x, 0= f,00x,x-Ax, 1) + O(Ax) + | f4(x1, x2, 1) + O(Ax)

2
= L, xe, 0+ [0, x2, ) + O(Ax) = gPo+0(Ax),

fE—Ax, xo—Ax, 1)+ fFx,x2, 0 = fio(xa—Ax, X —Ax, 1) + f;(x1, X2, 1) + O(Ax)

1
30, x2, 0 + f730x0, x2, 1) + O(Ax) = TgP0 + 0,

e +Ax, o= Ax, 1)+ fi(x,x, 0 = filx+Ax, xa—Ax, 1) + f3 2 (x1, X2, 1) + O(Ax)

1
fsde, x2, 0) + fg(x1, x2, ) + O(Ax) = TgPo + 0.

The anti-bounce-back boundary condition for the D2Q9 scheme can be formulated as follows
when the density pg (or the pressure pg = c§ Po) is given at the boundary in the particular case

of Figure

* * 2
folx1, X2, t+AD = f5(x1, X2—Ax, 1) = —f; (x1, X2, 1) + 5.00 (5.29)
* " 1
fs(xr, X2, t+AD) = fo(x1—Ax, x2—Ax, 1) = —f; (x1,x2, 1) + 18P0 (5.30)
1
folxi, X2, t+ A0 = fi(x1+Ax,x2—Ax, 1) = —fg (x1, %2, 1) + 1—8p0. (5.31)

The bounce-back relations (5.26), and must be adapted when the momentum is given
in an other geometry that the one presented in Figure[5.5] We have the same remark for the anti-
bounce-back (5.29), (5.30) and (5.28) conditions. To cover all the possible cases can be a true diffi-
culty when implementing the lattice Boltzmann scheme in several space dimensions.

¢ The adaptation of the Bouzidi boundary conditions in two space dimensions does not set new
fundamental problems. An example is presented in Figure For a given direction of the lattice,
the relations and are adapted: The “+-" duality of the D1Q3 scheme is replaced by the
“24”7,“57” and “68” dualities for opposite directions. All is needed is a second mesh point in the mesh
direction inside the computational domain. As observed in Figure[5.6} a curved discrete boundary is
not composed by staircases steps. This fact explains why the Bouzidi boundary condition is precise
from a geometric point of view.

Finally, we observe that the so-called “Bouzidi boundary condition” is intensively used for simula-
tions with the lattice Boltzmann scheme. We refer to [1}2}[34}98] and the open-softwares “OpenLB”E]
or “pyLBM”E]among others! More elaborated boundary conditions have been proposed among oth-
ers by d Humieres and Ginzburg [82]. We refer also to the work of Tekitek et al [129] for absorbing
boundary conditions, or to our previous work [51} 52| for the development of boundary quartic
parameters in the multirelaxation time approach to enforce the precision of the lattice Boltzmann
scheme.

1 see http://optilb.com/openlb.
2 used during this course!
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AX

AX

Figure 5.6 — Curved two-dimensional boundary (in bue) discretized with the Bouzidi boundary condition.
All the links in red are active for this boundary condition. Observe that the discrete boundary taken into
account by the lattice Boltzmann scheme is composed by all blue points. The discrete boundary is not
composed by staircases steps!
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CHAPTER 6

HIGHER ORDER FORMAL EXPANSION OF LINEAR LATTICE BOLTZMANN SCHEMES

We propose the derivation of acoustic-type isotropic partial differential equations that represent the
truncation error of a linear lattice Boltzmann scheme. The corresponding linear equivalent partial
differential equations are generated with the “Berliner version” of the Taylor expansion method D
The corresponding partial differential equations can be computed at an arbitrary order of accuracy.

6.1 INTRODUCTION

o The lattice Boltzmann scheme is a numerical method for simulation of a wide family of partial
differential equations associated with conservation laws of physics. The principle is to mimic at a
discrete level the dynamics of the Boltzmann equation. In this paradigm, the number f(x, f)dx dv
of particles at position x, time ¢ and velocity v with an uncertainty of dx dv follows the Boltzmann
partial differential equation in the phase space (see e.g. Chapman and Cowling [26]):

0
Y svvir=am. 6.1

Note that the left hand side is a simple advection equation whose solution is trivial through the
method of characteristics:

f,v,t)=fx-vt, v,0) if Q(f)=o. (6.2)

Remark also that the right hand side is a collision operator, local in space and integral relative to
velocities:

QN v, 1) = f‘é(f(x, w, 1),x, v, t)dw, (6.3)

where €(-) describes collisions at a microscopic level. Due to microscopic conservation of mass,
momentum and energy, an equilibrium distribution f¢9(x, v, t) satisfy the nullity of first moments
of the distribution of collisions:

1
fQ(fe")(x, v, t)( v )dv =0.

1,2
5 1Vl

Such an equilibrium distribution f¢7 satisfies classically the Maxwell-Boltzmann distribution.

1 This contribution has been originally published in [6].
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e The lattice Boltzmann method follows all these physical recommandations with specific ad-
ditional options. First, space x is supposed to live in a lattice £ included in Euclidian space of
dimension d. Second, velocity belongs to a finite set 7 composed by given velocities v; (0< j <))
chosen in such a way that

xeZandvjeV = x+AtvjeZ,

where At is the time step of the numerical method. Then the distribution of particles, f,is denoted
by fj(x, r) with 0< j < J, x inthe lattice &£ and ¢ an integer multiple of time step At.

¢ In the pioneering work of cellular automata introduced by Hardy, Pomeau and De Pazzis [73],
Frisch, Hasslacher and Pomeau [59] and developed by d’Humieres, Lallemand and Frisch [84], the
distribution f;(x, ) was chosen as Boolean. Since the so-called lattice Boltzmann equation of Mac
Namara and Zanetti [101], Higuera, Succi and Benzi [79], Chen, Chen and Matthaeus [27], Higuera
and Jimenez [78] (see also Chen and Doolen [28]), the distribution fj(-, .) takes real values in a
continuum and the collision process follows a linearized approach of Bhatnagar, Gross and Krook
[9]. With Qian, d'Humieéres and Lallemand [I13], the equilibrium distribution ¢4 is determined
with a polynomial in velocity. In the work of Karlin et al [91], the equilibrium state is obtained with
a general methodology of entropy minimization.

o The asymptotic analysis of cellular automata (see e.g. Hénon [77]) provides evidence supporting
asymptotic partial differential equations and viscosity coefficients related to the induced parame-
ter defined by oy = i - % The lattice Boltzmann scheme has been analyzed by d’ Humieres [80]
with a Chapman-Enskog method coming from statistical physics. Remark that the extension of the
discrete Chapman-Enskog expansion to higher order already exists (Qian-Zhou [115], d'Humieres
[81]). But the calculation in the nonthermal case (IV > 1) is quite delicate from an algebraic point
of view and introduces noncommutative formal operators. Recently, Junk and Rheinlédnder [89]
developed a Hilbert type expansion for the analysis of lattice Boltzmann schemes at high order of
accuracy. We have proposed in previous works [42] [44] the Taylor expansion method which is an
extension to the lattice Boltzmann scheme of the so-called equivalent partial differential equation
method proposed independently by Lerat and Peyret [100] and by Warming and Hyett [133]. In this
framework, the parameter At is considered as the only infinitesimal variable and we introduce a
constant velocity ratio A between space step and time step: A = %. The lattice Boltzmann scheme
is classically considered as second-order accurate (see e.g. [95]). In fact, the viscosity coefficients
u relative to second-order terms are recovered according to a relation of the type u = {A?Atoy
for a particular value of label k. The coefficient { is equal to % for the simplest models that are

considered hereafter.

¢ A natural question is to extend this accuracy to third or higher orders. In the case of single
relaxation times (the BGK variant of d’'Humieres scheme), progresses in this direction have been
proposed by Shan et al [123,[124] and Philippi et al [I10] using Hermite polynomial methodology
for the approximation of the Boltzmann equation. The price to pay is an extension of the stencil of
the numerical scheme and the practical associated problems for the numerical treatment of bound-
ary conditions. Note also the work of the Italian team (Sbragaglia et al [120], Falcucci et al [57]) on
application to multiphase flows. In the context of scheme with multiple relaxation times, Ginzburg,
Verhaeghe and d’Humieres have analyzed with the Chapman-Enskog method the “Two Relaxation
Times” version of the scheme [66}67]. A nonlinear extension of this scheme, the so-called “cascaded
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lattice Boltzmann method” has been proposed by Geier et al [63]. It gives also high order accuracy
and the analysis is under development (see e.g. Asinari [5]). The general nonlinear extension of the
Taylor expansion method to third-order of accuracy of d'Humieres scheme is presented in [45]. It
provides evidence of the importance of the so-called tensor of momentum-velocity defined by

J
AipEZE]Mijijj_;, 0<kp ¢<]. (6.4)
]:

Moreover, it shows also that for athermal Navier Stokes equations, the mass conservation equation
contains a remaining term of third-order accuracy that cannot be set to zero by fitting relaxation
parameters [45].

e Our motivation in this contribution is to show that it is possible to extend the order of accuracy
of an existing a priori second-order accurate lattice Boltzmann scheme to higher orders. We use
the Taylor expansion method [44] to determine the equivalent partial differential equation of the
numerical scheme to higher orders of accuracy. Nevertheless, it is quite impossible to determine
explicity the entire expansion in all generality in the nonlinear case. In consequence, we restrict
here to a first step. We propose in the following a general methodology for deriving the equivalent
equation of the d'Humiéres scheme at an arbitrary order when the equilibrium is linear.

e Each iteration of a lattice Boltzmann scheme is composed by two steps: relaxation and propa-
gation. The relaxation is local in space: the particle distribution f(x) € R? for x a node of the lattice
%, is transformed into a “relaxed”’ distribution f*(x) thatis non linear in general. In this contribu-
tion, we restrict to linear functions R 5 f — f* € R9. As usual with the d’'Humiéres scheme [80],
we introduce an invertible matrix M with g lines and g columns. The moments m are obtained
from the particle distribution thanks to the associated transformation

q-1
mp= ) Mijfi, O0<k<qg-1. (6.5)
j=0
Then we consider the conserved moments W e RY :

Wi = m;, 0<is<N-1. (6.6)

For the usual acoustic equations for d space dimensions, we have N = d + 1. The first moment is
the density and the next ones are composed by the d components of the physical momentum. Then
we define a conserved value qu for the non-equilibrium moments my. for k = N. With the help of
“Gaussian” functions Gy/(.), we obtain:

m! = G(W), N<k<gq-1. 6.7)

In the present contribution, we suppose that this equilibrium value is a linear function of the con-
served variables. In other terms, the Gaussian functions are linear:

n—1
Gne¢eW) = ) EpiW;, €20 (6.8)
i=1

for some equilibrium coefficients Ey; for /=0 and 0si< N-1.
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e The relaxed moments m,’; are linear functions of my; and mzq:

mp =mi+se(m’-my), k=N. (6.9)
For a stable scheme, we have

0 < s <2. (6.10)

We remark that if s = 0, the corresponding moment is conserved. In some particular cases, the
value sx =2 can also be used (see e.g. see Chapter and [47]). The conserved moments are not
affected by the relaxation:

m; =m; =W, 0<isN-1.
From the moments m; for 0 < ¢ < q—1 we deduce the particle distribution fj* by resolution of the
linear system

e The propagation step couples the node x € £ with his neighbours x—v;Ar for0< j<g-1.
The time iteration of the scheme can be written as

filx, t+AD = ff(x—vjAL ), 0<j<q-1, x€. 6.11)

+ From the knowledge of the previous algorithm, it is possible to derive a set of equivalent partial
differential equations for the conserved variables. If the Gaussian functions Gy are linear, this set
of equations takes the form

aW i—1
E—alw—AtaZW—---—Aﬂ ajW—-.--—=0, (6.12)

where a; is for j =1 is a space derivation operator of order j. We refer the reader to [44] for the
presentation of our approach in the general case. In this contribution, we have developed an explicit
algebraic linear version of the algorithm detailed in Appendix 1. Moreover, we consider that the
lattice Boltzmann scheme is invariant by rotation at order ¢ if the equivalent partial differential
equation

ow & . .
E—ZAH ‘a;w=0 (6.13)
j=1

obtained from by truncation at the order ¢ is invariant by rotation. In the following, we de-
termine the equivalent partial differential equations for classical lattice Bolzmann schemes in the
general linear case. Then we fit the equilibrium and relaxation parameters of the scheme in order
to enforce rotational invariances at all orders between 1 and 4.
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6.2 A FORMAL EXPANSION IN THE LINEAR CASE

o We present in this Section the “Berliner version” [46] of the algorithm proposed in all generality
in our contribution [50]. We suppose having defined a lattice Boltzmann scheme “DdQq” with d
space dimensions and g discrete velocities at each vertex. The invertible matrix M between the
particules and the moments is given:

-1
mk:iX;,)Mkjfj = (M-f);, O0<k<g-1. (6.14)
j=

The lattice Boltzmann scheme generates N conservation laws: the first moments

my = Wy, 0sksN-1
are conserved during the collision step :

m* = my = Wy. (6.15)
The g — N “slave” moments Y with

Yy = myqe, 0sfl<g-N-1 (6.16)

relax towards an equilibrium value Y; 7. This equilibrium value is supposed to be a linear function
of the state W. We introduce a constant rectangular matrix E with N — g lines and N columns to
represent this linear function:
eq NI
Y, :ICZOEMW,C, 0</<qg-N-1. (6.17)

The relaxation step is obtained through the usual algorithm [80] that decouples the moments:
Y;=Y[+S[(Y;q—Y[),S[>O, 0sl<sqg-N-1. (6.18)

Observe that the numbering of the “s” coefficients used in (6.18) differ just a little from the one used
for the equation and the four examples considered previously. With a matricial notation, the
relaxation can be written as:

m* = Jgem (6.19)
with a matrix Jy of order g decomposed by blocks according to
In 0
Jo = (6.20)
S . E Iq_N - S

and a diagonal matrix S of order g — N defined by S = diag(so, s1,...,S4-n-1). The discrete ad-
vection step follows the method of characteristics:

fi t+A0 = ff(x-vjALD, 0<j<q-1. (6.21)

¢ With the d’'Humiéres’s lattice Boltzmann scheme [80] previously defined, we can proceed to a
formal Taylor expansion:
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mi(t+A1) = ) My f} (x=vjA0) = Y My My, my(x—vjAr)
i it

:ZM’CJ Z ( 2. ?6“) i
je a=1
A" d n
= z o L M My /(= X v50a) Goepmp.
b =

We introduce a derivation matrix of order n = 0, defined by blocks of space differential operators of
order n:

A, By

1 d n
= Z ( )j( (_ Z V?aa) Jodep, n=0. (6.22)
Cn Dn kp n! je a=1

We observe that in the relation | , the blocks A, and D,, are square matrices of order N and
q — N respectively. The matrices Bn and C,, are rectangular of order N x (¢ — N) and (g —N) x N
respectively. We remark also that at order zero, the matrices Ay, By, Cp and Dy are known:

Ay Bo In 0
=Jp= . (6.23)
Co Do SeE I, n-S

The previous Taylor expansion can now be written under a matricial form:

w oo A, B\ (W
(x, t+A0) =) A" . (x, 0. (6.24)

e At order zero relative to At we have:

w

w w
(Y)(x, 1) + O(AD) —]0-(Y) + O(Af) = (S-E-W+(I—S)-Y + O(AY)

and the non-conserved moments are close to the equilibrium:

Y(x,1) = E-W(x, 1) + O(AD). (6.25)

* We make now the hypothesis of a general form for the expansion of the nonconserved mo-
ments:

Y, o) = (E+ Y At”ﬁn) W(x, 1) (6.26)

n=1

and the hypothesis of a formal linear partial differential system of arbitrary order for the conserved
variables W:

ow ‘
e (gom am).W(x, 0, (6.27)

where ay and 3, are space differential operators of order ¢ and 7 respectively. We develop the first
equation of (6.24) up to first order:
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W+At¥ +O0(At) =W + At(AIW+B Y) + O(Ar)

=W +At(AiW+BEW) + O(At?)

due to (6.25). Then

ow
T (A1 +B1E)-W + O(AD) (6.28)

and the relation (6.27) is satisfied at order one, with
a; = A +BE. (6.29)

The “Euler equations” are emerging ! We have an analogous calculus for the second equation of
(6.24) :

oY
Yo+ AL OAt?) = SEW + (I-8)Y + At(C; W+ D1 EW) + O(Af?).

We clarify the time derivative 8;Y at order zero by differentiating (formally !) the relation (6.25)
relative to time:

oy E—aW + OAt) = Ea; W + O(A1)
_ = = a R
ot ot !

We introduce this expression inside the previous calculus. Then:
SY + AtEa; W + O(Af*) = SEW + At(C; W+ Dy EW) + O(Af?).
Consequently we have established the expansion of the nonconserved moments at order one:
Y=EW+AtS ' (Ci+D1E-Ea;)W + O(Af%) (6.30)
with
B1=S"(Ci+DE-Ea). (6.31)
Now, we have formally
W 9

— — ow _ _ 2
proa a(al W+ 0(AD) =a 5, Ton=a (a1 W) + O(AD) = a7 W + O(AD)

and we recognize the “wave equation”

*wW
0t?

—a?W = 0(Ap). (6.32)

¢ We can derive a formal expansion at order two. We go one step further in the Taylor expansion
of equation (6.24) :

W+AIE+§AI a1W+O(At):

=W +At(AAW+BY)+At* (A, W+B,Y) + O(AL)

=W +At(A,W+B (EW +At 1 W)) + At? (A, W+ B, EW) + O(A£Y)
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and dividing by A¢, we obtain a “Navier-Stokes type” second order equivalent equation:

= = a1W+At(Blﬁ1+A2+B2E—§a1)W+O(At ).
With the notations introduced in (6.27), we have made explicit the partial differential equations for
the conserved variables at the order two:

H =a W+ Ata, W + O(AL7)
with
1
aZ:A2+BZE+Blﬁ1—5a§. (6.33)

We remark that this Taylor expansion method can be viewed as a “numerical Chapman Enskog ex-
pansion” relative to a specific numerical parameter At instead of a small physical relaxation time
step. For the moments Y out of equilibrium, we expand the first order derivative of Y relative to
time with a formal derivation of the relation (6.30):

Y o ,
== E(EW+AI,31W) +0(AL)
=E(a1 W + Ata; W) + Atfra; W + O(AF%)
= (Bar + At(Eas + prar) j W + OA8).
Then

Y
?37 = (Ear + At(Eas + pran) j W + OA). (6.34)

Analogously for the second order time derivative:

0°Y )
W = Eal W + O(At) (635)

We re-write the second line of the expansion of the equation (6.24) at second order accuracy:

Y + AtaY + AZ P +0AL) =
at 2 or? B
=SEW +(I-8)Y +At(CiW + D, Y) + A? (C; W + D, Y) + O(A£%)
and we get

At?
SY = SEW — At(Eaj + At(Eaz + Bray) )W — TEosz

+AL(CLW + Dy (E+At1) W) + A2 (Co W + Dy EW) + O(AF)
Y =EW+AtS(Ci+D1E-Eay)W

1
+A2 S (cz + DyE+ D11 - Eas— Pra - EEoﬁ)w +O(AL).
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It is exactly the expansion (6.27) at second order :
Y= EW+Atp W+ Ao W + O(AL?)
with
ﬁ2=5‘1[c2+D2E+D1ﬁ1—Ea2— ﬁlal—%Eoﬁ (6.36)

« For the general case, we proceed by induction. We suppose that the developments (6.26) and
(6.27) are correct up to the order k, that is:

ow

A (al+At(x2+...Atk‘1(xk)W+O(Atk)

ot (6.37)
Y = (E+At,61+At2/32+...Atk,6k)W+O(Atk“).

We expand the relation (6.24) at order k + 2, we eliminate the zeroth order term and divide by At.
We obtain

oW k+1 At] 1 ] el k+1 i1 e+
FTa > (W) +0At*™) =Y At/ H(AjW + B Y) + O(At*). (6.38)
= j=1

The term af = (X%, A1 (X[) 7 on the left hand side of -i can be evaluated by taking the
formal power of the equation ( at the order j. We define the coefficients F] according to:

o0
(ZAt“w) ZAI M, i=0. (6.39)
/=1

They can be evaluated without difficulty from the coefficients @, taking care of the non-commutativity
of the product of two matrices. We report the corresponding terms and we identify the coefficients

in factor of AtF between the two sides of the equation 1! , with the help of the induction hypoth-
esis (6.37). We deduce:

k+1 k+1 4 i
Ars1 = Aer1 + ) Bj Brer—j — ) Frkﬂ- (6.40)
=1 j=21

We do the same operation with the second relation of (6.24) :

k+1 A k+1
Y + Z ( Y)+ Ot = SEW + (1-S)Y + Y At/ (C;W + D; Y) + O(AtF*). (6.41)
j=1

As in the previous case, we suppose that we have evaluated formally the temporal derivative
oy =o [(E +ALBL+ ALy + ... +Atkﬁk+...)W]
= (E+Atfy + A2 Py +... + ALK B +...) (0] W)

= (E+Atfy + A2 Py +... + A B+ ) (a1 +Atag +-+ Al ap+.. ) W

relatively to the space derivatives. Then with the help of the induction hypothesis
(o] o0 1
£+ Zlm’”ﬁm)(zlmp a,,) Zm 1o 020, (6.42)
m= p=
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we identify the two expressions of the coefficient of At**! issued from the equation (6.41):

k+1 k+1 1 i
SBi+1 = Crr1+ ) Dj Prar—j— ), ﬁKkH' (6.43)
j=1 =l

¢ The explicitation of the coefficients l“j. Lo and K ,ﬂ ., of the matricial formal series is now easy, due

to the relations (6.39) and (6.42). We specify the coefficients F? .o obtained in the matricial formal
series (6.39). For j = 0, the power in relation (6.39) is the identity. Then

rg=1, I9=0, ¢>1. (6.44)
When j = 1, the initial series is not changed. Then
Iy=a,, (=1, (6.45)

For j =2, we have to compute the square of the initial series, paying attention that the matrix op-
erators @, do not commute. Observe that with the formal Chapman-Enskog method used e.g. in
[80], non-commutation relations have also to be taken into consideration for higher order terms in
the case of several conserved moments. We have

(ZM am)(ZAt] aj+1) =Y AP Y apaajna
/=1 j=1 p=0 O+j=p
and we have in particular

F%za%, F§:a1a2+a2a1, Fﬁ:a1a3+a§+a3a1. (6.46)

In the general case, we have

(ZAt a[_'_l) = Z Atp Z a[1+1...a[j+1
=0 =

/=0 €1+"'+[]‘:p
and in consequence
i
L= Y @ Qg (6.47)

l1++lj=p
We have in particular for j =3 and j =4:
3
1

Fg =a 1"2 = a%ag +araxa) + aza%, l"fi = a‘ll. (6.48)

For the explicitation of the coefficients K ]i +1» We can replace the power of the formal series of the
relation (6.39) in the relation (6.42). We obtain, with the notation fy = E,

(e 0] o0 . o0 .
(mZ:OAtm Bm) ([Zzom" )= p;omp Kl

then we have by induction

i i
Ki,,= 2 BmTi,. (6.49)
m+0=p

94



6.2 — A FORMAL EXPANSION IN THE LINEAR CASE

For j =0, we deduce

K§=E, K,=0, p=1 (6.50)

and for j = 1, we have a simple product of two formal series:

Ky=Eap+frap1+...+ fpaa1, p=1l. (6.51)

We specify some particular values of the coefficients K ]] p when j =2, j =3 and for j = 4:
K; = ET5, Ki=ET5+ 115, Ki=ET;+ P15+ I3, 652)
K3 = ET3, K; =ET;+ B3, Kj=ETj. '

o Itisnow possible to make explicit up to fourth order to fix the ideas the matricial coefficients of
the expansion (6.26) of the nonconserved moments and of the associated partial differential equa-
tion (6.27). We have, following the natural order of the algorithm:

Bo = E
a, = A1 +BE
p1 = S'(Ci+DiE-K7)
Ay = A2+B2E+B1,31—%1“§
4 ﬁZ = S_l [C2 +DyE + Dlﬁl _K21 _ %KZZ] (6.53)
as = A3+Bifo+Byf1+B3E—3T5—¢I3
Bs = S7[Co+Difo+ Dofr+ DsE-Ki- 3 K2 - 1K5
dy = A4+B1,33+B2,32+B3,31+B4E—%F§—%Fi—irji.

Observe that with the explicit relations (6.53), the computer time for deriving formally the equiv-
alent partial equation like (6.37) at fourth order of accuracy has been reduced by three orders of
magnitude (!) in comparison with the algorithm presented in the contribution [50].
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CHAPTER 7

INTRODUCTION TO THE STABILITY OF LATTICE BOLTZMANN SCHEMES

We introduce ﬂ the idea of monotonic stability to enforce the positivity of the partcle distribution
of a lattice Boltzmann scheme. This framework is applied in one space dimension for the thermic
D1Q3 and the fluid D1Q3 schemes.

7.1 MONOTONIC STABILITY

Let us consider a DdQgq lattice Boltzmann scheme on the cartesian lattice £ in R<.

e Theideais to control the total mass

q-1
mi= Y Y filxn=) px0o (7.1)
xeZ j=0 xe&

for any time. We suppose that the initial distributions of particles is nonnegative:

fix,0020, xe¥, 0<j<q-1 (7.2)
and that the initial total mass m(0) is bounded:

iM >0, m0) < M. (7.3)

We wish to have the same conditions at time ¢:

filx, 1) =0, xe%,0<j<gq,V discrete ¢t (7.4)
m(t) < M, V discrete ¢. (7.5)

If it is the case, we say here that the scheme has the property of monotonic stability.
e The lattice Boltzmann scheme is given by the condition

fj(x,t+At):fj*(x—vjAt,t), 0<j<g-1, V discretet (7.6)
and the nonlinear relaxation is always a local functional in space:

AR RT— R, [, 0 =% ({fitx,0,0<i<q-1}), 0

N
~.
A

qg-1, xe&. (1.7

1 This ideas presented in this chapter have been proposed previously in [49].
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The previous relation (7.7) can also be written in a simpler form:
3%:R1T— R, f*=2R(f). (7.8)

We suppose that the nonlinear relaxation 2 is positive: all the components of the vector f* € RY
are positive if it is the case for all the components of f € R7:

(f=0) = (%(f) =0). (7.9)
We suppose also (for technical reasons) that the lattive £ is periodic id est the boundary conditions
are periodic). Then for each index j, we have

Y fifx-viat, =) fix,t), j=0,..g-1. (7.10)
J J
xeZ xeZ

* We have the following property.

Proposition 1.  L! monotonic stability.

We suppose that the previous framework of periodicity (7.10) and positivity (7.9) of the relaxation
operator &£ is satisfied. Then if the total mass is conserved by the microscopic collisions, id est if
we have

Y, n=p =p=} fix, 0, (7.11)
J J

the lattice Boltzmann scheme is L! stable at the following sence: if the conditions (7.2) and (7.3) are
realized at time ¢ = 0, then the inequalities (7.4) and (7.5) are satisfied for each discrete time.

Proof of Proposition 1.

The proof is be done by induction. The positivity of the vector f* is a direct consequence of the
positivity of the relaxation operator %. Then the entire vector f(., t+ Af) is positive at the
new discrete time due to the iteration (7.6). Moreover, if the relation is satisfied for a discrete
time ¢, we have

q-1 q-1
m(t+An) =Y Y filx,t+AD) =) ) fix-vjAt, 0 dueto

xeZ j=0 xeZ j=0
q-1 q-1

= Z Z fj*(x—vjAt, f) = Z Z fj*(x, 1) due to Z|0@
j=0 xe& j=0 xe&
qg-1

= Z Z filx, 0 dueto (7.11
j=0 xe&

= m(1)

and the relation is satisfied for time step r+ Art. O

+ In practice, the monotonic stability of a lattice Boltzmann scheme that conserves the mass can
be reduced to the sufficient condition of positivity (7.9) of the relaxation operator Z. If the operator
AR is linear, we can write

q-1
fi=(2f), = kZOijfk. (7.12)

The positivity (7.9) is equivalent to the positivity of all the coefficients L :
Ljix=0, 0<sj,ksqg-1. (7.13)

We look now to this condition for two very elementary examples.
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7.2  MONOTONIC STABILITY OF THE THERMAL D1Q3 SCHEME

The D1Q3 scheme is defined by three particle distributions fj, fi and f-. The momenta are defined
asin (4.46) and (4.47):

p = fotfetf-
J = A(fs-19) (7.14)
e = L(fi+f).

The discrete evolution associated with the relaxation step can be formulated as

p p
J° = J+sU%-1n, J¥=Aup (7.15)
e+ (€-g), e9=%4¢p

™
Il

Proposition 2. Relaxation operator £ for the D1Q3 scheme.

If we set
f=fo, for 1) (7.16)
the matrix L introduced in can be explicited as
1-¢s a-0s 1-0s
L= %(us+(s’) %(2—s—s’+us+és’) %(us+(s’+s—s') . (7.17)

%(—us+(s’) %(s—usﬂfs’—s’) %(Z—S—S’—us+(s’)

Proof of Proposition 2.
We first explicit the two moments J* and €* as a function of the particle distribution:

J ' =0=-9)]+s]=0-9A(fr —f)+sAup
=A-9Afe—f+sAufo+fr+f)=Ausfo+Q—s+us) fr+(us—1+3) f-), and

e =(1-s)e+se = (1—s’)’1—2(f +f)+s’l—zc
- - g TS AP

A2 22
= ?((1—&) (f++f,)+s'c(f0+f++f,)) - ?(S'Cf0+(fs'+l—s') (f++f,)). Then

J* = Ausfo+(Q—s+us)fr+us—1+s)f)
x /12( / / / (7.18)
e = Ts(f0+((s+l—s)(f++f_)).

We invert now the relation (7.14):
Iy = o= e
Eoz B @19
f_ = _ﬂ] +ﬁ€

and we have, due to the first relation of (7.15):
2 2 A2
fo=p-pe = f0+f++f——ﬁ7(S’Cf0+((S'+1—S') (f++f_)) =(1=¢s) fo+s A= (fe + f)
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* 1,1 * _ 1 1 A? / / '
fi= 12—/1] e = ﬂ/1(usf0+(1—s+us)f++(us—1+s)f_)+ﬁ?(s (fo+((s +1—s)(f++f_))
:5((us+(s')f0+(2—s—s’+us+(s’)f++(us+(s'+s—s’)f_)

s_ Lo b 1 Ly ' '
2 __ﬁ] +ﬁ€ ——5(usf0+(1—s+us)f++(us—1+s)f_)+5(s(f0+((s +1—s)(f++f_))

= %((_us+(sl)f0+(s_us+(s,_s/)f++(2—S—S'—us+(s’)f_),

and the relation (7.17) is clear. O

* We express now the positivity of the operator Z. In other terms, all the coefficients of the matrix
L proposed in (7.17) must be non-negative. We have

Proposition 3. Monotonic stability of the thermal D1Q3 scheme.
Consider the D1Q3 scheme for advection-diffusion defined in (7.14) and (7.15). We set

S"=1-05¢. (7.20)

A necessary condition for this scheme to be monotically stable is to satisfy the following two in-
equalities:

0s<s"<s, s+s" <2. (7.21)

When the inequalities are satisfied, the scheme (7.14) (7.15) is monotically stable if and only if
sl s
|u|smin((—,—(2—s—s”),1——). (7.22)
s's s
The inequalities are illustrated in Figure 1.

S’! ‘l
N

07 1

Figure 1. Stability zone for monotony (7.21) in dark.

Proof of Proposition 3.
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We express that all the coefficients of the matrix L in (7.17) are non-negative:

1-¢s

s (1-0)

us+(s'
—us+(s'
2—s—s+us+(s
2—s—8 —us+(s
us+{s'+s-s
—us+{s' +s-+s

/

/

S O OO o o O

vV VVVVVVWVYV

In other terms,

¢s

S/

N

1 (7.23)
(s (7.24)
(s (7.25)
2—s—s+(s (7.26)
(s+s-5. (7.27)

\%

A

lus]|

A

lus]|

N

us]|

We deduce from (7.24) and (7.25): 0<|us|<{s'<s  and
s'=o0. (7.28)
Then (s’ =0 and (1-{)s’ = 0 and we deduce

0s(<l1 (7.29)

because s’ # 0 by construction; the third moment ¢ is not at equilibrium for this particular lattice
Boltzmann scheme.

« We have now from (7.27) s=2(1-0s' =0 and
s=0. (7.30)

With the notation s” introduced in (7.20), we have s = s” = 0 from and s+s” <2 from
(7.26). The inequalities are established. The parameter s is in fact strictly positive because
the second momentum J is not at equilibrium. Then the relation (7.22) is a direct consequence of
the inequalities (7.25) (7.26) (7.27). The proposition 3 is established. |

7.3 NON MONOTONIC STABILITY OF THE FLUID D1Q3 SCHEME

We suppose now that the D1Q3 lattice Boltzmann scheme is used for a fluid simulation. Instead of
one partial differential equation, we enforce the momenta conservations of p and /. We can sim-
ulate a fluid system with mass and momentum conservation. Technically speaking, the difference
with the previous section is very small. The second momentum ] is at equilibrium, we enforce
J* =J and this condition is obtained by taking s = 0 in the relations (7.15). The relaxation follows
now the relations

p* = p
7= ] (7.31)
e = e+ (-9, Eeqz%zfp.
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We observe here that the monotonic stability is strongly impacted by the change of parameters. We
have the

Proposition 4. Non-monotonic stability of the fluid D1Q3 scheme.
With the above notations, the relaxation operator % associated to the fluid D1Q3 lattice Boltzmann
scheme (7.14) (7.31) is associated to the following matrix

1-¢s"  A-0¢ a-0s
L=|1¢d 1@-s+(sh 3Ws-5) (7.32)
1 1 1
z(s' z((s’—s’) 5(2—3’+(s’).
The monotonic stability conditions L;; =0 take now the form

0ss =0¢s<1 (7.33)

and because s’ # 0 by construction, the condition (7.33) implies { = 1.
Proof of Proposition 4.

The expression (7.32) is nothing else than the matrix (7.17) in the particular case s = 0. We express
now that all its coefficients are non-negative:

1-¢s = 0
S1-0 = 0
(s = 0
2-s'+(s" = 0
(s'—s = 0.

Then s’ (1-{) =0 because it is both positive and negative. The end of the proposition is clear. O
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CHAPTER 8

A DUAL ENTROPY APPROACH FOR MONODIMENSIONAL NONLINEAR WAVES

In this chapterE]we follow the mathematical framework proposed by Bouchut [14] and present in
this contribution a dual entropy approach for determining equilibrium states of a lattice Boltzmann
scheme. This method is expressed in terms of the dual of the mathematical entropy relative to the
underlying conservation law. It appears as a good mathematical framework for establishing a “H-
theorem” for the system of equations with discrete velocities. The dual entropy approach is used
with D1Q3 lattice Boltzmann schemes for the Burgers equation. It conducts to the explicitation of
three different equilibrium distributions of particles and induces naturally a nonlinear stability con-
dition. Satisfactory numerical results for strong nonlinear shocks and rarefactions are presented.
We prove also that the dual entropy approach can be applied with a D1Q3 lattice Boltzmann scheme
for systems of linear and nonlinear acoustics and we present a numerical result with strong nonlin-
ear waves for nonlinear acoustics. We establish also a negative result: with the present framework,
the dual entropy approach cannot be used for the shallow water equations.

8.1 INTRODUCTION

An hyperbolic partial differential equation like the Burgers equation

u2

Oiu+ 0x(F(w) =0, FW)EE— (8.1)
exhibits shock waves (see e.g. [69]), id est discontinuities propagating with finite velocity. In or-
der to select the physically relevant weak solution, it is necessary to enforce the so-called entropy

condition
0/(n(w) + 0x(Cw) <0 (8.2)

as suggested by Godunov [71] and Friedrichs and Lax [58]. In the relation , n(s) is a strictly
convex function and {(.) the associated entropy flux (see e.g. [69], [39] or [97]). For the Burgers
equation, the quadratic entropy is usually considered

u? ul
n(u) = > ((u) = 3 (8.3)

Remark that the entropy condition (8.2) is just one of at least three possible criteria for selecting the
physically relevant weak solution. One may also consider the vanishing viscosity limit, or the Lax
entropy criterion (see e.g. [69] or [97]).

1 This contribution has been originally published in [47] .
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+ The computation of discrete shock waves with lattice Boltzmann approaches began with viscous
Burgers approximations in the framework of lattice gaz automata (see Boghosian and Levermore
(101, Elton [53], Elton et al. [54]). With the lattice Boltzmann methods described e.g. by Lallemand
and Luo [95], first tentatives were proposed by d’'Humieres [80], Alexander et al. [3], Qian and
Zhou [114]. The study of nonlinear scalar equation with the help of the lattice Boltzmann scheme
has been emphasized by Buick at al. [21] for nonlinear acoustics. The approximation of the Burgers
equation with a quantum variant of the method has been presented by Yepez [135]. A D1Q2 entropic
scheme for the one-dimensional viscous Burgers equation has been developed by Boghosian e al.
[11] and we refer to Duan and Liu [41] for the approximation of two-dimensional Burgers equation.
The extension for gas dynamics equations and in particular shock tubes problems is under study
with e.g. the works of Philippi et al., [111], Brownlee et al. [20], Nie, Shan and Chen [106], Karlin
and Asinari [90], Chikatamarla and Karlin [33].

¢ In this contribution, we experiment the ability of lattice Boltzmann schemes to approach weak
entropic solutions of hyperbolic equations. In such situations, the scheme exhibits some kind of
vanishing viscosity limit. We start from the mathematical framework developed by Bouchut [14]
making the link between the finite volume method and kinetic models in the framework of the BGK
[9] approximation. The key notion is the representation of the dual entropy with the help of convex
functions associated with the discrete velocities of the lattice. We call “dual entropy approach” the
set of associated constraints for the equilibrium distribution. In section 2, we recall this framework
with emphasis on the one-dimensional case and prove a continuous version of the “H-theorem”.
In section 3 we derive three equilibria for a D1Q3 kinetic distribution associated with the lattice
Boltzmann method applied to the Burgers equation. In section 4, we precise our numerical D1Q3
scheme and make a simple link with the finite volume approach. We present numerical experiments
with nonlinear Burgers waves in section 5. In section 6, we study the ability of the dual entropy
approach to determine D1Q3 equilibria for systems of linear and nonlinear acoustics. We study the
system of shallow water equations in Section 7.

8.2 KINETIC REPRESENTATION OF THE DUAL ENTROPY

The Legendre-Fenchel-Moreau duality is a classic notion defined when we consider a convex
function n(.) of several variables. We can apply the duality transform that suggests that convex
function n(.) is parametrized by the slopes of the tangent planes. In other terms,

1" (@) = sup (<p-W - n(W)). 8.4)
w

The upper bound in the right hand side of relation is obtained (when it is not on the boundary
of the domain of variation of the state W) by solving the equation of unknown W':

n'(W)=e. (8.5)

A first example is simply n(w) = e" at one space dimension. Then e = ¢, n* () = ¢ logp — ¢ and
we recover in this way the fundamental tool to define the so-called “Shannon entropy” [125].

¢ We can derive the dual function : if dn(W) =¢.dW then
dn*(p) = de.-W (8.6)
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and the “physical state” W is the Jacobian of the dual entropy. In an analogous way, we can introduce
(see e.g. [69], [39] or [97]) in the context of hyperbolic conservation laws

W + 0 (FIW)) = 0 8.7)

the so-called “dual entropy flux” {* (¢). It is defined with the help of the “physical flux” F(.) accord-
ing to

(" () = @« F(W) — (W),

with the condition as previously. Then d{* (¢) = d¢ « F(W) and the physical flux F(W) is the Ja-
cobian of the dual entropy flux. In other terms, all the physics associated with the conservation laws
can be expressed in terms of the dual entropy n* and of the dual entropy flux {*. The example
of Burgers equation (8.1) with the quadratic entropy and associated flux gives without difficulty

2 3

n*(tp)=%, =2

z. (8.8)

¢ Independently of the framework relative to hyperbolic conservation laws, the Boltzmann equa-
tion with discrete velocities has been studied by Broadwell [18] (see also Gatignol [61] and Cabannes
[23]). In this contribution, we write this model for (J+1) velocities in one space dimension :

dcfj+vj0xfj=Q;(f), 0<j<]J. 8.9)

The unknown quantity f;(x, 1) is the density of particles at point x and time ¢ with a discrete velocity
vj. We have for example J=2 for the D1Q3 lattice Boltzmann scheme (presented in section 4). The
equation admits N microscopic collision invariants M;:

Y MijQj(f)=0, 1<k<N
J

and N =1 for a scalar ( e.g. Burgers) equation. The N first conserved moments :

Wie=) Mgjfj, 1<k<N (8.10)
J

satisfy a system of conservation laws :

0 Wi +0x (Y. Mijvj f;) =0, 1<k<N. (8.11)
j

Of course, we make the hypothesis that this system admits a mathematical entropy n(W) with an
associated entropy flux {(W). We denote by ¢ the derivative of the entropy ( id est dn = ¢ «dW) and
by M; € RY the vector of components Mj j (with k running from 1 to N). Then the following scalar
expression :

N
@+Mj= ) @M, 0<j<], 8.12)
k=1

is well defined. In some sense, the vector ¢ € RN can be split into J+1 (with J = N) scalar contri-
butions ¢« M; associated with the particle distribution of the Boltzmann method. In the following,
we denote this contribution as the “j° particle component of the entropy variables”.
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¢ The link between the Boltzmann models and the entropy variables has been first proposed by
Perthame [109]. We follow here the approach developed by Bouchut [I4]. We say that the “dual
entropy approach” is satisfied if we suppose that there exists J convex scalar functions h;‘ such that

Zh;((P'M])En*((P), Zlfjh;((poM])E(*((p), V(p, (8.13)
] J

We introduce hj(fj) = sup, (y fj—h;f () the Legendre dual of the convex function k% (+). The func-
tion & () is a real scalar convex function and we can write here the relation 1| making for each j
the link between f; and ¢« M; under the scalar form

Ri(fi)=pMj, 0<j<]. (8.14)
The so-called microscopic entropy

H(f)=Y hj(f)
J

is a convex function in the domain where the h j'sare convex. When the hypothesis (8.13) is satisfied,
we can prove a discrete version of the Boltzmann H-theorem. If

2R (N Q;() <0, (8.15)
]

we have dissipation of the microscopic entropy :

0 H(f)+0x (X vj hj(f)) <0 (8.16)
j

and this function is a natural Lyapunov function. The equilibrium distribution f] *9(w) is then de-
fined by

;1w = () (@-M;), 0<j<]J 8.17)

because the relation holds. Then we recover the Karlin ef al [91] minimization property :
H(f) = H(f*7) foreach f suchthat ¥; My; fj = ¥; Mkjf]?q =W with 1<k < N.

« By differentiation of the relations (8.13) relative to the entropy variable ¢ and taking into ac-
count the previous relations (8.17), we have the necessary equilibrium conditions }.; M; f].eq =

W and Y jviM; f'.eq = F(W). In other terms, the conserved variables are given by the relations

(8.17) (8.10) and the macroscopic fluxes by

Fr(W) =) Myjvi i, 1<k<N.
j

The macroscopic entropy and associated entropy fluxes satisfy
n(wW) = Zhj(f]?q), (W) =3 v hj(f]?").
j J

When the Boltzmann equation with discrete velocities satisfies the so-called BGK hypothesis [9], id
est

1 e .
Q,-(f)z;(fj"—f,-), 0<j<J (8.18)
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for some constant 7 > 0, the Boltzmann H-theorem is satisfied. We give the proof for completeness :
we first have the following convexity inequality

(155 -5 (1)) (£77-£5) = 0, 0<j<J.
If the BGK hypothesis occurs, we have by summation over j,
T () Q) = D) (7 51) < D) (177 - ) =
j j j
=Y (p-M)(£{7-F) = 0= X M; (57~ fj) = 0
j j
and due to (8.14), the hypothesis is satisfied. In consequence the H-theorem is established in

this case.

e As asummary of this mathematical section, we explicit the dual entropy approach in the case
of the Burgers equation equipped with a quadratic entropy. If there exists convex functions
h}" (¢) of the entropy variable ¢ such that

@ ¢°
2 hi@)=n"(p) = - 2Uihi@) =) = & (8.19)
J J

dn*
then the equilibrium f77(u) = 3 qj defines a stable approximation in a sense detailed in Chen et al
[29] and extended by Bouchut [13}15].

8.3 PARTICLE DECOMPOSITIONS FOR THE BURGERS EQUATION

We propose in this contribution to construct kinetic decompositions of a scalar variable in order
to solve the Burgers equation in cases where weak solutions can occur, id est when shock waves can
be developed. We consider only the simple D1Q3 stencil with three discrete velocities —A, 0 and A.
Recall that the scalar A = % is a fundamental numerical parameter that is very often taken equal to
unity by lattice Boltzmann scheme users (see e.g. [95]). For the Burgers equation a possible
mathematical entropy is the quadratic one (8.3). The dual entropy 1*(¢) and the associated dual
entropy flux {*(¢) are given according to the relations (8.8). Due to the framework of dual entropy
approach proposed in the previous section, we search three convex functions h}(¢), hy () and

hZ* (¢) such that (8.19) holds, id est for D1Q3:

2

R (@) + hg () + hZ (@) = %, AR (@) - h(p)) = (8.20)

3
L

X
e A first possible solution of the previous system consists in introducing some parameter a such
that 0 < a < 1. Then we consider the particular function

2
hy(p) = (1-a) > (8.21)

Of course, if a = 1, this function ha‘ (+) is singular. In this case, we switch from D1Q3 to D1Q2
scheme, as presented in the following of this contribution. Due to (8.20), the two other dual func-
tions hj(¢) and hZ (¢) are determined :

2 3 2 3

4 L4 * L4 L4

= +—, h'= - . 8.22
* 4 124 ¢ 4 122 ( )
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The associated dual functions can be written explicitly without particular difficulty :

mify =2 [(@al)” —oale_ o
ho(fo) = @fo2 (8.23)
h-(f-) = %[(a2—4%)3/2+6a%—a3].

The three functions h i introduced in 1| and li are convex when
lpl< al (8.24)
and the relation (8.24) can be interpreted as a Courant-Friedrichs-Lewy stability condition :

a
At < — Ax.

|ul
The dual entropy approach contains in particular the numerical stability condition (8.24). The sta-
bility is in fact defined as the domain of convexity of the dual functions h* presented algebraically
by relations (8.21) (8.22) and illustrated in Figure 1. The explicit determination of the equilibrium
distribution is then a consequence of the relation (8.17) taking also into account that ¢ = u for the
quadratic entropy. We have

2 2

flw=Zur o fl=0-0u, f1=Zu-

-—. 8.25
2 41 ( )

» Another solution of the previous system (8.20) can be obtained as follows. Derive the two rela-
tions in (8.20) two times. Then

(1)) = (1) (@) + . ()" t9) +2(n") " (@) =1-%.

In order to have a better stability property than the condition obtained previously, we try to
enforce the convexity condition (h;f)"((p) =0 if |¢|< A instead of . For ¢ < 0, we propose
to replace the ineq}:ality (h2)" () = (”hf)”((p) +% > 0 by an equality. Then (h*)" (@) = ~Lifp<
0. WS deduce (hj‘r),/ () =0 and (hy) ((e/) =1+ % if ¢ < 0. With analogou§ arg}lments, we ob‘taln
(h3) (@) = %, (hy) (@ =1 —% and (h*)"(p) =0 when ¢ > A. We construct in this way an “upwind”
distribution for the decomposition of the dual entropy:

2 3
@3 L 0, p=0
. 2 61
ni@={ % i = L M@=t (8.26)
0 L -—, ¢<0.
2 "6A 64

It is presented in Figure 2. The associated equilibrium distribution (8.17) takes the form

u? u_u_/l 0, u=0
Py 2
Flan=4 2 = =g (8.27)
2
u -— <0.
0 L . u
u 21 21
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0.25 + b

components of the dual entropy

entropy wariable

bt = ke O hek—

Figure 8.1 — Kinetic decomposition (8.21] of the dual entropy for the Burgers equation with a
“centered” D1Q3 scheme (a = % ).

By considering the Legendre duals of the relations (8.26), we have

he(fy) = §f+\/2/1f+ withf, >0
ho(fy) = %2(1—2%0')3/2%“070'—1] withfy€R (8.28)
h(f.) :—gf_\/—zﬂtf_ withf <0.

o Weobserve thatif a =1 for the “centered” equilibrium for D1Q3 Burgers scheme, the null veloc-
ity does not contribute to the equilibrium because hy(¢) = 0; this vertex of null velocity is no more
active. In that case, we obtain a D1Q2 centered lattice Boltzmann scheme for Burgers equation.
Then

2 3 2 3

. ¢ @ c_ 9 9
=T+ nw= - 2
e Ty R Py (8.29)

These two functions represented in Figure 3 are convex if

lpl< A (8.30)

and the associated Courant-Friedrichs-Lewy stability condition states as follows

1
At < — Ax.
| ul
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components of the dual entropy

entropy wvariable

bt = bk W hek—

Figure 8.2 — Kinetic decomposition for Burgers equation, equilibria for the lattice Boltzmann upwind
scheme D1Q3.

The dual equilibrium entropy function defined at relations are represented on Figure 3. The
associated components h(f}) and h_(f-) of the microscopic entropy follow from in the
particular case a = 1. Observe that hy(fy) is no more defined which is coherent with a choice of
a “D1Qz2” lattice Boltzmann scheme. The associated equilibrium particle distribution is obtained
according to

1 u? 1 u?
eq - - eq — — ., _
fi'w 2u+4/1, f= 2u vh (8.31)

8.4 DI1Q3 LATTICE BOLTZMANN SCHEME

As developed in the preceding section, we here consider three examples of stable equilibria in
the context of the lattice Boltzmann scheme. More precisely, following the approach proposed by
d’Humieéres [80], we discretize in space and time the Boltzmann equation with discrete velocities
in the following way. We introduce a matrix M that links particle densities f; (j =—,0, +) and
moments my. For the simple D1Q3 lattice Boltzmann scheme, we obtain

1 1 1
m=M.f, M=[-2 0 A|, usfi+fo+rfi=m. (8.32)
A2 0 A2
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components of the dual entropy

entropy variable

bkt w0 hk— O

Figure 8.3 — Kinetic decomposition for Burgers ; D1Q2 centered scheme.

o The first equilibrium (8.25) can be translated in terms of moments under the form
2
u t
mee! = (u, > a)? u) .

When using the “upwind” equilibrium (8.27), we obtain an other possible value for moments at
equilibrium :

2 2
u u?\t
me4? = (u, ?,Asgn(u)?) .

The simpler scheme D1Q2 corresponds to the first equilibrium (8.25) with the particular value ¢ = 1
as proposed in relations (8.31). We have only two components in this case :
2
U=\t
me?3 = (u, —) .
2
o The relaxation step is nonlinear and local in space :

mj = qu =u, mpg=mg+sg (mzq —my) for k=2, (8.33)

with s, = s3 = 1.7 in our simulations unless otherwise stated. For nonlinear hyperbolic systems (8.7)
of two conservation laws in one space dimension, the moments m; and m, are at equilibrium and
the relation (8.33) is written in this case

mj = qu =Wi, m;= mgq =W,, m;=m3z+s3 (mgq —-mg3). (8.34)
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The particle distribution f ].* after relaxation is obtained by inversion of relation (8.32) : f* = M1« m*.
The time iteration of the scheme follows the characteristic directions of velocity v; :

filx, t+AD) =fj*(x— Vi AL ).

This advection step is linear and associates the node x with its neighbors.

o In [44] we have observed that a one-dimensional lattice Boltzmann scheme can be interpreted
with the help of finite volumes. In the case considered here, we have

i(u(x, t+ At —u(x, t))+$[w(x+ %, t)—w(x—%, t)] =0

with a numerical flux y(x + %, t) at the interface between the vertices x and x + Ax defined ac-
cording to

w(x+ %, t) =/1(f: (x, 1) — f* (x+Ax, t)). (8.35)

We observe that the resulting lattice Boltzmann scheme is not a traditional finite volume scheme (in
the sense proposed e.g. in [39]) if (s2, s3) # (1, 1) because the distribution of particles after collision
f* is also a function of the two (or one in the D1Q2 scheme) other nonconserved moments
and m3 as described in relations (8.33). On the contrary, the lattice Boltzmann method is mainly a
particle method with given velocities, as analyzed e.g. in Junk al. [88] with an asymptotic expansion
technique. Nevertheless, if s, = s3 = 1, we can give an interpretation of the associated flux
because in this case, f]* = fjeq forall j.

» We observe that we can also decompose the “physical” flux F(.) (see the relation (8.1) or (8.7) in
all generality) under the form F(u) = F (1) + F_(u) with

Few=AfTw, F-(u)=-Af%w. (8.36)

We have F.(u(x, 1))+ F-(u(x+Ax, 1)) = A( fq(u(x, 1) - fq(u(x+ Ax, 1))) and when s, = s3 =1
the numerical flux v introduced in (8.35) admits the classical so-called flux splitting form :

Ax
q/(x+ - t) =F,(ulx, 1)+ F-(u(x+Ax, 1). (8.37)

With this above link between fluxes and particle distributions itis natural to re-interpret, with
classical flux decompositions as (8.36), those proposed in this contribution at relations (8.25),
and (8.31). As remarked by Bouchut [16], the relations and are associated with two vari-
ants of the Lax-Friedrichs scheme (see e.g. Lax [97]) whereas the upwind scheme corresponds
exactly to the Engquist-Osher [56] scheme !

8.5 TEST CASES FOR BURGERS NONLINEAR WAVES

We test the previous numerical schemes for two classical problems : a converging shock wave and
the Riemann problem. We use the three variants (8.25), (8.27) and (8.31) of the lattice Boltzmann
scheme for each problem.
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c=1/2

-
0 1 X

Figure 8.4 — A converging shock wave for the Burgers equation. The decreasing profile at t =0 leads to
an admissible discontinuity at t = 1.

Then a shock wave with velocity o = % develops.

o The first test case concerns a converging shock wave and is displayed in Figure 4. At time ¢ =0
the initial profile 1y (x) is given according to

1 if x<0
wx)=4 1-x if 0sx<l (8.38)
0 if x=1.

When ¢ < 1 the profile u(x, f) remains a continuous function of space x but when ¢ > 1 a shock
wave with velocity o = % is present (see e.g. [69], [39] or [97]). It is a challenge if a lattice Boltzmann
scheme is able to capture in a systematic way such a discontinuous solution.

o The first experiment (see Figure 5) concerns the first centered scheme and the choice
a= % and A = 1.8 for the numerical parameters. The result is catastrophic, as depicted on Figure 5.
The scheme is unstable and diverges within a very little time after the solution becomes discon-
tinuous. The reason is simple a posteriori. Observe that for the previous test case a = % and par-
ticular values u(x, t) = 1 have to be considered. But the convexity-stability condition reads
as |u|< % and is incompatible with the chosen numerical values because we take A = 1.8 in the
numerical simulation. We observe that under conditions that violate the inequality (8.24), the lat-
tice Boltzmann scheme is unstable in this strongly nonlinear situation, even if we respect the linear
stability condition

0<sj<2 (8.39)
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proposed initially by Hénon [77].

0 0.5 1 1.5 2

Figure 8.5 — Burgers equation. Instable D1Q3 lattice Boltzmann simulation for a converging shock with
e = . S -

equilibrium associated to the parameters a = 3, s = s3 = 1.7 and A = 1.8. Computed values are

displayed every 10 time steps.

o We repeat the same numerical experiment with a smaller time step. We take A =3 in a second
experiment. The condition (8.24) is now satisfied and the scheme is stable. The results are correct
and are presented in Figure 6. The shock is spread on 4 to 5 mesh points and we observe simply an
overshoot at the location of the shock wave. With the extreme set of values s, = s3 = 2 (if we refer to
relation (8.39)), the numerical experiment does not give correct results because no entropy is dis-
sipated. But the scheme remains stable; the numerical values remain inside an interval [-0.4, 1.7]
relatively close to the set [0, 1] of correct values for this particular problem. The nonlinear stability
condition enters into competition with the linear stability condition (8.39).

¢ With the same initial condition (8.38), we use the D1Q3 upwind version of the lattice
Boltzmann scheme. Now the stability condition is not as severe as in the previous case and we
take A = 1.1. The results, presented in Figure 7, are qualitatively analogous to the previous one (see
Figure 6). We observe on Figure 7 an alternance of monotonic and over or undershooting discrete
shock profiles.

+ With the same decreasing initial condition (8.38), using the D1Q2 version (8.31) leads to results
presented on Figure 8. We observe only an over-shooting at the discrete shock profile without any
under-overshooting.
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L 2

Figure 8.6 — Burgers equation. Stable D1Q3 lattice Boltzmann simulation for a converging shock with
equilibrium associated to the parameters a = %, A =3 and s, = s3 = 1.7. Computed values are displayed
every 10 time steps.

2.1 2.2 2.3 2.4 2.5 2.6

Figure 8.7 — Burgers equation. Stable D1Q3 lattice Boltzmann simulation for a converging shock with
upwind equilibrium with A = 1.1 and s, = s3 = 1.7. Eight consecutive discrete time steps.
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1.2 T T T T
o 0 o ‘ a4
& ‘i[ / } ¥ ; V ki ‘Rf
0 . A <
0.8
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0.6
.
0.4
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I
0.2
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0 0.5 1 1.5 2 2.5 3

Figure 8.8 — Burgers equation. Stable D1Q2 lattice Boltzmann simulation for a converging shock with
equilibrium (8.31), A = 1.5 and s, = 1.7. Computed values are displayed every 10 time steps.

« In asecond set of experiments, we use the very simple “two steps” or “Riemann” initial condi-
tion. The first one is simply

o (X) = { 1 if x<0.2 (8.40)

0 if x>0.2.

The entropic solution of this Riemann problem composed by the Burgers equation associated
with the initial condition is a discontinuity propagating at the velocity o = % (see e.g. [69], [39]
or [97]). With the numerical schemes introduced previously, this entropy satisfying solution is cap-
tured with a precision comparable to finite-volume type methods except that for a moving shock, a
total variation diminishing scheme would not show oscillations ahead and behind the shock. The
results are presented on Figure 9 for numerical schemes (8.25), and (8.31). On Figure 10, a
zoom of the previous data shows that this moving shock is captured by a stencil of four to five mesh
points.

e We reverse the values 0 and 1 in the initial condition (8.40) and obtain in this way a new initial
condition :

0 if x<0.2

1 if x>02. (841

up(x) = {
The entropic solution of (8.41) is a rarefaction wave : a continuous solution with two constant
states and a self-similar component as detailed e.g. [69], [39] or [97]. Without any modification
of the scheme, the numerical solution with the three previous variants are presented on Figure 11.
At the tricky zones of the foot (Figure 12) and the top (Figure 13) of the rarefaction, the slope is
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A avigdd _
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0.2 r 1

ot EEEEEE ]

-0 k
b 0I2 0:4 OIE OIB l
space
dlg3c + dig3u O dlg2 exact

Figure 8.9 — The Riemann problem for the Burgers equation associated with the initial condition
develops a shock wave. The figures shows the numerical solutions with the three variants of the scheme after
100 discrete time steps and parameters A =3 and sy = s3 =1.7.

0.2 —
0r +—r———\£yﬂﬂﬂffr‘f—’—";k“-ﬂhﬂﬂaﬂ,~
-0.2 —
0.5 0.55 0.6 0.65
space
dlgic + dlg3u O dlge exact

Figure 8.10 — Zoom of Figure 10 around the location of the shock wave.
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0 0.z 0.4 0.6 0.8 1

space

dlgic  +  dlgdu O dlge exact

Figure 8.11 — The Riemann problem for the Burgers equation associated with the initial condition (8.4]
develops a rarefaction wave. Numerical solutions with the three variants of the lattice Boltzmann scheme after
100 discrete time steps and parameters A =3, s, = s3 =1.7.

discontinuous and the solution of the problem is just continuous. We observe that the
“D1Q2” version of the lattice Boltzmann scheme exhibits a two point discrete structure ; in some
sense the little number of mesh points of this version induces some rigidity in the discrete
approximation.

+ In this section relative to test cases for unstationary solutions of the Burgers equation, we have
observed two facts. First, if the dual entropy approach is achieved, the resulting scheme is naturally
stable even in circumstance where the classic linear analysis is a prioriin defect. A precise analysis
of the competition between nonlinear equilibrium and over-relaxation step can be found the
work of Brownlee et al. [20] with a totally different point of view. Second, under the convexity
condition of the h* functions of the particle decomposition (8.20), we observe that the entropy
condition is automatically enforced. No so-called rarefaction shock has never been observed with
the initial condition (8.41).

8.6 LINEAR AND NONLINEAR ACOUSTICS

The extension of the previous ideas from scalar equation to hyperbolic systems is a difficult task.
We study in this section the first order systems of linear and nonlinear acoustics.

¢ Consider the example of one-dimensional linear acoustics with D1Q3 lattice Boltzmann scheme
to fix the ideas. We recall that we can write this physical model as a hyperbolic system of first order :

118



8.6 — LINEAR AND NONLINEAR ACOUSTICS

0.1 .15 0.2 .25 0.3
space
dlg3c + dlg3u O dlg2 exact

Figure 8.12 — Zoom of Figure 12 at the foot of the rarefaction.

0.5 0.55 0.6 0.65 0.7
space
dlgic + dlg3u O dig2 exact

Figure 8.13 — Zoom of Figure 12 at the top of the rarefaction.

119



CHAPTER 8 — A DUAL ENTROPY APPROACH FOR MONODIMENSIONAL NONLINEAR WAVES

at(p)mx( a ):o. (8.42)
q cZp

Then a mathematical entropy is simply a quadratic form that corresponds to the physical energy :

2

Q

0>
nw) = o+ (8.43)

2c

(=] )

The entropy variables are the gradients of the entropy (8.43) relative to the conserved variables
(p, q) and we have

0= (p,cig)' (8.44)

The associated entropy flux (W) is easy to determine and {(W) = p g. The dual entropy n*(¢) =
@-W —n(W) and the dual entropy flux {* (@) = @-F(W) —{(W) can be evaluated without difficulty
and we obtain

n @) =nW), (p)=¢W); (8.45)
all is quadratic in this system !

e We approach the system (8.42) with a D1Q3 lattice Boltzmann scheme. We use the moments
m associated with the same matrix M used for the Burgers equation (see (8.32)). The associated
particle components of the entropy variables ¢.M; introduced in (8.12) are given according to

A A
(p-M+Ep+—2q, @p+My=p, (p-M_Ep——zq. (8.46)
) G
The identities take now the form
{ hi(pe M)+ hg (@« Mo) +hZ(p+M-) =n"(@) 847
AR (peMy)= AR (e M) = (g).

We search a possible solution of system with simple quadratic functions : hj(y) = a y? and
hi(y)=h*()=b yz. After some lines of algebra, the previous representation and the above condi-

tions (8.47) leads to

2
lp+24) - Sy ey
A0 :%(1—;—%),02 (8.48)
A 3 A
o) - B (p- Ay

The functions proposed in (8.48) are convex under the stability condition :
lcol< A. (8.49)
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This inequality means that the numerical waves go faster than the physical ones, a familiar inter-
pretation of the Courant-Friedrichs-Lewy condition (see e.g. [97]). A microscopic entropy H(f) =
hy(f+) + ho(fo) + h—(f-) can be easily derived from with the following contributors :

A,Z /12
n(f) =512 o) = ——f2 ho(£) =S5 12,
<5 2(1_0_0) %
/12

. N . eq il . . .
Thg par}tllcle distribution fj at equilibrium is a direct consequence of relations 1| and 1D
and we have

ffqzzc_j?(p+/1c_g)’ f;qzé(l—;—é)p, ffq:;_jz(p_/lc_g), (8.50)

In terms of moments, the relations l) reduce to mgq = cg p as proposed in Qian et al. [113].
Observe that the equilibrium (8.50) for acoustics satisfies the dual entropy approach if the CFL con-
dition (8.49) is satisfied.

* We propose now to introduce a system of nonlinear acoustics obtained by replacing the linear
pressure law in (8.42) by a nonlinear one. We consider to fix the ideas the particular example of
barotropic pressure law p(p) given according to

1 ,(p\r
(P)==pocg|—]| , (8.51)
plp YPO O(po)

with y > 1. The corresponding nonlinear system of equations is quite similar to the so-called p-
system. It can be written as

0:p+0xq=0, 0:q+0x(p(p)=0. (8.52)
It admits a mathematical entropy 1 and an associated entropy flux ¢ satisfying

2
nW) = ®(p) + %, (W) = plp) q, (8.53)

where ®(.) is a primitive of the function p(.) introduced at the relation (8.51). In consequence of
(8.53), the entropy variables ¢ = (a, B) take the form

a=plp), B=gq. (8.54)
The dual entropy n* () and dual entropy flux {* () admit the expressions

PP zﬁ(w )T+ﬁ_2=P30§(P)Y”+ﬁ_2

r+1\poc2 2 " y+1llpgy 2 (8.55)
@, p) =af=Lp q).

o With the matrix M introduced at relation (8.32), we denote by ¢, ¢¢ and ¢_ the particle com-
ponents of the entropy variables ¢+M; and we have

pi=a+AB, po=a, p_=a-ApB. (8.56)
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It is possible to find nonlinear convex functions satisfying (8.47) with the new entropy data (8.55).
By differentiating the relations (8.55) relative to the two entropy variables (8.54), the equilibrium
functions f;9, Oeq and f°9 must satisfy the relations

Ta+ AR+ @)+ fla—-AP) =p
ALY @+ AP -Af@-AP)  =q=p (8.57)
RN a+ AR +A2fa-AB) = plp)=a.
Then
1
272
and by integration of and (8.58), we deduce that the relations have to be replaced by

1
@+ AB) = 35 @+ 1), f3 () = —%, FUa-Ap) = — (a—Ap) (8.58)

! Po 5
hi(@) =h* (@) = —5a?, hia) = —" - =. 8.59

The function h} (+) = kX () is clearly convex and it is also the case for the function h(’; (o) if its second
derivative relative to a is positive, id est if and only if the following “dual stability condition” is
satisfied:

(L)

* We have tested the system of nonlinear acoustics (8.51) (8.52) with a D1Q3 lattice Boltzmann
scheme for a Riemann problem. The initial condition is a discontinuity at x = 0:

(oo, q0) if x<0
,0), ,0)) = . 8.61
(p(x,0), g(x,0) { 0r, Gy if x>0. (8.61)
We have chosen the physical and numerical parameters as follows:
A
y=2, P_05 Pr_o015 gi=g,=0, Z=12, s=17. (8.62)
Po Po ‘o

The exact solution of the nonlinear hyperbolic system can be obtained without dif-
ficulty with the general methods presented in [39] or [69]. In the case of initial data a
rarefaction wave propagates with a negative velocity and a shock wave propagates with a positive ve-
locity o = 0.416 ¢y. An intermediate state with p* = 0.348 pp and g* = 0.0824 p ¢y separates these
two nonlinear waves. With the parameters (8.62), the condition 1| is realized: (%)y—1 (2)* <
0.347. The numerical results are presented at Figure 14. The rarefaction wave and the shock wave
are correctly captured as in the case of the Burgers equation (see figures 9 and 10). When the dual
stability condition is not satisfied, the lattice Boltzmann scheme replaces the rarefaction by a
spurious shock wave and becomes completely unusable for higher values of the parameter defined

by the left hand side of (8.60).

¢ Asasummary of this section, the generalization of what have been done in this contribution for
the Burgers equation with the D1Q3 lattice Boltzmann scheme is essentially nontrivial. It is possible
to simulate specific nonlinear systems of conservation laws and we have experimented with the case
of nonlinear acoustics.
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05 1

0.3 | .

density  x momentum ¥

Figure 8.14 — Riemann problem for the system of nonlinear acoustics. The numerical data are
precised at the relations [8.62). A rarefaction wave is propagating from right to left and a shock wave from left
to right. Exact (dotted lines) and approximated (discrete symbols) profiles of density (top) and momentum
(bottom) for 100 mesh points and 60 time steps.

8.7 THE CASE OF SHALLOW WATER EQUATIONS

The case of shallow water equations has been considered with the lattice Boltzmann scheme by
Salmon [I19] for oceanography applications. In the case of one space dimension we can apply the
program presented above for linear and nonlinear acoustic models and try to represent the dual
entropy with the help of a D1Q3 particle distribution. We will see in the following the kind of diffi-
culties that we encounter with the dual entropy approach with the present choice of a single particle
distribution.

* More precisely, we consider the one-dimensional system of conservation laws due to Barré de
Saint Venant :

2
0,0+0:q =0, th+6x(%+kp7) -0, (8.63)

where k > 0 and y = 1 are given positive constants. We detail in the following the case y > 1; the
case y=1 is presented in the annex and conducts to analogous conclusions. We introduce velocity
u, pressure p and sound velocity ¢ >0 according to the relations

, p=kp’, czz%:ykpy_l. (8.64)
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Then the entropy 77 and the entropy flux { satisfy

1
n=ou 2y P r=—quspu (8.65)
y—-1
the entropy variables ¢ = (8,7, d41) = (a, f) can be evaluated without difficulty :
2 2
a= L u—, B=u.
y—-1 2

The dual entropy n* and the dual entropy flux {* can be expressed as functions of the entropy
variables :
Y 2 Y
. Bry=1 - Nat= 71 Y-hyy—1

n —K(a+7) , ¢ =K(ax ) B, K= k(yk) . (8.66)
We remark that this dual entropy n* explicited in ( is no longer the sum of two functions of
only one entropy variable as in (8.45) and (8.55) for hnear and nonlinear acoustics respectively. The
particle components of the entropy variables ¢, o and @_ are still given by the relations
The unknown convex functions h; satisfy the identities and take now the form

2

hi(p+) +hy(@o) + hi(p-) = K(a + P
22 Y (8.67)

ARG (@) —AhZ(p-) =K(a+’%

+ We prove in the following that the system of equations where the unknowns are the convex
functions h}, hj and h” of asingle real variable, has no solution. In order to establish this property,
we introduce the equilibrium distributions f] 9 according to % We differentiate the relations
relatively to a and f. We obtain relations very similar to (8.57]

FlatAp)+fil @+ fa-Ap) =p
AN @+ AB)-AfUa-Ap)  =pu (8.68)
RN a+ AR +A2 f9a-AB) =pul+p.
We are supposed to determine an increasing function f(f 7 of only one real variable a such that

2

2
eq( € W _ 1 e
A (Y—l 2)_,0 Az(pu +p). (8.69)
Due to the elementary calculus =yk(y-Dp"2=(y- l)c— we differentiate the relation (8.69)
relative to p and independently relatlvely to u. We obtain
c? 1 2pu
;( V@ + W+ =1, —u( ;q)/(a)-}—%:o. (8.70)

We extract the derivative ( fOe 7/(@) from the second equation of lb and report the result in the
first equation. We deduce

u*+3c*=A* (8.71)

and this relation can be correct only for exceptional values of velocity and sound velocity ! This
impossibility is mathematically natural : it is in general not possible to represent a function of two
variables (the right hand side of relation (8.69)) by a simple function of only one variable.

124



8.7 — THE CASE OF SHALLOW WATER EQUATIONS

CONCLUSION AND PERSPECTIVES

We first propose a summary of the algebraic work that a “user” has to do in order to determine in
which domain a given lattice Boltzmann scheme satisfies the dual stability condition initially pro-
posed by Bouchut [I4]. If very interesting results are computed with a very good lattice Boltzmann
scheme in the framework proposed by d’'Humiéres [80], the procedure follows five steps. Suppose
that the conserved variables

Wk = Z M k j f]
J
are determined. Then the convective fluxes follow the relation

Far(W) =) My v f].e".
j

First it is necessary to have a kinetic decomposition of the entropy and the associated entropy flux
of the type

nW)=X hi(f;,  CaW) =3 0¥ hy(f;".
J J

Second determine the entropy variables

@ =Vyn(W)

and the one to one mapping between W and ¢. Third evaluate the Legendre-Fenchel-Moreau duals
h:(y)=sup(y f - hj(f)
f
of the scalar functions £;(.). Fourth determine in which domain all the functions
¢ — hi(p-M;)
are convex. Fifth report this domain in the f space...

e Second, we recall that in this contribution, we have studied the role of Bouchut stability and
convex decomposition of the dual entropy to develop stable lattice Boltzmann schemes in case of
simulation of shock and rarefaction waves. We have applied the above procedure to the Burgers
equation, a fundamental nonlinear scalar equation. Then nonlinear stability does not reduce to
a simple criterion on the relaxation time parameters of the lattice Boltzmann scheme. A lattice
Boltzmann scheme is in general not a finite volume scheme and the correct capture of shock waves
presented in this contribution is mathematically absolutely non trivial. It remains open for us to
understand why the discrete results with the lattice Boltzmann scheme are so well interpreted in
terms of Bouchut’s theory. Moreover, it is a natural question to know why the entropy condition is
naturally enforced in the context of nonlinearly stable lattice Boltzmann schemes.

o Third we have observed that the situation for general nonlinear systems is not satisfactory. Even
if all the methodology can be used for a simple nonlinear system as nonlinear acoustics, it is mathe-
matically impossible to extend this algebraic construction to the familiar nonlinear system of Saint-
Venant equations one space dimension. One idea is to keep the approach as a possible approxima-
tion of systems of conservation laws. Progress could also result from the use of a vectorial particle
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distribution as initially proposed by Khobalatte and Perthame in [92] and developed by Bouchut
[13] for the kinetic finite volume approach. Observe that this idea has been also recognized as very
useful in the lattice Boltzmann community for the approximation of thermal fluids and magneto-
hydrodynamics as suggested respectively by He, Chen and Doolen [75] and Dellar [36] and used by
Peng, Shu and Chew [108] among others.

ANNEX. ON SHALLOW WATER EQUATIONS WITH Yy =1.

If y = 1, we introduce a reference velocity c. and replace the pressure law in (8.64) by p = ¢2 p.
Then we introduce a reference density p. to expressin a physically consistent manner the algebraic
expression a mathematical entropy:

2

q 2 P
= — log—.
n 2p+C*Png*
Then
0 2 0
a:—nch(l+log£)—u—, ﬂ:_n:u
dp p«) 2 dq

The entropy flux ¢ is still obtained according to the relation (8.65): { =1 u+ p u. After some lines of
algebra, the dual entropy n* = ap + fq—n is equal to
. a+p%/2
N =cp=p=p.ctexp(—5—-1)
Ci
and the dual flux {* = a g + B(p u? + p) — { is equal to n* B as in the case y > 1. Then the relations
(8.67) are generalized without difficulty and the identity (8.69) can be now written

2

eq( 2 Py wy_ 1o
0 (c*(1+logp*) 2)— zlow +p).

By derivation relative to density and velocity, we get respectively

2
%( oeq)/(a)+%(u2+cf) =1, —u(fy") @+

2pu

>z 0

We deduce a necessary relation u? +3 ¢ = A2, very close to (8.71). This relation is satisfied only for
exceptional values of velocity as in the case y>1.
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CHAPTER 9

APPROXIMATION OF HYPERBOLIC SYSTEMS BY VECTORIAL LATTICE BOLTZMANN
SCHEMES

We focus on mono-dimensional hyperbolic systems approximated by a particular lattice Boltzmann
scheme. The scheme is described in the framework of the multiple relaxation times method and sta-
bility conditions are given. An analysis is done to link the scheme with an explicit finite differences
approximation of the relaxation method proposed by Jin and Xin. Several numerical illustrations
are given for the transport equation, Burger’s equation, the p-system, and full compressible Euler’s
syste

9.1 INTRODUCTION

The strength of the lattice Boltzmann schemes lies in their effectivity. They are intensively used in
academic and industrial contexts for numerical simulations of fluid dynamics. Their links with the
mesoscopic physics and in particular with the Boltzmann equation make that these schemes are
especially well adapted to simulate fluid phenomenas obtained by asymptotic limits from the ki-
netic theory. However, it is sometimes awkward to fix the several parameters of a lattice Boltzmann
scheme in order to simulate a given equation, even if this equation is written into a conservative
form: the conservation of the energy is classically a difficulty that can involve to use two different
schemes coupled by a source term [132]. Other very particular schemes were proposed and in-
vestigated in order to simulate the full compressible Euler system, with substantial works on the
equilibria [37, 38,31}, 132} [134].

In this contribution, a new lattice Boltzmann scheme is introduced in order to approximate any
mono-dimensional hyperbolic conservative system, the intended target being the various equa-
tions of the fluid dynamics: many systems are written as conservation laws and the propagation
of the waves is an essential property. In particular, the equations obtained by the kinetic theory of
gases (as Euler’s equations) are of that type [68]. The followed methodology is to treat separately
the equations of the system by leaving aside the Boltzmann equation as much as possible. Usually,
in order to increase the dimension of the system—that is the number of conservation equations—
densities with larger velocities are introduced with two consequences: first, the lattice of the veloc-
ities is extended with the obvious difficulties concerning the boundary conditions; second, added
new velocities deeply modifies the scheme so that all previous investigations have to be redone. The
proposed scheme denoted by D, Q7 is built by duplicating for each of the n conserved moments the
well-known and simplest lattice Boltzmann scheme: the D, Q, (one spatial dimension and two dis-
crete velocities). Therefore, the results on the scalar equation can easily be extended to the system
of n equations. Moreover, as the boundary conditions are written on the densities in the framework

1 This contribution has been originally published in [2]
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of the lattice Boltzmann schemes, the decoupling of the density functions extremely simplifies the
choices of the incoming densities on the boundaries to fit the boundary conditions on the moments.

In [85], Jin and Xin introduced the relaxation method to replace a non linear hyperbolic system of
dimension n by a linear hyperbolic system of dimension 27 with a stiff source term—called a relax-
ation term as it enforces the added moment to relax to the flux of the initial system. The convergence
of this method when the relaxation term becomes dominant was investigated in [4},[105]. Many pub-
lications deal then with numerical relaxation schemes [7} (8, [I07]. Otherwise, Junk reinterprets the
lattice Boltzmann method—in particular the D,Qq—as an explicit finite differences discretization of
a relaxation formulation for the incompressible Navier-Stokes equation in the diffusive scaling [87].
In this paper, the proposed D;Q} scheme is related to a particular discretization of the relaxation
method: a splitting between the linear hyperbolic part treated with an explicit finite differences
discretization (Lax-Friedrichs discretization) and the relaxation part treated with an explicit Euler
solver.

The first section of this paper is devoted to the scalar case: the D;Q, scheme is written into the
framework of d’'Humieres [80]; the equivalent equations are given up to the second order by using
the Taylor expansion method [42} [43]; the description of the scheme as a discretization of the re-
laxation method is then done and stability conditions are given; finally numerical illustrations for
the transport equation and for Burger’s equation are performed. In the second section, we con-
sider the case of n-dimensional hyperbolic systems: the DIQQL scheme is introduced and described;
the Taylor expansion method is then used to obtain the second order equivalent equations and the
link with the discretization of the relaxation method is done; finally numerical illustrations for the
p-system and for the full compressible Euler equation are performed.

9.2 THE D;Q, SCHEME FOR THE 1—-D SCALAR EQUATION
In this section, we consider the following mono-dimensional hyperbolic equation
o,u(t,x) +0,p)(f,x) =0, >0, xeR, 9.1)

where the flux ¢ is a smooth function on R. A two-velocities lattice Boltzmann scheme is used to
approximate the solution of this equation.

9.2.1 DESCRIPTION OF THE SCHEME

We use the notation proposed by d’'Humiéres in [80] by considering £, a regular lattice in one di-
mension of space with typical mesh size Ax. The time step At is determined after the specification
of the velocity scale A by the relation:

_Ax

At 1 9.2)

For the scheme denoted by D,Q,, we introduce V = (-1, 1) the set of the two velocities and we
assume that for each node x of £, and each ; in'V, the point x+ ; At is also a node of the lattice Z£.

The aim of the D, Q, scheme is to compute a particles distribution vector f = ( fO, fl )T on the lattice
% at discrete values of time: it is a numerical scheme to approximately solve the PDEs

1 .
0.f;+v;Vf; :_T_j(j;._];.eq), 0<j<I,
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on a grid in space and time where ];eq describes the distribution j; at the equilibrium and 7 is the

relaxation time (applied to j;.). The scheme splits into two phases for each time iteration: first, the
relaxation phase that is local in space, and second, the transport phase for which an exact charac-
teristic method is used.

The framework proposed by d'Humiéres [80] reduced here to the two moments denoted by m =
(u,v)T and defined for each space point x € £ and for each time ¢ by

u=f+f,  v=A-f+f). 9.3)
The matrix of the moments M such that m = M f satisfies
1 1 L
M:( ), M*:(% fq. (9.4)
-A A I

Let us now describe one time step of the scheme. The start point is the density vector f(x,t) in
x € £ at time t, the moments are computed by

m(x, t) = Mf(x,1t). (9.5)
The relaxation phase then reads
ur(x, ) =ulx, ), VX0 =vx )+ s, 1) - vix, 1), (9.6)

where s is the relaxation parameter and v°9 the second moment at equilibrium that is a function of
u. As a consequence, the first moment u is conserved during the relaxation phase. The densities are
then computed after the relaxation phase by

X, 0=M"1m*(x,1). 9.7)
The transport phase finally reads

ﬁuJ+An=ﬁﬂx—%Aam 0<j<l. (9.8)

9.2.2 ASYMPTOTIC ANALYSIS : THE TAYLOR EXPANSION METHOD

The aim of this section is to find the equivalent equations of the scheme and in particular to fix the
equilibrium value v®4 as a function of u in order to ensure that the scheme is consistent with (9.1).
This reasoning consists in a formal development of the distribution functions f(x, f) at small At and
Ax, assuming that these functions are regular enough to use the Taylor formula. The results of this
section are particular cases of the general expansion of Dubois [42, [43]. The interested reader can

find proofs in[9.A]

Proposition 9.2.1 (zeroth order). Defining the vectors m®d = (u,v®9)T and f°4 = M~'m®9, we have
ﬁ:ﬁm+omn, ~,;.*:]?e‘uomt), 0<j<l. (9.9)

Proposition 9.2.2 (First order macroscopic equation). The first momentu satisfies the partial differ-
ential equation

0,u+0,v* = O(AD). (9.10)

The choicev®l = @(u) is then done so that u satisfies (9.1) at order 1.
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We then define the equilibrium default 8 by using the particular derivatives d{ =0,+ ; 0,,0<j<1,

1
- J r€q
0= Y. a5

The equilibrium default 8 can then be rewritten into the form

0=0,v*+1%9,u. (9.11)
Lemma 9.2.3 (Transition lemma). The second momentv satisfies

v=ved— %9 +OBB), v =viearl- %)9 +OAR), 9.12)
Moreover, we have

[F-f=aed] (1003, 0<j<1,

Proposition 9.2.4 (Second order macroscopic equation). The first moment u satisfies the second-
order partial differential equation

d,u+0,pW) =Atody (()LZ - ((p'(u))z)axu) +OA?), 9.13)

witho=1/s-1/2.

Let us remark that this second-order macroscopic equation then contains a diffusion term
with a regularization effect if o > 0 (that is s < 2) and |¢'(u)| < A. These conditions are indeed
compatible with the stability conditions of the section In order to simulate the hyperbolic
equation (9.1, the relaxation parameter s could be taken equal to 2. But this term has a stabilization
effect and it could be sometime useful to choose s smaller to minimize the oscillations around the
discontinuities.

9.2.3 LINK WITH THE RELAXATION METHOD

The relaxation method introduced by Jin and Xin [85] to solve the conservation equation (9.1) con-
sists in forming a linear hyperbolic system with a stiff source term:

o, u°+ 0,v°=0,

1 (9.14)
0,V + ad " =~ (v ~ (),

where € is a small positive parameter. This kind of approximation was proposed in the general set-
ting of the quasilinear systems of hyperbolic conservation laws and possesses some very interesting
features. Natalini proves in [4,[105] that u® and v¢ converge to u and ¢(u) when € goes to zero under
some technical assumptions where u is the unique entropy solution in the sense of Kruzkov [93].

In this section we write the D,Q, scheme as a discretization of the relaxation system. Indeed, de-
noting u} =u(x;, "), vl = v(x;, t"), x; € £ and t" = nAt, we have

v =yl — sVl — ), (9.15)
+1 _ 1 At * *

u " = sl Fug ) - g Vi v, (9.16)

V?H = %(V?fl +vi%) _AZZAA_tx(u?+1 —uily). (9.17)
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We then reinterpret the scheme as a splitting of the relaxation system (9.14) between the relaxation
part (9.15) and the hyperbolic part (9.16}9.17). The relaxation part is treated by the explicit Euler
method with € = At/s, and the hyperbolic part by the Lax-Friedrichs method with a = A2

Moreover, we observe that the transport phase of the lattice Boltzmann scheme corresponds ex-
actly to the hyperbolic part in the base of the eigenvectors. Indeed, writting the hyperbolic part of
Eq. (9.14) as

0,U+A0,U=0, with A:(fz (1))

we have

M 'AM = (_’1 0)

0o A)

The D, Q, scheme then treats the hyperbolic part of the relaxation system by an upwind method in
the base of the eigenvectors.

9.2.4 STABILITY

In this section, we are interested in the stability of the D,Q, scheme. We first investigate the L?-
stability for the linear scheme, that is if ¢ («) = cu with c a real constant. We then give a property of
L*-stability in the general case but with a more restrictive condition.

In the case where ¢(u) = cu, ¢ € R, the amplification matrix of the linear D, Q2 scheme is given by

(1-3a+9)e % S1-%)e b

A — 2 A, 2 A -

G( X;é-) %(1+%)81Ax5 (1_%(1_%)) elAXg

Proposition 9.2.5. The linear D,Q, scheme is stable for the L?-norm if, and only if, A = |c| and s €
[0,2].

Proof. Considering the two discs of Gershgorin of the matrix G(Ax,¢), the condition |c| < A and
s € [0,2] immediately implies that the two eigenvalues of G have a modulus smaller than 1. The
reciprocal property is trivially true taking £ = 0. O

Proposition 9.2.6 (maximum principle). Let M be a positive constant and ¢ a smooth flux function
such that|¢' ()| < K foru in the compact [0, M]. Considering the D, Q2 scheme where

the initial distribution functions are nonnegative ]; (x,00=0,for0<sj<1,xe%,

the initial global massu' = Y. c »(f, + f;) satisfiesu'' < M,

* therelaxation parameter s verifies s € [0,1],

the velocity of the scheme is such that A = K,

then we have
Osﬁ.(x,t”)sM, for0<j<1,xe%, neN. (9.18)

As a consequence, the first moment u remains bounded and nonnegative.
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Proof. As the transport phase just exchanges the data, we prove that ]; = 0 implies j;.* =0. The
problem being invariant by adding a constant to the flux function ¢, we assume that ¢(0) = 0. We
have for each discrete point x € £ and each discrete time t" = nAt

K =(1-3)06+ 36 - 5706 + A,
« S s s
fl‘ :zjg-f-(l—g)fl"l'ﬁ(p(f(;'f'fl‘)

Writting (p(ja +]i) = (p’(g‘)(]f) +]§) for one ¢ € [0, M] yields

=030+ 525+ 5 0- 525

A 2 A
=50+ 5205+ (1-50- 525

The assumptions s € [0,1] and A = K then immediately imply that ]6* and ﬁ* are nonnegative linear
combinations of fj and f, so that are nonnegative. The superior bound is then a consequence of
the conservation of the global first moment u'". O
Remark9.2.7. The assumption u'®' < M can be removed in the case where the flux ¢ is K-lipschitzienne
over R.

9.2.5 NUMERICAL ILLUSTRATIONS

In this section, we perform two numerical simulations, one for the transport equation with a con-
stant velocity, and one for Burger’s equation. The lattice £ is reduced to [0, 1] and a homogeneous
Neumann condition is added to treat the boundaries. In order to visualize the properties of the D, Q,
scheme, the initial condition is chosen of two types: first a smooth function and second a Riemann
problem type function.

9.2.5.1 THE TRANSPORT EQUATION

Let ¢ be a real constant, we consider in this section ¢(u) = cu.

In Fig. the left (resp. right) plot shows the initial and the final (at time T = 0.4) moment u for
several relaxation parameters s for smooth initial condition (resp. Riemann problem). The number
of points in space N = 200 had been chosen in order to visualize that the maximum principle is
fulfilled when s € [0,1] and is not when s €]1, 2] (the condition A = |c| is true). TbL.[9.1| (resp. Tbl.
shows the convergence of the L?-norm for several relaxation parameters s when Ax goes to zero
for smooth initial condition (resp. Riemann problem). Each line corresponds to the integer k €
{3,...,16} with Ax = 27%. We then verify numerically that the scheme is consistent at order 1 with the
transport equation in the general case and at order 2 if s = 2, for smooth solutions. The convergence
is lowered when the solution is less regular.

Remark9.2.8. The decrease of the convergence rate for discontinuous solution is in conformity with
previous results for the hyperbolic systems: Kuznetsov established the 1/2 order for the non linear
Lax’s scheme on a multi-dimensional Cartesian mesh [94]; Delarue and Lagoutiere prove that the
upwind scheme is of order 1/2 in L ([0, T], L' (R%)) for an integrable initial datum of bounded varia-
tion for the transport equation on a polygonal mesh [35]; finally, concerning the mono-dimensional
non linear equation investigated in this section, Sabac established that the 1/2 order is optimal for
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k s 2.000 1.900 1.750 1.000 0.750 0.500

3 1.536e-01  1.416e-01  1.256e-01  8.104e-02  7.881le-02  8.113e-02
4 1.733e-01  1.714e-01 1.712e-01 2.062e-01  2.288e-01  2.550e-01
5 1.319e-01  1.153e-01  1.073e-01 1.495e-01 1.757e-01  2.100e-01
6 4.897e-02  4.697e-02  5.138e-02  1.145e-01  1.405e-01  1.719e-01
7 1.254e-02  1.429e-02  2.162e-02 7.983e-02 1.049e-01  1.357e-01
8 3.113e-03  4.850e-03  9.913e-03  4.990e-02  7.081e-02  9.927e-02
9 7.761e-04  1.991e-03  4.836e-03 2.863e-02 4.329e-02  6.599e-02
10 1.943e-04  9.263e-04 2.412e-03 1.551e-02  2.448e-02  3.990e-02
11 4.863e-05  4.522e-04 1.208e-03  8.096e-03  1.311e-02  2.233e-02
12 1.216e-05 2.241e-04 6.041e-04 4.138e-03 6.794e-03  1.188e-02
13 3.039e-06  1.117e-04 3.022e-04 2.092e-03 3.461e-03  6.136e-03
14 7.598e-07  5.577e-05 1.512e-04 1.052e-03 1.747e-03  3.121e-03
15 1.900e-07  2.787e-05  7.559e-05 5.277e-04 8.778e-04 1.574e-03
16 4.749e-08  1.393e-05 3.780e-05 2.642e-04 4.400e-04  7.904e-04

slope 2.000e+00 1.000e+00 9.999e-01 9.979e-01 9.965e-01  9.937e-01

Table 9.1 — Transport equation with ¢ = 0.75 at final time T = 0.4 (smooth solution: error in L? norm)

k s 2.000 1.900 1.750 1.000 0.750 0.500

3 2.722e-01  2.657e-01  2.590e-01 2.649e-01 2.758e-01 2.893e-01
4 8.353e-02  8.611e-02 9.415e-02 1.696e-01  2.027e-01  2.389e-01
5 1.488e-01 1.372e-01 1.304e-01 1.434e-01 1.587e-01 1.832e-01
6 1.055e-01 9.036e-02  8.323e-02  1.066e-01 1.225e-01  1.444e-01
7 8.651e-02 7.416e-02  7.188e-02  9.591e-02 1.082e-01 1.251e-01
8 6.158e-02  4.995e-02  5.070e-02  7.838e-02 8.932e-02  1.038e-01
9 5.568e-02  4.470e-02 4.497e-02 6.609e-02 7.494e-02 8.675e-02
10 4.421e-02  3.434e-02 3.570e-02 5.515e-02 6.270e-02  7.268e-02
11 3.460e-02  2.684e-02  2.954e-02 4.657e-02  5.289e-02  6.125e-02
12 2.710e-02  2.089e-02  2.424e-02 3.909e-02  4.442e-02  5.146e-02
13 2.230e-02  1.732e-02  2.043e-02  3.288e-02  3.735e-02  4.326e-02
14 1.783e-02  1.406e-02 1.707e-02  2.763e-02  3.140e-02  3.637e-02
15 1.403e-02 1.151e-02  1.432e-02 2.324e-02 2.641e-02  3.059e-02
16 1.111e-02 9.517e-03  1.202e-02  1.954e-02  2.220e-02  2.572e-02

slope 3.374e-01 2.746e-01 2.527e-01 2.502e-01 2.501e-01 2.501e-01

Table 9.2 — Transport equation with ¢ = 0.75 at final time T = 0.4 (Riemann problem: error in L?> norm)
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Solution for c=0.75

Solution for ¢=0.75

0.8F
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wi Qpu+ cdyu =0

— initial initial
L[| -- exact exact
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Figure 9.1 — Transport equation with ¢ = 0.75 at final time T = 0.4 (left: smooth solution, right: Riemann
problem)

the monotone finite differences schemes [118]. High order accurate methods like the streamline
upwind Petrov-Galerkin (SUPG) method introduced by Hughes and Brooks [19] or like the essen-
tially non-oscillatory (ENO) and the weighted essentially non-oscillatory (WENO) methods initiated

by Harten, Engquist, Osher, and Chakravarthy [74] have also a decrease of their convergence rates
(86} 126].

9.2.5.2 BURGER’S EQUATION

In this section, the flux ¢ is taken to simulate Burger’s equation ¢(u) = u?/2.

Solution

Solution
0.8 T T

— initial

— initial
exact P exact

o s=2.0 o o §=2.0
o5k ® @ s=1.9 i < s=19
s s=1.75 04r|le o $=1.75
s=1.0 o o s=1.0

o s=0.75 o s=0.75
+ =05

0

02t ”

u: O+ 0,4 =0

u: Qu+ 0%

0.0F

—0.2F

0.5}

—0.4}F

Figure 9.2 — Burger’s equation at final time T = 0.2 (left: smooth solution, right: discontinuous solution)

In Fig. the left (resp. right) plot shows the initial and the final (at time T = 0.2) moment u for
several relaxation parameters s for smooth (resp. discontinuous) initial condition. Concerning the
maximum principle, the conditions of Prop.[9.2.6/are more complicated. The initial data are chosen
in order to have |¢’(u)| < A and we can observe that the principle is fulfilled for s € [0,1] and is not
for s > 1 with the discontinuous solution.
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k s 2.000 1.900 1.750 1.000 0.750 0.500

3 1.378e-01  1.378e-01  1.378e-01  1.378e-01 1.378e-01 1.378e-01
4 4.301e-02  4.019e-02  3.878e-02  7.735e-02  1.029e-01  1.344e-01
5 1.416e-02  1.036e-02  1.047e-02  4.100e-02  6.042e-02  8.991e-02
6 4.256e-03  2.441e-03  4.038e-03  2.142e-02  3.334e-02  5.389e-02
7 1.200e-03  8.378e-04  1.836e-03 1.114e-02 1.789e-02  3.033e-02
8 3.172e-04  3.565e-04  8.763e-04 5.698e-03  9.306e-03  1.620e-02
9 8.073e-05  1.655e-04  4.274e-04 2.878e-03 4.743e-03  8.381e-03
10 2.036e-05 7.977e-05 2.111e-04  1.448e-03 2.398e-03 4.271e-03
11 5.142e-06  3.919e-05  1.050e-04 7.270e-04 1.207e-03 2.161e-03
12 1.289e-06  1.942e-05 5.238e-05 3.644e-04 6.061e-04 1.087e-03
13 3.206e-07  9.669e-06  2.616e-05 1.825e-04 3.037e-04  5.456e-04
14 8.019e-08  4.824e-06  1.307e-05 9.131e-05 1.521e-04 2.734e-04
15 2.017e-08  2.410e-06  6.534e-06 4.568e-05 7.610e-05 1.369e-04
16 5.043e-09  1.204e-06 3.267e-06  2.285e-05 3.807e-05 6.850e-05

slope 2.000e+00 1.001e+00 1.000e+00 9.994e-01 9.992e-01  9.988e-01

Table 9.3 — Burger’s equation at final time T = 0.2 (smooth solution: error in L?> norm)

k s 2.000 1.900 1.750 1.000 0.750 0.500

3 2.216e-01 2.216e-01 2.216e-01  2.216e-01 2.216e-01 2.216e-01
4 6.980e-02  7.162e-02 7.667e-02 1.323e-01 1.616e-01 1.971e-01
5 6.115e-02  6.021e-02 6.318e-02 1.031e-01 1.246e-01  1.555e-01
6 6.144e-02  5.565e-02  5.328e-02  7.651e-02  9.299e-02 1.173e-01
7 5.498e-02  3.606e-02 3.560e-02 5.471e-02 6.796e-02  8.742e-02
8 5.584e-02  1.553e-02 1.163e-02 3.619e-02 4.732e-02 6.312e-02
9 8.526e-02  1.030e-02 1.119e-02  2.506e-02  3.308e-02  4.498e-02
10 6.426e-02  1.220e-02 1.202e-02 1.755e-02  2.283e-02  3.132e-02
11 7.534e-02  8.772e-03  8.165e-03  1.192e-02  1.545e-02  2.130e-02
12 6.869e-02  3.545e-03  2.193e-03 7.612e-03  1.022e-02  1.429e-02
13 7.320e-02  2.403e-03 2.532e-03 5.269e-03 6.969e-03  9.674e-03
14 7.377e-02  3.012e-03  2.930e-03  3.808e-03 4.852e-03 6.611e-03
15 7.302e-02  2.175e-03  2.001e-03  2.645e-03  3.346e-03  4.526e-03
16 7.229e-02  8.734e-04 4.971e-04 1.706e-03 2.254e-03  3.091e-03
slope * Kk Kk * * Kk * Kk Kk 6.324e-01 5.700e-01  5.500e-01

Table 9.4 — Burger’s equation at final time T = 0.2 (discontinuous solution: error in L? norm)
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The smooth initial data has been chosen as a piecewise polynomial function of order three so that
an expression of the exact solution can be given. Moreover, this function is increasing so that no
shock appears. Its expression reads

sign(x) for |x| = 1/4,

ulx+1/2,t=0)= 3
sign(x)(1+ (4lx|-1)°) for|x|<1/4.

The discontinuous initial data is a piecewise constant function with two discontinuities: the first
one at x = 0.3 and the second one at x = 0.7. The left discontinuity leads to a rarefaction wave
whereas the right one leads to a shock wave.

Tbl (resp. Tbl shows the convergence of the L?-norm for several relaxation parameters
when Ax goes to zero for smooth initial condition (resp. discontinuous initial condition). We then
verify numerically that the scheme is consistent at order 1 with Burger’s equation in the general case
and at order 2 if s = 2, for smooth solutions. In the case of the discontinuous initial condition, we
observe a lower convergence if s € [0, 1] but no convergence rate if s > 1 even if the error seems to be
small.

9.3 THE D;QJ SCHEME FOR THE 1—D SYSTEM

In this section, we consider the following mono-dimensional hyperbolic system
o,u(t,x) +0,p)(,x) =0, t>0, xeR, (9.19)

where the unknown u is a vector of R” and the flux ¢ is a smooth function over R", for which the
jacobian matrix d¢(u) is diagonalizable for each u, with eigenvalues 1x(u) € R, 1 < k < n. For the
numerical illustrations, we consider the p-system and the full compressible Euler system (n = 2 or
3 in these cases). We propose an extension of the D, Q, scheme compatible with the framework of
the Multiple Relaxation Times lattice Boltzmann Schemes proposed by d’'Humiere [80].

9.3.1 DESCRIPTION OF THE SCHEME

We use the same notations for the regular lattice £ with mesh size Ax. The time step At is linked
with the scheme velocity by the relation A = Ax/At. Finally, the set of velocities V is also defined
by V = (-1, A). The D, Q} scheme is then defined by concatenate n D, Q, schemes coupled through
the equilibrium.

Let us introduce the particles distributions vector f = ( fl 0 ]i 1reeer ];L 0’ ]2 1)T and the moments vec-
tor m = (uy,...,u,,vy,...,v,)". For the sake of readibility, we also define u = (u,,...,u,)" and v =
(Vy,..e ,Vn)T. The matrix of the moments M then reads

11 00 ... 00
00
: . .00
m=l3% 5o .. ool 020
00
: 00
00 ... 00 -12A
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The inverse matrix M~ is not given but can easily be obtained by the concatenatation of n matrices
corresponding to the scalar case. The starting point is the density vector f(x,f) in x € &£ at time ¢,
the moments are then computed by

m(x, t) = Mf(x,1t). (9.21)
The relaxation phase in the space of the moments reads
W (D=0, ViD=V 0+ sVl D -V (x,0), 1<k<n, 9.22)

where s, 1 < k < n, is the k-th relaxation parameter and qu the moment at equilibrium that is a
function of the vector u. As a consequence, the first moment u is conserved during the relaxation
phase. The densities are then computed by

X, 6 =M"Tm*(x, ). (9.23)
The transport finally reads

fo;t+A0 =];ij (x-vAL,D,  0<j<l 1<ks<n. (9.24)

Concerning the treatment of the boundaries, as the densities of each moment are decoupled, the
standard Bouzidi conditions [17] can be applied independently on each moment: for instance, anti-
bounce back conditions in order to impose first-order Dirichlet conditions. These simplicity is re-
markable in particular for the full compressible Euler system for which the first and the third mo-
ments (corresponding to the mass and the energy) are usually coupled with a standard lattice Boltz-
mann scheme like D1Q5 or more elaborated schemes with seven velocities for instance [37}38].

9.3.2 ASYMPTOTIC ANALYSIS: THE TAYLOR EXPANSION METHOD

In this section, we use the Taylor expansion method to write the system of the equivalent equations
as in section No additional difficulties are involved by the dimension .

Proposition 9.3.1 (zeroth order). Definingm® = (u,,...,u,, vy, ...,vy) and f¢9 = M~'m®, we have

fi=Rdvo@n,  fL=f7+0@n,  0<j<l, 1<ks<n (9.25)

Proposition 9.3.2 (First order macroscopic equation). The first momentu = (u,,...,uy,) satisfies the
partial differential equation

0,u+0,v¢1=0(An), (9.26)

e

withved = (v(fq, oo, Vod). The choicev®d = @(u) is then done so that u satisfies (9.19) at order 1.

We then define the equilibrium default 0, 1 < k < n, by using the particular derivatives d{ =0,+
y; 0,,0<j<1,

1 .
— J r€q
ek—];)l’jdzﬁc,j’ l<sks<n.

The equilibrium default 64 can then be rewritten into the form

O =0,v; +A*0u;, 1<k<n. 9.27)
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Lemma 9.3.3 (Transition lemma). The second momentv satisfies

*

At
=vil-—0,+00P), v,

v
k Sk

1
. =vil+al(l-—)oc+0ad), 1<k<n. 9.28)
Sk

Moreover, we have

* j 2 .
foj =k =0td 50, 0<j<1, 1sksn
Proposition 9.3.4 (Second order macroscopic equation). The first moment u satisfies the following
system of second-order partial differential equations:

d,u+0,pu) =Ar&d, ((/121,, - (d(p(u))z)dxu) +0B), 9.29)
with G =diag(oy,...,0,), 0 =1/sx—1/2,1 < k < n, and I, the identity matrix of size nxn.

Let us remark that this system of second-order macroscopic equations (9.29) then contains a diffu-
sion term with a regularization effect if o > 0 (that is s <2), 1 < k < n, and |1 (W] < A, for A (u)
eigenvalue of de(u).

9.3.3 LINK WITH THE RELAXATION METHOD

Jin and Xin [85] extended the relaxation method to solve hyperbolic systems of conservation laws
by forming the linear system with a stiff source term :

0,u’+0,v* =0,

1 (9.30)
0,V + Ad U = E((p(ue) -v9),

where A is a nx n-dimensional matrix.

If all the relaxation parameters sy, 1 < k < n, are equal to s (BGK type lattice Boltzmann scheme),
the D, Q scheme is then rewritten as a discretization of the relaxation system (9.30). Indeed, de-
noting ul’ = u(x;, t"), v!' = v(x;, t"), x; € £ and t" = nAt, relations are satisfied in a
vectorial sens. We then reinterpret the scheme D, QJ as a splitting between the relaxation part
and the hyperbolic part (9.16[9.17). The relaxation part is treated by the explicit Euler method with
€ = At/s, and the hyperbolic part by the Lax-Friedrichs method with A = A%1,,. Moreover, as for the
scalar case, the transport phase of the D, Q} treats the hyperbolic part of the relaxation system
by an upwind scheme in the base of the eigenvectors.

The relaxation proposed by Jin and Xin does not require that A is proportional to I,, (even if this
particular case is specifically investigated). On the other hand, the stiff source term correspond-
ing to the relaxation is proportional to I, when the D, Q7 allows different values for the relaxation
parameters.

9.3.4 NUMERICAL ILLUSTRATIONS

In this section, we perform numerical illustrations for the p-system and the full Euler compressible
equation. The lattice £ is reduced to [0,1] and homogeneous Neumann conditions are added to
treat the boundaries. The initial condition is constant over [0,0.5] and ]0.5, 1] in order to numerically
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solve the corresponding Riemann problem. We then denote uy; and ugy the left and the right value
of the k™ moment, so that we have at initial time

uy; ifx<0.5,

u(0,x) = {

Uip if x > 0.5.

The presented numerical results try to cover all the typical cases: the plots and the numerical con-
vergence rates can be extended to all Riemann problems.

9.3.4.1 p-SYSTEM

In this section, we consider the following p-system:

0,u;—0,u; =0,
{tl X2 ©9.31)

atuz - 6xp(ul) =0,

where p(u) = —u~7, with y = 2/3. This system of equations is hyperbolic as y > 0 and the eigenvalues
of the jacobian matrix are i\/?u_YTH.

In Fig. (resp. Fig. , the two plots show the initial and the final (at time T = 0.3) moments u;
and u for several relaxation parameters s, s, where the initial conditions are chosen in order to
obtain 1-shock, 2-rarefaction waves (resp. 1-rarefaction, 2-shock waves). For the numerical values,
we have the velocity of the scheme A = 1, the number of points N = 200, and the initial condition
given by

e for the 1-shock, 2-rarefaction: u;; = 1.5, up; = 1.25, ujg = 1.0, upg = 1.0,

e for the 1-rarefaction, 2-shock: u;; = 1.0, up; = 1.0, u;g = 1.5, ugg = 1.25.

The Tbl.|9.5|(resp. Tbl shows the convergence of the L?-norm for several relaxation parameters
s1, S2 when Ax goes to zero for the 1-shock, 2-rarefaction waves (resp. 1-rarefaction, 2-shock waves).
Each line corresponds to the integer k € {3,..., 16} with Ax = 2%, Essentially, we observe a conver-
gence at order 0.5 due to the discontinuity of the solution. In the case of 1-rarefaction, 2-rarefaction
waves (the solution is then continuous for ¢ > 0), the same investigation yields to a higher order,
between 0.64 and 0.8 depending on the relaxation parameters.

9.3.4.2 FULL COMPRESSIBLE EULER SYSTEM

In this section, the D, Q) scheme is tested to simulate the mono-dimensional Euler equations

0,0+0,(pu) =0,
d,(pu) +0,(pu*+p) =0, (9.32)
0,E+0,(Eu+pu)=0,

where p is the mass, u the velocity, E = pu? + p/(y — 1) the energy, and p the pressure. The Euler
equations can then be viewed as a conservative hyperbolic system in the variable u; = p, u; = pu,
and uz = E. For the numerical simulations, the test case is the Sod shock tube (p; = 1.0, pr = 1.0,
ur = 0.0, pr = 0.125, pr = 0.1, ug = 0.0), y is taken to 1.4, the number of points N = 800, and the
scheme velocity is A = 3.0.
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s1 0.500 1.000 1.500 1.900 0.500 1.000 1.500
k s 0.500 1.000 1.500 1.900 1.000 0.500 1.000
3 1.527e-01 1.428e-01 1.379e-01 1.378e-01 1.497e-01 1.459e-01 1.396e-01
4 1.057e-01 9.754e-02 1.007e-01 1.154e-01 1.030e-01 1.012e-01 9.777e-02
5 9.398e-02 7.297e-02 6.757e-02 7.972e-02 8.562e-02 8.371le-02 6.930e-02
6 7.163e-02 4.956e-02 3.718e-02 5.121e-02 6.313e-02 6.259e-02 4.366e-02
7 5.801e-02 4.057e-02 3.138e-02 4.426e-02 5.111e-02 5.102e-02 3.605e-02
8 4.754e-02 3.313e-02 2.520e-02 3.552e-02 4.177e-02 4.158e-02 2.925e-02
9 3.697e-02 2.376e-02 1.496e-02 1.721e-02 3.177e-02 3.171e-02 1.986e-02
10 2.859e-02 1.803e-02 1.274e-02 1.776e-02 2.425e-02 2.418e-02 1.534e-02
11 2.118e-02 1.287e-02 9.210e-03 1.192e-02 1.764e-02 1.763e-02 1.098e-02
12 1.520e-02 8.813e-03 5.519e-03 6.085e-03 1.246e-02 1.246e-02 7.262e-03
13 1.083e-02 6.426e-03 4.486e-03 6.092e-03 8.899¢-03 8.889e-03 5.436e-03
14 7.638e-03 4.376e-03 2.539e-03 2.883e-03 6.237e-03 6.233e-03  3.553e-03
15 5.402e-03 3.088e-03 1.769e-03 2.052e-03 4.408e-03 4.404e-03 2.502e-03
16 3.816e-03 2.178e-03 1.226e-03 1.500e-03 3.112e-03 3.108e-03 1.760e-03
slope 5.014e-01 5.035e-01 5.288e-01 4.519e-01 5.021e-01 5.027e-01 5.073e-01

$1 1.000 1.900 1.000 0.500 1.500 1.500 1.900
k s 1.500 1.000 1.900 1.500 0.500 1.900 1.500
3 1.412e-01 1.397e-01 1.409e-01 1.481e-01 1.427e-01 1.376e-01 1.380e-01
4 9.755e-02 9.936e-02 9.863e-02 1.025e-01 1.014e-01 1.052e-01 1.056e-01
5 6.961e-02 6.835e-02 6.861le-02 8.253e-02 8.053e-02 6.968e-02 6.974e-02
6 4.346e-02 4.156e-02 4.100e-02 5.978e-02 5.937e-02 3.790e-02 3.841e-02
7 3.581e-02 3.443e-02 3.392e-02 4.836e-02 4.841e-02 3.210e-02 3.245e-02
8 2.928e-02 2.756e-02 2.757e-02  3.939e-02 3.918e-02 2.468e-02 2.471e-02
9 1.982e-02 1.805e-02 1.795e-02 2.960e-02 2.956e-02 1.372e-02 1.385e-02
10 1.539e-02 1.417e-02 1.424e-02 2.248e-02 2.239e-02 1.244e-02 1.241e-02
11 1.096e-02 1.023e-02 1.019e-02 1.625e-02 1.624e-02 8.956e-03 8.980e-03
12 7.241e-03 6.595e-03 6.543e-03 1.141e-02 1.142e-02 5.173e-03 5.222e-03
13 5.441e-03 5.023e-03 5.027e-03 8.164e-03 8.153e-03 4.348e-03 4.346e-03
14 3.552e-03 3.173e-03 3.163e-03 5.698e-03 5.695e-03 2.207e-03 2.224e-03
15 2.502e-03 2.227e-03 2.223e-03 4.025e-03 4.022e-03 1.511e-03 1.521e-03
16 1.762e-03 1.560e-03 1.561e-03 2.841e-03 2.836e-03 1.014e-03 1.017e-03
slope 5.055e-01 5.137e-01 5.098e-01 5.027e-01 5.037e-01 5.757e-01 5.798e-01
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$1 0.500 1.000 1.500 1.900 0.500 1.000 1.500
k s 0.500 1.000 1.500 1.900 1.000 0.500 1.000
3 1.105e-01 1.016e-01 9.836e-02 1.003e-01 1.092e-01 1.030e-01 9.895e-02
4 1.005e-01 8.795e-02 8.294e-02 8.454e-02 9.734e-02 9.316e-02 8.549e-02
5 8.301e-02 6.054e-02 4.975e-02 5.020e-02 7.503e-02 7.365e-02 5.544e-02
6 6.483e-02 4.451e-02 3.236e-02 2.993e-02 5.678e-02 5.66le-02 3.924e-02
7 4.948e-02 3.265e-02 2.172e-02 1.831e-02 4.262e-02 4.283e-02 2.807e-02
8 3.807e-02 2.425e-02 1.513e-02 1.113e-02 3.244e-02 3.253e-02 2.040e-02
9 2.870e-02 1.753e-02 1.034e-02 6.624e-03 2.408e-02 2.416e-02 1.448e-02
10 2.114e-02 1.243e-02 7.105e-03 4.193e-03 1.747e-02 1.753e-02 1.015e-02
11 1.519e-02 8.681e-03 4.883e-03 2.745e-03 1.240e-02 1.244e-02 7.032e-03
12 1.071e-02  6.009¢-03 3.363e-03 1.755e-03 8.662e-03 8.684e-03 4.852e-03
13 7.445e-03  4.150e-03 2.312e-03 1.158e-03 5.997e-03 6.011e-03  3.349e-03
14 5.149e-03 2.869e-03 1.586e-03 7.763e-04 4.146e-03 4.153e-03 2.312e-03
15 3.560e-03 1.978e-03 1.081e-03 5.688e-04 2.867e-03 2.872e-03 1.587e-03
16 2.460e-03 1.350e-03 7.328e-04 3.875e-04 1.976e-03 1.979e-03 1.078e-03
slope 5.332e-01 5.505e-01 5.607e-01 5.540e-01 5.373e-01 5.373e-01 5.575e-01

s1 1.000 1.900 1.000 0.500 1.500 1.500 1.900
k s 1.500 1.000 1.900 1.500 0.500 1.900 1.500
3 1.010e-01 1.007e-01 1.011e-01 1.087e-01 1.004e-01 9.851e-02 1.002e-01
4 8.547e-02 8.633e-02 8.467e-02 9.583e-02 9.263e-02 8.289e-02 8.331e-02
5 5.515e-02 5.375e-02 5.306e-02 7.179e-02 7.116e-02 4.854e-02 4.900e-02
6 3.906e-02 3.697e-02 3.654e-02 5.364e-02 5.374e-02 2.979e-02 3.013e-02
7 2.783e-02 2.593e-02 2.547e-02 3.988e-02 4.031e-02 1.885e-02 1.916e-02
8 2.032e-02 1.851e-02 1.836e-02 3.016e-02 3.035e-02 1.249e-02 1.259e-02
9 1.443e-02 1.297e-02 1.287e-02 2.222e-02 2.235e-02 8.136e-03 8.207e-03
10 1.011e-02 9.021e-03 8.952e-03 1.600e-02 1.610e-02 5.461e-03 5.512e-03
11 7.007e-03 6.227e-03  6.183e-03 1.130e-02 1.136e-02 3.712e-03 3.746e-03
12 4.842e-03 4.287e-03 4.271e-03 7.869e-03 7.900e-03 2.540e-03 2.553e-03
13 3.342e-03 2.958e-03 2.945e-03 5.441e-03 5.461e-03 1.727e-03 1.738e-03
14 2.308e-03 2.037e-03 2.032e-03 3.762e-03 3.772e-03 1.178e-03 1.182e-03
15 1.583e-03 1.395e-03 1.389e-03 2.600e-03 2.608e-03 8.064e-04 8.126e-04
16 1.075e-03 9.464e-04 9.415e-04 1.788e-03 1.793e-03 5.473e-04 5.525e-04
slope 5.581e-01 5.595e-01 5.609e-01 5.403e-01 5.401e-01 5.591e-01 5.565e-01
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Figure 9.3 — p-system at final time T = 0.3 (left: u,, right:
2-rarefaction

Solution

uy : p-system

o $=(1.75,1.75) |

initial

exact

$=(1.0,1.0)

$=(0.75,0.75)

uy : p-system

uy) Riemann problem corresponding to 1-shock,

Solution uy

0.8

125

i

1.10F

1.05F

l.l)lb

o $=(1.75,1.75)

initial

exact

$=(1.0,1.0)

$=(0.75,0.75)

Figure 9.4 — p-system at final time T = 0.3 (left: u;, right: uy) Riemann problem corresponding to

1-rarefaction, 2-shock

In Fig. the mass p is plotted at time T = 0.2 for several relaxation parameters: s; = sp = §3 = 5,
with s € {0.5,0.75,1.0,1.5,1.75,1.9}. The numerical diffusion is as expected higher for small relax-

ation parameters, whereas numerical oscillations are observed for large relaxation parameters (after
the shock wave and also after the contact discontinuity).

Numerical convergence results in > norm are given in Tbl. for several relaxation parameters sy,
sz, and s3 when Ax goes to zero, each line corresponding to the integer k € {3,...,16} with Ax = 27k,

The error in L? norm goes to zero with an order that depends on the relaxation parameters. The

convergence seems to be quicker when the three relaxation parameters move nearer to 2, the order
approaching 0.5.

In Fig. the mass, the velocity, and the pressure are plotted, the exact solution with a solid line and
the approximate one with a dashed line. The parameters of this simulation are N = 1000, T = 0.14,

s1 =1.9, s, = 1.5, and s3 = 1.4. It appears as a good compromise between numerical diffusion and
oscillations in the area of discontinuities.
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p : Euler equations

Solution p

-~ s=(1.0,1.0,1.0)

$=(0.5,0.5,0.5)
0.75,0.75,0.75) |{

p : Euler equations

Solution p

0.5F

$=(1.0,1.0,1.0)
s=(1.5,1.5,1.5)
$=(1.75,1.75,1.75)

0.6 0.8

1.0

Figure 9.5 — Euler system at final time T = 0.2 (left: s <1, right: s = 1) Sod Shock Tube

S1 1.900 0.500 1.000 1.500 1.900 1.990

$2 1.500 0.500 1.000 1.500 1.900 1.990
k s3 1.400 0.500 1.000 1.500 1.900 1.990
3 1.297e-01  1.709e-01  1.278e-01 1.133e-01 1.297e-01 1.361e-01
4 9.789e-02  1.242e-01 8.141e-02  7.408e-02  8.542e-02  9.103e-02
5 6.229e-02  8.670e-02  5.454e-02  4.380e-02 4.041e-02  4.230e-02
6 4.795e-02  6.764e-02  4.643e-02  3.445e-02  2.644e-02  3.112e-02
7 3.136e-02  5.136e-02  3.691e-02  2.528e-02 1.639e-02  2.358e-02
8 2.205e-02  4.132e-02  2.951e-02  1.957e-02 1.377e-02  2.085e-02
9 1.421e-02  3.369e-02  2.229e-02 1.416e-02 9.334e-03  1.944e-02
10 1.008e-02  2.645e-02 1.651e-02  1.023e-02 6.232e-03  1.591e-02
11 7.191e-03  1.974e-02  1.220e-02  7.995e-03  5.324e-03  1.173e-02
12 5.129e-03  1.452e-02 9.122e-03  6.169e-03  4.011e-03  8.173e-03
13 3.903e-03  1.080e-02  7.035e-03 4.876e-03 3.069e-03 6.121e-03
14 3.011e-03  8.179e-03  5.547e-03  3.980e-03 2.531e-03  4.304e-03
15 2.443e-03  6.363e-03  4.484e-03 3.301e-03 2.163e-03  3.177e-03
16 1.968e-03  5.064e-03  3.665e-03  2.738e-03 1.769e-03  2.259e-03
slope 3.119e-01 3.296e-01  2.908e-01 2.699e-01 2.90le-01 4.924e-01

Solution p

-~ s=(19,1514)
— Exact

Solution

-~ s=(191514)
— Exact

Table 9.7 — Sod shock tube at final time T = 0.1 (error in L> norm)

Solution

-~ s=(191514)
— Exact

Figure 9.6 — Euler system at final time t = 0.14 Sod Shock Tube
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9.4 (CONCLUSION

In this paper, a new Lattice Boltzmann scheme is introduced in order to simulate mono-dimensional
hyperbolic systems. This scheme is described in the framework of d’ Humiéres and related to the re-
laxation method proposed by Jin and Xin. The equivalent conservation equations are given up to
the second order and stability conditions are investigated in the scalar case. Numerical illustrations
are produced for the scalar advection, Burger’s equation, the p-system, and Euler’s equations.

Let us finally remark that the method can be generalized to any other elementary schemes: the D, Q,
scheme can be replaced by the D, Q, for instance. However, using more velocities increases the size
of the systems and does not necessarily improve the accuracy.

9.A TAYLOR EXPANSION METHOD FOR THE SCALAR CASE

The Taylor expansion method consists in expanding the distribution functions with respect to the
small parameter At. Considering Eq. (9.8), we have

2 .
[+000,f + 30820, f; = 7= v A0, f7 + 50, AP0 fT+O(AF),  0<j<], 9.33)

where the variables x € £ and t have been removed for readability. As the relaxation phase is writ-
ten in the space of moments, we immediately take the moments of order 0 and 1 of Eq. (9.33) by

. ; e 0 1
summing over j after multiplication by v, oru;

u+AL0,u+ 1A%, u=u* — A0 v* + A AP0 u* +OAP),  0<

j<1, (9.34)
V+ALO,V+ A0 v=v* -~ A2AtauF + A A20, v+ 0P, 0<j<L (9.35)

We then consider Egs. (9.34) and (9.35) at order k for 0 < k < 2.

» Eq. (9.34) at zeroth-order does not give information: as the first moment u is conserved during the
relaxation phase, u = u*.

« Eq. (9.35) at zeroth-order reads v = v* + O(At). Using Eq. v* =v+s(v®9-v), ityields to Eq.

v=v"1+0O(AD), v =v*9+ O(AD), (9.9)

as the relaxation parameter s is considered as a constant.

* Eq. (9.34) at first-order (after division by At) can be rewritten in the form
d,u+0,v¢9=0(An), (9.10)

by using (9.9).
« Eq. (9.35) at first-order reads

V¥ —v=At0,v%+ A20,u) + O(AY) = At O+ O(ALD),

by using the definition of the equilibrium default (9.11). Combining this equation with Eq. then
yields

At 1
v=ve— 229+ O(ALD), v*:veq+m(1——)9+omt2). ©@.12)
S S
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* Eq. at second-order reads
0,u+0,v9=-0,(v* —v*N + 2A1 [-0,,u+A%0,u] + O(ALD).
The derivation of Eq. over f gives
—0,u+A*0,,u=0,0+0(A1),
so replacing v* — v®d by its expression yields
0,u+0,v*9=Ar00,0+0(AL?).
As v®4is a function of u, v®4 = ¢(u), we have
0= [A% - (¢'W)*]0,u+O(AD),
and we obtain the second-order macroscopic equation

d,u+d,p) =Atody ((/12 - ((p'(u))z)axu) +OAR).
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CHAPTER 10

STRONG NONLINEAR WAVES WITH VECTORIAL LATTICE BOLTZMANN SCHEMES

In this chapterB we show that a hyperbolic system with a mathematical entropy can be discretized
with vectorial lattice Boltzmann schemes using the methodology of kinetic representation of the
dual entropy. We test this approach for the shallow water equations in one and two spatial dimen-
sions. We obtain interesting results for a shock tube, reflection of a shock wave and non-stationary
two-dimensional propagation. This contribution shows the ability of vectorial lattice Boltzmann
schemes to simulate strong nonlinear waves in non-stationary situations.

10.1 INTRODUCTION

The computation of discrete shock waves with lattice Boltzmann approaches began with viscous
Burgers approximations in the framework of lattice-gas automata (see Boghosian and Levermore[10]
and Elton et al. [54]). With the lattice Boltzmann methods described e.g. by Lallemand and Luo[95],
the first tentative results were proposed by d'Humiéres[80] and Alexander et al. [3] among others.
A D1Q2 entropic scheme for the one-dimensional viscous Burgers equation has been developed
by Boghosian et al. [11]. The extension to gas-dynamic equations, and in particular to shock tube
problems, is studied in the works of Philippi et al. [111], Nie, Shan and Chen [106], Karlin and Asinari
[90], and Chikatamarla and Karlin [33].

In this contribution, we test the ability of lattice Boltzmann schemes to approach weak entropy solu-
tions of hyperbolic equations. It is well known that a first-order hyperbolic equation exhibits shock
waves. In order to enforce uniqueness, the notion of mathematical entropy has been proposed by
Godunov(70] and Friedrichs and Lax[58]. A mathematical entropy is a strictly convex function of the
conserved variables satisfying ad hoc differential constraints to ensure a complementary conserva-
tion law for regular solutions (see, e.g., our book with Després[39]). The gradient of the entropy
defines the so-called “entropy variables.” The Legendre-Fenchel-Moreau duality for convex func-
tions allows us to define the dual of the entropy, which is a convex function of the entropy variables.

We start from the mathematical framework developed by Bouchut[14], making the link between the
finite-volume method and kinetic models in the framework of the BGK approximation. The key
notion is the representation of the dual entropy with the help of convex functions associated with
the discrete velocities of the lattice. If we suppose that a single distribution of particles is present,
our previous contribution[47] shows that Burgers equation can be simulated in this way. We have
also shown that the approach can be extended to the nonlinear wave equation but is not compatible
with the system of shallow water equations.

1 This contribution has been originally published in [48].
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In Section 1, we develop vectorial lattice Boltzmann schemes with a kinetic representation of the
dual entropy. This framework is applied in Section 2 for the approximation of one-dimensional shal-
low water equations, and in Section 3 for the two-dimensional case. Stationary and non-stationary
two-dimensional simulations are presented in Section 4.

10.2 DUAL ENTROPY VECTORIAL LATTICE BOLTZMANN SCHEMES

In order to treat complex physics with particle-like methods, a classical idea is to multiply the num-
ber of particle distributions, as proposed by Khobalatte and Perthame[92], Shan and Chen[122],
Bouchut[13], Dellar[36], and Wang et al. [132]. We follow here the idea of a dual entropy decompo-
sition with vectorial particle distributions, as proposed by Bouchut[14]. We consider a hyperbolic
system composed of N conservation laws with space described by points in x € R?. The unknowns
are the conserved variables W € RV (i.e. W* € R). The nonlinear physical fluxes: F, (W)€ RN (with
1 < a < d) are given regular functions. The system is of first-order:

d
aWr+Y 0.Fkw) =0, 1<ks<N. (10.1)
a=1

We suppose that a mathematical entropy n(W) is given, with associated entropy fluxes {4 (W) for
O<sa<d:

d{q(W) =dn(W).dF,(W).

on(w
Th t iabl =
e entropy variables ¢y Wk

) are defined as the jacobian of the entropy:

N
dn(w) = Y grdwk.
k=1

The dual entropy n* (¢) and the so-called “dual entropy fluxes” {, (¢) satisfy
N @) =@ W-nW), (G@)=@:Fa(W)={a(W). (10.2)
They can be differentiated without difficulty (see e.g. [39]):

dn* (@) = Y dpe W, dii(p) = Y dor FEw).
k k

o With Bouchut[I4], we introduce N particle distributions f] k (for 1 < k < N) and q velocities (0 <

j < q-1). The conserved moments W* are simply the first discrete integrals of these distributions:

q-1
wk=3Y fF, 1<ks<N. (10.3)
Jj=0

We suppose that the particle distributions f].k are solutions of the Boltzmann equations with dis-
crete velocities:

O ff+v§0uff =Qf, 0<j<q-1, 1<k<N
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We suppose }_; Q;? = 0 in order to enforce the conservation laws 1» The non-equilibrium fluxes

take the natural form ®X = ¥ j v;?‘ fjk and we have a system of N conservation laws:

awWrk+Y 9,05 =0, 1<ks<N.
a

In the following, we use the term “Perthame-Bouchut hypothesis” to refer to the fact that the dual
mathematical entropy 1*(¢) can be is decomposed into g scalar potentials, h;‘. The potentials h;f
are supposed to be regular convex functions of the entropy variables ¢, and satisfy the two identities

q-1 q-1
j;) hi(p) =n" (), jgb vini(e) ={a(), Y. (10.4)

The equilibrium fluxes (f¢9 )? are easy to derive from the potentials h; :

*

k J k k
(feq)j:a_(pk, j;)(feq)jzw, 1<k<N.

¢ We introduce the Legendre dual of the convex potentials h;

N
(AL f2, . ) = st;p([Zwkf}‘]—h;f(w)), 0<j<g-1.
k=1

We observe that each function £;(s) is a convex function of N variables. The so-called “microscopic
entropy” H(f) can now be defined according to

H(f)= Zhj(f firen 10

This is a convex function in the domain where the £;’s are convex.

e We can establish a “H-theorem” for the continuous dynamics relative to time and space in a
way similar to the maximal entropy approach developed by Karlin and his co-workers[91]. Under a
BGK-type hypothesis

1 e k
;((f q) -f)
we have

a[H(f)+Zaa(Zv;?‘hj(fj1,f.2,...,f].N)) <0.
Y

To establish this result, we derive the microscopic entropy relative to time:

oH . on; Off on;

T Mt vl Z

Sork ot rorE 'Ol "5 ka 6“(2” )

fk
Then
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0H Ohj k

TRROIE jzka—fi(fk)[(feq)f—m
2

1
This last expression is equalto  — Z ) k[( cq )]. - jk fi] due to Legendre duality:
T4

afk( 5900 eq)?—fjk] by convexity of the potentials ;.

oh;

U

In consequence,

0H

T (Z” hy) < ;‘Pk;[(feq)?—fjk]:

by construction of the values f°9 in equilibrium. The H-theorem is thereby proven. d

10.3 “D1Q3Q2” LATTICE BOLTZMANN SCHEME FOR SHALLOW WATER
We apply the previous ideas to the shallow-water equations in one spatial dimension

+p—3p7)=0,

q2
atp+6xq:0, 6tq+6x(?
0

Velocity u, pressure p and sound velocity ¢ > 0 are given by the expressions:

_4q _bo o 2_YP __Po 41
u=-—, =—=p, ¢=—=y—p .
Y Y
[y 0 P Po

The entropy 1 and the entropy flux ¢ can be determined explicitly without difficulty (see e.g. [47]):

1
n=spu +}%1 (=nu+pu

Then the entropy variables ¢ = (6 = d,n, = d4n) can be related to the usual ones:

-—, B=u.

Thanks to (10.2), the dual entropy n* and the dual entropy flux {* can be worked out explicitly:
n* = p and {* = p u. We observe that

2 2 .

n =K(e+7)2 =p. ¢ =Kﬁ(9+7)2 - p”'W”hK:k(yy__kl)“'

+ We model this system with a kinetic approach and a D1Q3 stencil. We have to find the particle
components of the entropy Varlables id est the (still unknown) convex functions h* satisfing the
Perthame-Bouchut hypothesis (10.4), that now can be written in the form:

hi©O,B)+hy©O,B)+hi0,p) =p, AhL6,0)—-AhZ0,p)=pu, (10.5)
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where A= % is the numerical velocity of the mesh. We use a simple quadratic function as in our

previous contribution[47]. We suggest that when y = 2:
he = h0) = gKHZ, (10.6)

with the introduction of a parameter a that has to be made precise for real numerical computations.
With this choice (10.6), the resolution of the system (10.5) with unknowns h} is straightforward,
resulting in

K 22 By ak
o, p = (0+5) (125)-==0% 10.7
+@,P) 2 2 1 (10.7)
o From the previous potentials, (10.6) and (10.7), it is possible to derive the entire distribution at
equilibrium. Observe first that with a vectorial lattice Boltzmann scheme, it is necessary to use two
families, f and g, of particle distributions, one for mass conservation and the other for momentum
conservation. We have in this case
o0 ah]. g1 — ahj
J 00 ' °J i

With (10.6), the function h; is indepedent of §. Then go = % is unnecessary for the computation.
With a very basic D1Q3 stencil, we define a “D1Q3Q2” lattice Boltzmann scheme. The equilibrium
distribution is obtained by differentiation of the relations (10.6) and (10.7):

£ = % :aK9=a;)—COZ(Cz_u72) - g(p_pzocéz)
ohy i
T e P B A
J;q Oahgi FZ)L(t /f)/l)u;}(c2 26(2))
& =% =757 )

From these equilibria, we implement the lattice Boltzmann method within the multiple-relaxation-
time (MRT) framework. The conserved moments follow the general paradigm introduced in (10.3):

p=fo+tfi+tf-, g=8++g-.

The non-conserved moments are chosen in the usual way:

Jo=Mfe=1-), €= /lz(f++f_—2f0), Jg=Mg+-8-).

The relaxation step of the scheme is particularly simple when all the relaxation parameters are equal
to a constant value 7 as proposed in the BGK hypothesis. When a general MRT scheme is used, we
follow the rule[95] of the moments m,, after relaxation:

m; = mg + s¢(my" —my). (10.8)
o We have tested the previous ideas for a Riemann problem for a shock tube. We have chosen the
following numerical data and parameters:

A
y=2,20-2 P05 4,=q,=0, —=8,a=015,5;=18.
0

Po Po

The numerical results are displayed in Fig. 1. The rarefaction wave (on the left) and the shock wave
(on the right) are correctly captured.
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2-I I I ! density m
velocity o
1.6 |
1.2 |
- |
]
0.8 1 -
“‘O"w L]
]
—
0.4 1 * .
.
0F —RRRIRRNY -
-0.5 -0.25 0 0.25 0.5

Figure 10.1 — Riemann problem for shallow water equations. Density (blue, top) and velocity (pink, bottom)
fields were computed with the D1Q3Q2 lattice Boltzmann scheme with 80 mesh points and compared to the
exact solution.

10.4 “D2Q5Q4Q4” VECTORIAL LATTICE BOLTZMANN SCHEME

We study now the two-dimensional shallow-water equations

0:p+0x(p u) +6y(ppv) =0
0 ox(pu? ) =0
((ou)+0x(pu i p?)+0y(puv) (10.9)
di(pv)+oxlpuv)+ay(pvt+ 2 p?) =o0.
0

We have three conservation laws in two spatial dimensions. We extend the previous D1Q3Q2 vec-
torial lattice Boltzmann scheme into a D2Q5Q4Q4 scheme. The D2Q5 stencil is associated with the
following velocities:

Vo = (0) 0)’ V1 = (Ay 0) ’ V2 = (Ov /1)’ U3 = (_A) 0) ’ Uy = (0’ —A,) . (10~10)

We now have three particle distributions: f € D2Q5, gx € D2Q4 and g, € D2Q4. The natural ques-
tion is to find an intrinsic method to determine the equilibrium values f;q for 0< j<4 and (g;]q.,
g;;.’) for 1 < j <4. As in the one-dimensional case, a key point is to be able to explicitly determine
the dual entropy. In this two-dimensional case, the entropy variables ¢ € R® can be written as

on c? u?+v

=6, y ,8:—: —
¢=0,uv 6p y-1 2

2

. =P (g 12 )
n (Q,u,v)=p—263(0+2(u +U)) :
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In order to determine the equilibrium distributions, we search for convex functions
h}" (8, u, v) for 0 < j <4, such that the first set of Perthame-Bouchut conditions (10.4) are satisfied:

4
h 0, u,v)=n"0, u, v). (10.11)
=0

J
Then
feq:% geq:% ge :%

J 00’ °xi  ou’ °Vi ov’

We also have to take into account the dual entropy fluxes {, in order to correctly represent the first-
order terms of the model, (10.1) or (10.9) in our case. With the second set of Perthame-Bouchut
conditions (10.4), we have:

4 4
ZO vihi0,u,v)=n"u, ZO VIR0, u, v) =" v. (10.12)
J= J=

For the D2Q5 stencil, the conditions of (10.11) (10.12) take the form
hy+hi+h;+hi+hi=p, A(hi-h3)=pu, A(h;-h;)=pv. (10.13)

We mimic for shallow water in two spatial dimensions what we have done for the one-dimensional
case (10.6), and we suggest here to set as previously

he (©) = gKBZ.

Because this function hj does not depend explicitly on the variables u and v, we are not defin-
ing a D1Q5Q5Q5 scheme, but rather simply a D1Q5Q4Q4 vectorial lattice Boltzmann scheme. The
positive parameter a still has to be fixed. Nevertheless, we still have many degrees of freedom. We
suggest moreover to break into two parts the first relation of (10.13):

1 1
hi +h; = E(p—h;;), hy +hy = 5(p—h;;). (10.14)

We have now a set of five independent equations (10.6 10.13[) and (10.14) with 5 unknowns h;‘ .
The end of the algebraic determination of the system (10.6), (10.13) and (10.14) is then completely
elementary.

e When the potentials h*% are known, the computation of the equilibrium values is straightfor-
ward. With the 5+4 +4 = 13 particle distributions, we can construct 13 moments for the D2Q5Q4Q4
lattice Boltzmann scheme. We suggest the following five moments associated with the distribution

fi

{P=f0+f1+f2+f3+f4, Top =MA=B) Typ=Afa=fa),
Ep:f1+f2+f3+f4—4f0, Xszfl—f2+f3—f4.

For the eight moments relative to the distributions g,; and g, ;, we have chosen

{ Gx = §x1+8x2+8x3+8xa, [frx = A(gxl —gxs),
fxy = /1(ng _gx4), XXy =8x1—8x2+8x3— gxa
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and

{ Gy = 8y1+8y2+8ys+ 8> Jfyx = A(81—8y3),
fyy = A(8y2—8y4), XXy = 8y1=8y2+8y3~ 8y

¢ The value at equilibrium of the previous moments can be determined, taking into account that
the three moments p, g, and g, are at equilibrium. We have:

]ifipzpuqu . ])e;,qp=,01/:61y,
ef,"=(1—57a)p+§—p°(ucg+v), xx;7 =0
We have also
{ o = put+p, fr =puv, xx =0
f;;i:puv, fyy:/l(gyz—gy4), xXx;7=o.

The MRT algorithm can be implemented without difficulty. It is just necessary to write a relation
of the type for the 10 moments that are not at equilibrium. Our present choice is the BGK
variant of the scheme, with all parameters s, set equal. The boundary conditions of wall constraint,
supersonic inflow or supersonic outflow are treated with an easy adaptation of the usual methods
of bounce-back and “anti-bounce-back”.

10.5 FIRST TEST CASES

We propose two bi-dimensional test cases for the shallow-water equations: A stationary shock re-
flection and a classical non-stationary forward-facing step, first proposed by Emery [55] for gas dy-
namics. The first test case is a the reflection of an incident shock wave of angle —n/4 issued from
a “left” state into a new shock of angle aran(4/3) due to the physical nature of the “top” state (in
green on the left picture of Fig. 2) and the “right” state (in indigo). The exact solution is determined
through the use of the Rankine-Hugoniot relations. We have chosen

pe =1, up = 1.59497132403753, vy =0,
p, = 1.17150636388320, u, = 1.47822089880855, v, = —0.116750425228984,
pr = 1.38196199044604, u, = 1.33228286727232, v, = 0.

The stationary result of the vectorial lattice Boltzmann scheme for this first test case can be com-
pared with the pure finite-volume approach with the Godunov[70] scheme, solving a discontinuity
at each interface at each time step. We have used three meshes of 35 x 20, 70 x 40 and 140 x 80 grid
points. The contours of constant density are presented in Fig. 2. The numerical results are similar.

¢ The second test case (Emery[55]) is purely non-stationary. At time zero a small step is created
inside a flow at Froude number equal to 3. A strong shock wave separates from the wall and various
nonlinear waves are generated which mutually interact. Our present experiment (Figs. 3 and 4)
shows the ability of a vectorial lattice Boltzmann scheme to approach such a flow. We have refined
the mesh, using three families of meshes: 120 x 40, 240 x 80 and 480 x 120. We have used

A=80, a=0.05 s;=18Yj
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A A\ 4

Figure 10.2 — Shock reflection, mesh 140 x 80. Exact solution (left), Lattice Boltzmann scheme
D2Q5Q4Q4 (middle) and Godunov scheme (right).

to achieve experimental stability. The time step is very small (due to the high value of 1 = ﬁ—’t‘), and
in consequence the computation is relatively slow.

e We present our results for the finer mesh, at a dimensionalized time equal to 1/2 (Fig. 3) and 4
(Fig. 4). The results show the ability of the vectorial scheme based on the decomposition of the dual
entropy to capture such flows. Nevertheless, the Godunov scheme, well known to be only order one,
gives better non-stationary results compared to the new approach.

Figure 10.3 — Emery test case for the shallow-water equations, mesh 480 x 120,
t =1/2, density profile, D2Q5Q4Q4 vectorial lattice Boltzmann scheme (top) and Godunov scheme (bottom).

155



CHAPTER 10 — STRONG NONLINEAR WAVES WITH VECTORIAL LATTICE BOLTZMANN SCHEMES

Figure 10.4 — Emery test case for the shallow water equations, mesh 480 x 120,
t =4, density profile, D2Q5Q4Q4 vectorial lattice Boltzmann scheme (top) and Godunov scheme (bottom).

CONCLUSION

We have extended the methodology of kinetic decomposition of the dual entropy previously stud-
ied for one-dimensional problems into a general framework of vectorial lattice Boltzmann schemes
for systems of conservation laws in several spatial dimensions, in the spirit of Bouchut[14]. The
key point is to decompose the dual entropy of the system into convex potentials satisfying the
Perthame-Bouchut hypothesis. Our first choices show that the system of shallow-water equations
can be solved numerically without major difficulty. Nevertheless, our first numerical experiments
show that the resulting scheme contains high numerical viscosity. Future work is necessary to re-
duce this effect.
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