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In this course, all rings are assumed to be commutative and with a unit
element. A homomorphism ϕ : A → B of rings must satisfy ϕ(1A) = 1B;
for a homomorphism of local rings ψ : (A,MA) → (B,MB), it is moreover
required that ψ−1(MB) = MA. A domain is a ring A with A 6= {0}, and
such that ab = 0 (with a, b ∈ A) implies a = 0 or b = 0. An ideal ℘ of a ring
A is prime if A/℘ is a domain (in particular A is not a prime ideal of A).

The main reference will be the book ”Algebraic Geometry” by R. Hartshorne
(Graduate Texts in Mathematics, Springer-Verlag 1977), denoted by [H] in
the following. For commutative algebra, one may use Matsumura’s book [M]
”Commutative Algebra”.

1. Basic notions on schemes

1.1. First definitions and examples

Recall that the spectrum SpecA of a ring A is the set of its prime ideals,
equipped with the Zariski topology (except in very specific cases, it is not
Hausdorff) : the closed subsets are the V (I) (for any ideal I of A), where
by definition V (I) is the set of all ℘ ∈ SpecA such that ℘ ⊃ I. A base of
open subsets consists of the D(f) for f ∈ A, where D(f) is the set of all
℘ ∈ SpecA such that f 6∈ ℘. Notice that if A is a domain, then any non
empty open subset of SpecA contains the element (0) ∈ SpecA, so in this
case any non empty open subset is dense.

The topological space SpecA also comes with a sheaf of rings O such that
O℘ (the stalk of the sheaf at ℘) is isomorphic to A℘ (the localisation of the
ring A with respect to the multiplicative set A−℘), and O(D(f)) (the ring of
sections of O over the open subset D(f)) is isomorphic to Af (the localisation
of the ring A with respect to the multiplicative set {1, f, ..., fn, ...}). For
example the ring Γ(SpecA,O) of global sections of the sheaf O is just A.
Intuitively, O℘ corresponds to germs of functions defined ”around ℘”, and
O(D(f)) to functions defined on the open subet ”f 6= 0”.

One way to construct the sheaf O (see [H], II.2 for more details) is to define
(for each open subset U) the ring O(U) as the ring of functions U → ∐

℘∈U A℘

which are locally (for the Zariski topology) of the type a
f

with a, f ∈ A.
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A locally ringed space is a topological space X, equipped with a sheaf
of rings OX , such that for each P ∈ X the stalk OX,P is a local ring. A
morphism X → Y of locally ringed spaces is a pair (f, f#) such that f :
X → Y is a continuous map, and f# : OY → f∗OX is a morphism of sheaves
of rings, with the additional condition that for each P ∈ X, the induced map
f#

P : OY,f(P ) → OX,P is a homomorphism of local rings.

An affine scheme is a locally ringed space which is isomorphic to SpecA
for some ring A. An important property (see [H], II.2.3) is that the contravari-
ant functor A→ SpecA gives an anti-equivalence of categories between rings
and affine schemes, the inverse functor being X → Γ(X,OX).

Examples of affine schemes.

1. Spec ({0}) = ∅.

2. For a field k, Spec k consists of one single point, with structural sheaf
k.

3. Spec (k[X1, ..., Xn]) is the affine space An
k over k. More generally, an

affine variety over a field k is an affine scheme SpecA, where the ring
A is a finitely generated k-algebra. Since such an A is isomorphic to
a quotient k[X1, ..., Xn]/(P1, ..., Pr), where the Pi are polynomials, this
means that such a variety is defined in the affine space by the equations
”Pi(X1, ..., Xn) = 0” for 1 ≤ i ≤ r.

For example on A1
k, you have the generic point η, corresponding to the

ideal (0); the point η belongs to any non empty open subset, hence
the closure of {η} is the whole A1

k. The other points are closed (this
corresponds to the fact that the associated ideals are maximal); some of
them correspond to the elements of k (via the maximal ideal (X−a) ⊂
k[X]), but there might be other points if k is not algebraically closed :
e.g. on A1

R, there is the point (X2 + 1), although x2 + 1 = 0 has no
solution in R. On A2

k, it is still much more complicated, because you
also have the prime ideals (π) ⊂ k[X1, X2], where π is an irreducible
polynomial (the ”generic point of the curve π(X1, X2) = 0”). Thus the
language of schemes takes into account two new things : generic points,
and points in field extensions of the ground field.

4. Let k be a field and set k[ε] = k[X]/X2. The affine scheme Spec (k[ε])
correspond to the equation ”x2 = 0” on the affine line. As a topological
space, it is just one point, but as a scheme it is not the same as Spec k.
Actually Spec (k[ε]) corresponds to a ”double point”. That’s another
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advantage of schemes : it is possibile to give a precise meaning to the
intuitive notion of multiplicity.

5. The affine scheme Spec Z consists of one generic point, and infinitely
many closed points (one for each prime number).

Now we come to the general definition of a scheme :

Definition 1.1 A scheme is a locally ringed space (X,OX) such that for
any P ∈ X, there exists an open neighborhood U of P with the property
that the locally ringed space (U, (OX)|U) is an affine scheme.

For each point x of a scheme X, one defines its residue field k(x) as the
quotient of the local ring OX,x by its maximal ideal Mx.

Usually we shall simply write X for (X,OX).

For example, on An
k , the residue field of each closed point is a finite

field extension of k. On any scheme X, you can evaluate an element f ∈
OX,x (hence also an element of Γ(X,OX)) at x, taking the reduction of
f modulo Mx : you get an element of the residue field k(x). E. g. on
A1

R = Spec (R[T ]), the evaluation of T at the point x = (T 2 + 1) is the
element

√
−1 1 of the residue field C of x.

So far we don’t have any example of a non-affine scheme. An important
remark is that an open subset U of a scheme X obviously is a scheme (with
the restriction of OX to U as structural sheaf), but an open subset of an affine
scheme is not necessarily affine : take k a field, X = A2

k, U = X − {(0, 0)}
(U is obtained by removing the closed point corresponding to the maximal
ideal (T1, T2) ⊂ k[T1, T2]). Then U is not affine. Indeed the inclusion map
i : U ⊂ X is not an isomorphism, but it is easy to check that the induced map
i∗ : Γ(X,OX) → Γ(U,OU) is (set A = k[T1, T2], and K = FracA = k(T1, T2);
any element of Γ(U,OU) must belong to the localisations AT1 and AT2 , and
the intersection of these two subrings of K is A).

The most important class of examples of non affine schemes is obtained
by means of graded rings. Let S =

⊕
d≥0 Sd be a graded ring, and set

S+ =
⊕

d>0 Sd. One defines ProjS as the set of homogeneous prime ideals
℘ that do not contain S+. For each homogeneous ideal I of S, one defines
V (I) as the set of ℘ ∈ ProjS such that ℘ ⊃ I. This gives ProjS a topology,
a base of open subsets consisting of the D+(f) for f homogeneous element
of S, where D+(f) is the set of ℘ ∈ ProjS with f 6∈ ℘. One defines a sheaf

1that is, the image of T in R[T ]/(T 2 + 1) ' C; note that here you cannot distinguish
between

√
−1 and −

√
−1; more about this later.
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O on ProjS, with the properties : O℘ is isomorphic to S(℘) (the elements of
degree zero in the localisation of S with respect to homogeneous elements of
S − ℘) and O(D+(f)) is isomorphic to S(f) (the ring of elements of degree
zero in the localisation Sf). With these properties, it is clear that ProjS is
a scheme.

For example Proj (k[X0, ..., Xn]) is the projective space Pn
k over the field

k. It is covered by the affine subsets D+(Ti) for 0 ≤ i ≤ n, each of those
isomorphic to An

k . In particular this shows that Γ(Pn
k ,OPn

k
) = k because the

intersection of the rings S(Ti) (where S := k[X0, ..., Xn]) is k, hence Pn
k is not

an affine scheme.
More generally, a projective variety over k is a scheme ProjS, where S

is the quotient of k[X0, ..., Xn] by a homogeneous ideal (this corresponds to
equations Pi(X0, ..., Xn) = 0, where the Pi are homogeneous polynomials).

1.2. Morphisms of schemes : first properties

Recall that a morphism of schemes is just a morphism of the underlying
locally ringed spaces. Observe that if f : Y → X is a morphism of schemes,
then for each y ∈ Y with image x = f(y), there is an induced homomorphism
OX,x → OY,y, hence also a homomorphism between the residue fields k(x) →
k(y). In particular if X is an affine or a projective k-variety, each residue
field is an extension of k (and this extension is finite for, and only for, closed
points).

Definition 1.2 Let S be a (fixed) scheme. An S-scheme (or scheme over
S is a scheme X, equipped with a morphism X → S. A morphism of S-
schemes (or S-morphism) is a morphism X → Y which is compatible with
the given morphisms X → S and Y → S.

When X, Y are S-schemes, the piece of notation MorS(X, Y ) stands for
the set of S-morphisms from X to Y .

Definition 1.3 Let A be a ring and X an A-scheme (=SpecA-scheme). Let
B be an A-algebra. A B-point of X is an element of MorSpec A(SpecB,X).

Examples.

1. This notion is especially useful when A = k is a field, and B = L is
a field extension of k. In this case, giving an L-point of a k-scheme
X is the same as giving its image x ∈ X (recall that the underlying
topological space of SpecL is a singleton), plus a k-morphism k(x) →
L.
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2. Let k be a field, k[ε] = k[T ]/T 2. For an X-scheme X, giving a k[ε]-
point of X is the same as giving a point x ∈ X and a k-morphism
OX,x → k[ε], that is a point x with residue field k plus a k-morphism
(Mx/M2

x) → k. The dual Hom((Mx/M2
x), k) of the k-vector space

(Mx/M2
x) is the tangent space of X at x; hence a k[ε]-point of X

consists of a point x with residue field k and a tangent vector at x.

Let S be a scheme, X and Y two S-schemes. There is a fibred product
X ×S Y ; it is an S-scheme with S-morphisms pX : X ×S Y → X and pY :
X ×S Y → Y (first and second projection) satisfying the following universal
property : for any S-scheme Z and any pair of S-morphisms fX : Z → X,
fY : Z → Y , there is a unique S-morphism g : Z → X ×S Y such that
fX = pX ◦ g, fY = pY ◦ g. For X = SpecA, Y = SpecB, S = SpecR, one
takes X×S Y := Spec (A×RB). The general construction of X×S Y consists
of a ”globalisation” of this, see [H], II.3.3. for the details.

For example Am
k × An

k = Am+n
k . We can see that even for m = n = 1,

the underlying topological space of A2
k is not the product of the underlying

topological space of A1
k by itself, because it has more points (the generic

points of the curves). Also, P1
k ×P1

k is not isomorphic to P2
k.

The first application of fibred product is the notion of fibre :

Definition 1.4 Let f : X → Y be a morphism of schemes. Let y ∈ Y and
Spec (k(y)) → Y the corresponding morphism. The fibre of f at y is the
scheme Xy := X ×Y Spec (k(y)).

It is easy to check (by reduction to the affine case) that the underlying
topological space of Spec (k(y)) is the inverse image f−1({y}); now we have
a canonical k(y)-scheme structure on this inverse image.

Examples.

1. For a scheme X over Spec Z, there is a generic fibre XQ over Q, and
special fibres Xp over each finite field Fp = Z/pZ (”reduction modulo
p”). For example if X = SpecZ[T1, T2]/(T

2
1 + 2T 2

2 − 2), the generic
fibre is a conic over Q, but the reduction X2 modulo 2 is A1

F2[ε]
=

Spec (F2[ε, T2]).

2. Let k be a field of characteristic 6= 2, X = Spec (k[T1, T2]/(T
2
2 − T1),

Y = A1
k = Spec (k[T1]). Consider the morphism X → Y , (t1, t2) 7→ t1

(that means that it is induced by the ring homomorphism k[T1] →
k[T1, T2]/(T

2
2 − T1) that sends T1 to the coset of T1). Then the fibre

at the closed point t1 = 0 is Spec (k[ε]) (one double point). The fibre
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at the closed point t1 = a for a 6= 0 is Spec (k[T2]/(T
2
2 − a)), that is

either the spectrum of a quadratic field extension k(
√
a), or the union

Spec (k ⊕ k) of two k-points.

Another application of the fibred product is base extension, which is the
scheme-theoretic version of the extension of scalars associated to the tensor
product. For example, if X is an affine or a projective variety over a field
k, one can consider the L-variety XL := X ×k L (:= X ×Spec k SpecL) for
any field extension L/k. This corresponds to look at the same polynomial
equations, but over the field L. For instance some points of A1

R have residue
field R, but any closed point of A1

C has residue field C. Nevertheless there is
always a bijection between L-points of X and XL thanks to the adjunction
property of the tensor product : Homk(A,L) = HomL(A ⊗k L,L) for any
k-algebra A. The same is true if L is replaced by any L-algebra.

Now we come to special classes of morphisms.

Definition 1.5 An open subscheme U of a scheme X is an open subset,
equipped with the restriction of the sheaf OX to U . An open immersion is a
morphism of schemes X → Y which induces an isomorphism from X to an
open subscheme of Y .

The notion of closed subscheme is more complicated, because you have
to define the locally ringed space structure on the closed subset, and there is
no canonical one. First we have to define closed immersions.

Definition 1.6 A closed immersion is a morphism f : X → Y of schemes
such that :

i) f induces a homeomorphism (i.e. a bicontinuous map) from X to a
closed subset of X.

ii) The map of sheaves f# : OY → f∗OX is surjective. 2

Typically, a closed immersion is a morphism that ”looks locally” like
Spec (A/I) → SpecA for some ring A and some ideal I of A.

Definition 1.7 A closed subscheme of a scheme Y is a scheme X, equipped
with a closed immersion i : X → Y , where one identifies the pairs (Y, i)
and (Y ′, i′) if there exists an isomorphism of schemes g : Y → Y ′ such that
g ◦ i = i′.

2This means that f# is surjective on stalks, not that the map OY (U) → f∗OX(U) =
OX(f−1(U)) is surjective for any open set U ⊂ Y .
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Thus Spec (A/I) is a closed subscheme of SpecA with underlying topo-
logical space V (I), but there might be several structures of closed subscheme
on V (I), e.g. Spec (k[ε]) and Spec k are two different closed subschemes of
A1

k with underlying space {0} (the closed point corresponding to the ideal
(T ) ⊂ Spec (k[T ])). Similarly, consider the closed subset F = V (T1) of the
affine plane A2

k = Spec (k[T1, T2]). You have the closed subscheme structure
on F given by the ideal (T1) (a line), but also one given by (T 2

1 ) (a doubled
line), or by (T 2

1 , T1T2) (a line with the origin doubled).

Now we deal with finiteness properties related to morphisms.

Definition 1.8 A morphism of schemes f : X → Y is locally of finite type
if Y can be covered by open affine subsets Vi = SpecBi, with each f−1(Vi)
covered by open affine subsets Uij = SpecAij , such that Aij is a finitely
generated Bi-algebra for any i, j. The morphism f is of finite type if moreover
finitely many Uij are sufficient for each i.

Examples.

1. A composition of two morphisms of finite type is of finite type.

2. In general a localisation SpecOX,P → X is not of finite type because
the localisation A℘ (℘ ∈ SpecA) of a ring A is not a finitely generated
A-algebra.

3. For A a ring and f ∈ A, the open immersion SpecAf → SpecA is of
finite type because Af is generated as an A-algebra by 1/f .

4. More generally SpecB → SpecA is of finite type if B is a finitely
generated B-algebra. 3

5. The notion of finite type morphism (and also of finite morphism, see
below) is stable under base extension (this fact is not obvious).

There is a stronger notion :

Definition 1.9 A morphism f : X → Y is finite if Y can be covered by affine
subsets Vi = SpecBi, such that f−1(Vi) = SpecAi is affine and satisfies : Ai

is a finite type Bi-module.

3The converse is true : use the fact that if f1, ..., fr are elements of B such that each
Bfi

is f.g. over A, and Spec B is the union of the D(fi) (which means that the ideal
generated by (f1, ..., fr) is B), then B is f.g. over A.
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Examples.

1. A closed immersion is finite : indeed in this case Y can be covered by
affine subsets SpecBi, such that f−1(SpecBi) is isomorphic to SpecAi,
where Ai is the quotient of Bi by some ideal.

2. An open immersion is quasi finite (that means that each fibre is finite),
but not finite in general because Af is not a finite type A-module for
A a ring and f ∈ A. Notice that finite implies quasi finite (when B is
a finite type A-module, there are only finitely many prime ideals of B
lying over a given ideal of A).

3. Let X be the closed subscheme of A2
k defined by (T 2

2 − T1). We have
defined above a morphism f : X → A1

k, (t1, t2) 7→ t1. This morphism is
finite because k[T1, T2]/(T

2
2 −T1) is a finite k[T1]-module. If one removes

the closed point (1, 1) from X, the restriction of f to X − {(1, 1)} still
is of finite type, surjective and quasi-finite but one can check that it is
not finite anymore.

1.3. Some miscellaneous properties of schemes

Definition 1.10 A scheme X is reduced if for any open subset U of X, the
ring OX(U) has no nilpotent elements.

This is equivalent to saying that for each P ∈ X, the local ring OX,P

has no nilpotent elements, hence ”reduced” is a local property. For example
Spec (k[ε]) is not reduced.

Definition 1.11 A scheme X is irreducible if it is not empty, and if for each
decomposition X = X1 ∪X2 with X1, X2 closed subsets, one has X1 = X or
X2 = X.

Notice that this is a global property. It does not depend on the scheme
structure on X, only on the topological structure. Intuitively, irreducible
means that X doesn’t break into smaller pieces. Equivalently, X irreducible
means that the intersection of two non empty open subsets is not empty,
or that any non empty open subset is dense. Also, any non empty open
subscheme of an irreducible scheme is irreducible.

For instance Spec (k[ε]) is irreducible, Spec (k[T1, T2]/T1T2) is not.

Definition 1.12 A scheme X is integral if it is both irreducible and reduced.
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In particular SpecA is integral if and only if A is a domain (indeed irre-
ducible corresponds to the fact that the nilradical

⋂
℘∈Spec A ℘ is prime).

For example the affine space and the projective space over a field are
integral. If X is an integral scheme, there is a unique generic point η which
is dense inX (take U = SpecA an affine open subset ofX, then A is a domain
and one takes for η the point corresponding to the prime ideal (0) ∈ SpecA).
The local ring of X at η is a field (the quotient field of A), the function field
of X. For example the function field of SpecZ is Q, the function field of An

k

or Pn
k is k(T1, ..., Tn).

There is another characterisation of integral schemes :

Proposition 1.13 A scheme X is integral if and only if for any open subset
U of X, the ring OX(U) is a domain.

Proof : Suppose that OX(U) is a domain. Then it has no nilpotent
elements, so X is reduced. If U1 and U2 are two disjoint open subsets, then
OX(U) = OX(U1) × OX(U2) (by definition of a sheaf), hence OX(U1) or
OX(U2) must be zero (else OX(U) would not be a domain), which implies
that U1 or U2 is empty.

Conversely, assume that X is irreducible and reduced. Let U be an open
subset, and take f, g ∈ OX(U) such that fg = 0; we have to prove that either
f or g is zero. Denote by Y the set of points x ∈ U such that the restriction
fx to OX,x belongs to the maximal ideal Mx (or equivalently : such that the
evaluation f(x) ∈ k(x) is zero). Let us show that Y is a closed subset of U .
If U = SpecA is affine, this is clear because in this case Y is just the open
subset D(f) ' SpecAf of U . In the general case, cover U with affine open
subsets Ui and use U − Y =

⋃
(Ui − Y ).

Similarly Z := {x ∈ U, gx ∈ Mx} is a closed subset of U . We have
Y ∪ Z = U : indeed fg = 0, and the condition fxgx = 0 implies that either
fx or gx belongs to Mx. Since U is irreducible as an open subset of an
irreducible space, we have for example Y = U . In particular, for any affine
open subset V = SpecA of U , the restriction of f to OX(V ) is nilpotent
(because f belongs to

⋂
℘∈Spec A ℘, which is the nilradical of A), hence is zero

(recall that X is reduced). Finally f = 0.

Recall that a ring A is noetherian if any ideal of A is finitely generated
(or equivalently : if any non empty family of ideals has a maximal element,
or any ascending chain of ideals is stationary). There is an analogue of this
property for schemes :

10



Definition 1.14 A scheme X is
i) quasi-compact if every open cover of X has a finite subcover. 4

ii) locally noetherian if X can be covered by open affine subsets SpecAi,
where each Ai is a notherian ring.

iii) noetherian if it is both noetherian and quasi-compact.

Notice that any affine scheme SpecA is quasi-compact because SpecA is
covered by affine subsets D(fi) if and only if 1 belongs to the ideal generated
by the fi, and in this case finitely many fi will do. Thus a scheme is noethe-
rian if and only if it can be covered by finitely many SpecAi, with each Ai

noetherian.

Proposition 1.15 The scheme SpecA is noetherian if and only if the ring
A is noetherian.

In particular if X is locally noetherian, then any affine open subset SpecA
of X satisfies: the ring A is noetherian.

Proof (sketch of) : The scheme SpecA can be covered by finitely many
SpecAi, i = 1, ..., r, with each Ai noetherian. Refining the cover if necessary,
we may assume that Ai = Afi

, with fi ∈ A. Now the result is a consequence
of the following algebraic fact : if each Afi

is noetherian and 1 ∈ (f1, ..., fr),
then A is noetherian. See [H], II.3.2. for a proof of this.

Clearly a closed subscheme Y of a noetherian scheme X is noetherian
(a closed subset of a quasi-compact topological space is quasi-compact, and
X can be covered by affine subsets SpecAi, such that each SpecAi ∩ Y is
isomorphic as a scheme to the spectrum of some quotient ring of Ai). The
same statement for an open subscheme is not obvious, because an open subset
of a quasi-compact space is not in general quasi-compact. It is nevertheless
true :

Proposition 1.16 Let X be a noetherian scheme. Then any open sub-
scheme of X is noetherian.

4Sometimes this is taken as the definition of a compact topological space, but usually
the Hausdorff condition is required for this; moreover the good analogue of ”compact” for
a scheme of finite type over a field is ”proper”, not quasi-compact. See below.
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Proof : Using the previous proposition, it is clear that U is locally noethe-
rian. To prove that U is quasi-compact, we use

Lemma 1.17 Let X be a noetherian scheme. Then the topological space X
is noetherian.

(A topological space is noetherian if any descending chain of closed subsets
is stationary, or equivalently if any non empty family of closed subsets has
a minimal element; notice that the converse of the statement of the lemma
is false, e.g. for SpecA with A= ring of integers of Qp; then SpecA has two
points but A is not noetherian).

Proof of the lemma : Covering X by finitely many affine open subsets,
it is sufficient to show the result when X is the spectrum of a noetherian
ring A. In this case a descending chain of closed subsets is of the form
V (I1) ⊃ ... ⊃ V (In) ⊃ .... Replacing each In by its radical

√
In, we may

assume that each In satisfies
√
In = In (recall that the radical of an ideal I is

the ideal consisting of those x such that some power of x belongs to I). Then
the condition that the sequence (V (In)) is decreasing means exactly that the
sequence (In) is increasing, hence is stationary because A is a noetherian
ring.

Now we can prove the proposition. Obviously, an open subset U of the
noetherian space X is a noetherian topological space as well. In particular
it is quasi-compact : indeed any non empty family of open subsets of U has
a maximal element; now if (Uj)j∈J is an open cover of U , then the family of
the

⋃
j∈F Uj for F finite has a maximal element, which gives a finite subcover

of U .

Corollary 1.18 Let X be a notherian scheme. Then any open immersion
U → X is of finite type.

Proof : For any open affine subset SpecA of X, the open set SpecA ∩ U
is quasi-compact, hence can be covered by finitely many D(fi) = SpecAfi

,
and each Afi

is a finitely generated A-algebra.

Corollary 1.19 Let S be a scheme and let X, Y be two S-schemes. Assume
that X is noetherian and of finite type over S. Then any S-morphism f :
X → Y is of finite type.

12



In particular any k-morphism between two affine or projective k-varieties
is of finite type.

Proof : Since any open subset of X is noetherian (hence quasi-compact),
it is sufficient to prove that f is locally of finite type. But this follows from
the fact that if B is an A-algebra and C is a B-algebra, then the property
that C is finitely generated over A implies that it is finitely generated over
B.

Here is one last useful property of noetherian schemes (actually of noethe-
rian topological spaces) :

Proposition 1.20 Let X be a noetherian topological space. Then any closed
subset Y can be written as a finite union Y =

⋃r
i=1 Yi, where each Yi is irre-

ducible and Yi 6⊃ Yj for i 6= j. The decomposition is unique up to permutation.

One says that the Yi are the irreducible components of Y . Caution : for
a scheme X, there is in general no canonical closed subscheme structure on
its irreducible components.

Proof : Existence:consider the set of closed subsets that do not admit
such a decomposition. If this set is non empty, it has a minimal element
Y . Then Y is not irreducible, and can be written Y = Y1 ∪ Y2, where Y1

and Y2 are proper closed subsets. By minimality of Y , Y1 and Y2 have a
decomposition into irreducible components, which contradicts the fact that
Y has not. The condition Yi 6⊃ Yj for i 6= j is obtained by removing some of
the Yi if necessary.

Unicity : if Y =
⋃r

i=1 Yi =
⋃s

i=1 Y
′
i , then Y1 =

⋃s
i=1(Y

′
i ∩ Y1). Since Y1 is

irreducible, this means that Y1 is one of the (Y ′
i ∩ Y1), namely Y1 ⊂ Y ′

i for
some i, for example Y1 ⊂ Y ′

1 . Then by symmetry Y ′
1 is a subset of Yl for some

l, and the condition Yi 6⊃ Yj for i 6= j implies that l = 1, that is Y1 = Y ′
1 .

One concludes by induction on r.

2. Dimension of a scheme

2.1. Definition, first properties

Definition 2.1 Let X be a scheme. The dimension of X (denoted dimX) if
the supremum (possibly +∞) of all integers n such that there exists a chain

Y0 ⊂ Y1 ⊂ ... ⊂ Yn
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of distinct irreducible closed subsets of X.

Notice that dimX depends only on the topological space structure of X.

Proposition 2.2 Let X = SpecA. Then dimX is the Krull dimension
dimA of A.

Recall that the Krull dimension of a ring A is the supremum of ht℘ for
℘ ∈ SpecA, where the height ht℘ of a prime ideal ℘ is the supremum of all
n such that there exists a chain

℘0 ⊂ ... ⊂ ℘n = ℘

of distinct prime ideals of A. Also ht℘ = dimA℘.

Proof : An irreducible closed subset of SpecA is of the form V (℘) with
℘ prime. Now for ideals I, J equal to their radicals (e.g. prime ideals), the
equality V (I) ⊂ V (J) is equivalent to I ⊃ J , whence the result.

Examples.

1. The dimension of An
k is n (this follows from the fact that for any noethe-

rian ring A, dimA[X1, ..., Xn] = n + dimA, see [M], chapter 5). The
same is true for Pn

k (see theorem below).

2. The dimension of Spec Z is 1 (likewise for any principal ideal domain,
or even Dedekind domain).

3. The dimension of Spec k or Spec (k[ε]) is zero for any field k.

4. Some rings of dimension 1 are not noetherian (take the ring of integers
of Qp), some noetherian rings are not of finite dimension (see Nagata’s
book ”Local rings”).

Definition 2.3 Let X be a scheme and Y an irreducible closed subset of X.
The codimension codim (Y,X) of Y in X is the supremum of all integers n
such that there exists a chain of distinct closed irreducible subsets

Y = Y0 ⊂ ... ⊂ Yn

14



For example the codimension of the irreducible subset V (℘) in SpecA is
the dimension dim(A/℘) of the domain (A/℘) (℘ ∈ SpecA).

Caution. In general the equality dimY + codim (Y,X) = dimX does
not hold, even if X is an integral affine scheme. Take X = SpecA where
A = R[u] and R = k[[t]]. Then the prime ideal ℘ = (tu − 1) of A satisfies
ht℘ = 1, but A/℘ ' R[1/t] is a field, hence is of dimension zero. Nevertheless
dimA = dimR + 1 = 2.

Similarly the dimension of a dense open subset of X = SpecA might be
strictly smaller than dimX : take A = k[[t]], then dim(A[1/t]) = 0, thus the
dimension of D(t) ⊂ SpecA is zero.

In the next subsection, we shall see that the situation is somewhat better
for integral schemes of finite type over a field.

2.2. Dimension and schemes of finite type over a field

The main result is the following. It is a consequence of important (and
difficult) results in commutative algebra.

Theorem 2.4 Let X be an integral scheme of finite type over a field k, with
function field K. Then

1. dimX is finite, equal to the transcendence degree trdeg (K/k) of K
over k.

2. For any non empty open subset U of X, dimX = dimU .

3. For any closed point P ∈ X, dimX = dimOX,P .

Proof : First of all, 2. follows from 1. because X and U have the same
function field. To prove 1., we remark that if (Ui) is an open cover of X,
then X and Ui have same function field and dimX = supi(dimUi); thus it
is sufficient to prove 1. when X = SpecA is affine, where A is a finitely
generated k-algebra with quotient field K.

Now the formula dimA = trdeg (K/k) is a classical result in commutative
algebra (see [M], chapter 5). It is an easy consequence of Noether’s normal-
isation lemma : there exists y1, ..., yr ∈ A, algebraically independent over k,
such that A is a finite module over k[y1, ..., yr].

To prove 3., one may assume (using 2.) that X is affine. then the result
follows from the formula

dim(A/℘) + ht℘ = dimA

15



which holds for any finitely generated k-algebra A and any prime ideal ℘ of
A (this is another consequence of Noether’s normalisation lemma).

Now we would like to be able to compute the dimension of a scheme of
finite type over a field k without the assumption that it is integral. First af
all, note that if X is any scheme, there is a reduced scheme Xred, equipped
with a closed immersion Xred → X, and with same topological space as X :
for X = SpecA, one just takes Xred = Spec (Ared), where Ared is the quotient
of A by its nilradical. The general case follows easily (see [H], II.3) fore more
details.

If X is any scheme of finite type over a field k, write X =
⋃r

i=1 Yi the
decomposition of X into irreducible closed subsets, and give Yi its structure
of reduced scheme (starting from an arbitrary closed subscheme structure on
Yi). Then the dimension of each Yi (which does not depend on its scheme
structure) can be computed using the formula with the transcendance degree,
because each Yi can now be considered as an integral scheme. Then we have

dimX = sup
1≤i≤r

dimYi

Indeed any closed irreducible subset Y of X satisfies Y =
⋃

1≤i≤r(Y ∩ Yi),
hence Y ∩ Yi = Y for some i, that is Y ⊂ Yi; therefore any descending chain
of irreducible closed subsets of X is contained in some Yi.

Here is another consequence of this principle, which extends Theorem 2.4
to non necessarily integral schemes. Let us say that a noetherian scheme is
pure if each irreducible component of Y has the same dimension.

Proposition 2.5 Let X be a scheme of finite type over a field k. Then

1. For a non empty open subset U , we have dimU = dimX if U is dense
or if X is pure.

2. If X is pure, any closed irreducible subset Y of X satisfies

dimY + codim (Y,X) = dimX

Proof : 1. If X is irreducible, we may assume it is reduced (replacing it
by Xred if necessary), hence integral and we apply Theorem 2.4. In general,
let X =

⋃
1≤i≤r Yi be the decomposition of X into irreducible subsets. Then

any non empty open subset U of X meets Yi for some i. If X is pure, then
dimX = dimYi and dimU = dim(U ∩ Yi) because U ∩ Yi is a non empty
open subset of the irreducible scheme Yi (which is an integral scheme of finite
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type over k when equipped with its reduced structure). Now assume that U
is dense (but X not necessarily pure). Then U ∩ Yi 6= ∅ for any i = 1, ..., r
because each Yi contains a non empty open subset of X (the complement in
X of the union of Yj for j 6= i). Thus dim(U ∩ Yi) = dim Yi by the previous
argument. Since dimU = sup1≤i≤r dim(U ∩Yi) and dimX = sup1≤i≤r dimYi,
we are done.

2. Since Y is contained in some irreducible component of X and X is
pure, we may assume X irreducible. Let U be an affine open subset of X
containing some point of Y , then dimX = dimU and dimY = dim(Y ∩ U)
by 1. Moreover codim (Y,X) = codim (Y ∩ U,X ∩ U) : indeed Z 7→ Z ∩
U is a strictly increasing bijection between irreducible closed subsets of X
containing Y and irreducible closed subsets of U containing Y ∩ U (if Y1

contains strictly Y2, with Y1 and Y2 ⊃ Y irreducible, then Y1 ∩ U is dense in
Y1, hence meets Y1 − Y2). Therefore we may assume X = SpecA affine and
Y = V (℘) with ℘ ∈ SpecA. Now the formula follows from

dim(A/℘) + ht℘ = dimA

which holds for any k-algebra of finite type.

Remark : As we have seen, the codimension formula is false, even for an
integral and affine scheme X, if we do not assume that X is of finite type
over a field. On the other hand, the formula is clearly false if X is not pure
(take the disjoint union of a line and a point in the affine plane).

One last result about schemes of finite type over a field :

Proposition 2.6 Let X be a scheme of finite type over a field k. Then the
closed points of X are dense.

Again, this is false in general, e.g. X = Spec (k[[t]]).

Proof : We can assume that X is integral (thanks to the decomposition of
X into irreducible components). Let U = SpecA be an affine open subset of
X. Then A has a maximal ideal, that is there exists a point x ∈ U which is
closed in U . Now by Theorem 2.4, we have dimOX,P = dimOU,P = dimU =
dimX. This shows that x is closed in any open affine subset SpecB of X
(thanks to the formula dim(B/℘) + dimB℘ = dimB, applied to the prime
ideal ℘ ∈ SpecB corresponding to x). Therefore x is closed in X, and any
non empty open subset of X has a closed point. Another approach consists
of using the fact that a point is closed in X if and only if its residue field is
a finite extension of k.
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2.3. Morphisms and dimension

Here again, ”intuitive” results are false in general. For example a morphism
f : Y → X might be surjective with dimY < dimX, e.g. Y = Spec (k((t))⊕
k), X = Spec (k[[t]]); then X is of dimension 1, Y is of dimension zero, but
the morphism Y → X induced by the homomorphism k[[t]] → k((t)) ⊕ k,
f(t) 7→ (f(t), f(0)) is surjective. The situation is somewhat better in two
cases: finite morphisms and morphisms between schemes of finite type over
a field.

Theorem 2.7 Let f : Y → X be a finite and surjective morphism of noethe-
rian schemes. Then dimX = dimY .

The assumption ”surjective” is of course necessary (for example a closed
immersion is a finite morphism).

Proof : One reduces immediately to the case when X, Y are affine. Let
f : SpecB → SpecA be a finite and surjective morphism, we have to show
that dimA = dimB. We can suppose that SpecB and SpecA are reduced,
replacing the homomorphism i : A → B by Ared → Bred (which is finite as
well). Then the assumption that f is surjective implies that i is injective5:
indeed any prime ideal ℘ of A which does not contain the kernel I of i is not
in the image of f ; and the assumption that A has no nilpotents implies that
such a prime ideal exists if I 6= 0 because the intersection of all prime ideals
of A is zero.

Now the result follows from the so-called ”Cohen-Seidenberg Theorem”
in commutative algebra ([M], chapters 2 and 5). Basically, it is related to
the ”going-up” theorem : if A is a subring of B with B/A finite, then for
any pair of ideals p1 ⊂ p2 of A, and any ideal P1 of B lying over p1, there is
an ideal P2 ⊃ P1 of B lying over p2.

Here is another result coming from commutative algebra :

Theorem 2.8 Let f : Y → X be a morphism of noetherian schemes. Let
y ∈ Y and x = f(y). Let Yx be the fibre of Y at x. Then

dimOY,y ≤ dimOX,x + dimx Yx

5One can check that for A reduced, i injective is equivalent to Spec B → Spec A domi-

nant, that is the image of Spec B is dense in Spec A)
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(dimx Yx means the dimension of the local ring of the fibre Yx at x). A special
case is when x, y are closed points of integral schemes of finite type over a
field. Then the inequality means dim Y − dimX ≤ dimYx (”the dimension
of the fibre is at least the relative dimension”). We shall see later that the
equality holds in Theorem 2.8 in one important case : when the morphism
f is flat.

Proof : One reduces immediately to the affine case Y = SpecB, X =
SpecA; then it is the formula ([M], chapter 5) :

dimB℘ ≤ dimAp + dim(B℘ ⊗A k(p))

which holds for each prime ideal ℘ of B and its inverse image p ∈ SpecA
(with residue field k(p) := Frac (A/p)).

For schemes of finite type over a field, there is a more precise result :

Theorem 2.9 Let f : Y → X be a dominant morphism of integral schemes
of finite type over a field k. Set e = dim Y − dimX. Then there is a non
empty open subset U of Y such that for any x ∈ f(U), the dimension of the
fibre Ux is e.

Recall that dominant means that the image f(Y ) is dense in X, or equiv-
alently that the generic point of Y is mapped to the generic point of X.

Proof : Shrinking Y and X if necessary, we may assume that Y = SpecB
and X = SpecA are affine. Notice that the generic fibre Yη is of finite type6

over the function field K of X; it is an integral scheme with same function
field L as Y . Since

trdeg (L/k) = trdeg (L/K) + trdeg (K/k)

we obtain that dim Yη = e by Theorem 2.4, that is L/K is of transcendance
degree e. Let t1, ..., te be a transcendance base of L/K. Localising A and
B if necessary, we can assume that t1, ..., te ∈ B and that B is a finite
module over A[t1, ..., te] because L is a finite field extension of K(t1, ..., te).
Set X1 = Spec (A[t1, ..., te]), then the morphism f factorises through a finite
morphism Y → X1. Now for x ∈ X, the fibre Yx has a finite and surjective
morphism to the fibre of X1 → X at x; the latter is isomorphic to Ae

k(x),
hence is of dimension e. We conclude with Theorem 2.7.

6One must be careful here: Yη is not of finite type over k, because Spec K → Spec k is
not a morphism of finite type.
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3. Separated, proper, projective morphisms

The usual notions of separated (that is Hausdorff) topological space, and
of compact topological space are not convenient for schemes: for example
SpecA is almost never Hausdorff, but is always quasi-compact. Nevertheless,
one would like to say that for example An

C is separated but not compact
because its set of complex points Cn is Hausdorf and not compact; similarly
Pn

C should be compact. That’s the motivation for the following definitions.
Since we might have to deal with quite general schemes, it is useful to define
the notions of ”separated” and ”proper” in a relative context, that is to define
them for morphisms, not for schemes.

3.1. Separated morphisms

Let f : X → Y be a morphism of schemes. The diagonal morphism is
the morphism ∆ : X → X ×Y X which induces the identity map on both
components (the fibred product is relative to the morphism f).

Definition 3.1 The morphism f is said to be separated if ∆ is a closed
immersion.

Notice that it is a relative notion (any scheme is separated over itself !).

Proposition 3.2 Any morphism f : X → Y of affine schemes is separated.

Proof : For X = SpecB, Y = SpecA, the diagonal morphism comes from
the homomorphism B ⊗A B → B, b⊗ b′ 7→ bb′, which is surjective.

A non separated morphism is somewhat pathological. To have an ex-
ample, we need the notion of glueing of two schemes. Let X1, X2 be two
schemes, U1, U2 two open subsets (resp. of X1, X2), and assume that there
is an isomorphism of schemes i : U1 → U2. Then we define the scheme X
obtained by glueing X1 and X2 along U1 and U2 as follows. As a topolgical
space, X is the quotient of the disjoint union X1

∐
X2 by the equivalence

relation ”x1 ∼ i(x1)” (x1 arbitrary in U1), whence maps j1 : X1 → X and
j2 : X2 → X, such that a set V is open in X iff j−1

1 (V ), j−1
2 (V ) are resp.

open subsets of X1, X2. Now the sheaf OX is defined as : OX(V ) consists
of the pairs (s1, s2) with s1 ∈ OX1(j

−1
1 (V )), s2 ∈ OX2(j

−1
2 (V )), such that s1

and s2 ”coincide on U1 = U2”, that is the image of the restriction of s1 to
j−1
1 (V ) ∩ U1 by the isomorphism i is the restriction of s2 to j−1

2 (V ) ∩ U2.
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Now take X1 = X2 = A1
k, U1 = U2 = A1

k − {P}, where P is the closed
point corresponding to the origin. Then X is ”the affine line with two ori-
gins”.7 It is not separated over k because X ×k X is the plane with both
axes doubled and four origins; the image of ∆ is the usual diagonal, which is
not closed because it contains only two of the four origins.

Remark : If the image of the diagonal morphism is closed, then the
morphism is separated; indeed in this case ∆ induces a bicontinuous map
fromX to a closed subset of X×Y X, and the condition about the surjectivity
of the associated map of sheaves holds thanks to Proposition 3.2.

Roughly speaking, separated means that there should be some ”unicity
of the limit”, that is if Z is a scheme and z ∈ Z, a morphism f from Z−{z}
to a separated scheme X should have at most one extension to Z (at least if
the local ring OZ,z is ”reasonable”, for example if Z is a nonsingular curve).
The formalisation of this idea is the following theorem:

Theorem 3.3 (Valuative criterion) Let f : X → Y be a morphism of
schemes with X noetherian. Then f is separated if and only if the following
condition holds. Let R be any valuation ring with quotient field K, then for
any commutative diagram

SpecK −−−→
g

X

i

y
yf

SpecR −−−→ Y

(where i is the morphism induced by the inclusion R → K) there is at most
one extension SpecR → X of the morphism g making the diagram commu-
tative.

For example if Y = Spec k and C is a nonsingular integral curve over k,
the ring OC,P of C at any point P is a discrete valuation ring with quotient
field K (the function field of C); any k-morphism from an open subset of C
to a k-scheme X is defined at the generic point, hence yields a k-morphism
SpecK → X. The theorem says that if X is separated over k, then this
morphism has at most one extension to P .

The proof is highly technical, see [H], II.4.
As an easy Corollary, we obtain

7It should not be taken for ”the affine line with one doubled point”, which is the affine
scheme Spec (k[x, y]/(x2, xy)
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Corollary 3.4 Assume all schemes noetherian. Then

1. Open and closed immersions are separated.

2. A composition of two separated morphisms is separated.

3. A separated morphism remains separated after base extension.

Definition 3.5 Let k be a field. A k-variety is a scheme, separated and of
finite type over k.8

Here is another property looking like ”unicity of the limit”:

Proposition 3.6 Let S be a scheme, X a reduced and noetherian S-scheme,
Y a separated S-scheme. Let U be a dense open subset of X, and f, g two
S-morphisms X → Y which coincide on U . Then f = g.

Proof : Consider the morphism h : X → Y ×S Y given by (f, g). Since f
and g coincide on U , the image f(U) of U is contained in the image ∆(Y ) of
the diagonal map ∆ : Y → Y ×S Y . The map f is continuous, which implies
that the image f(U) of the closure of U is a subset of f(U). But f(U) is
contained in ∆(Y ) (∆(Y ) being closed in Y ×S Y because Y is separated
over S) and f(U) = f(X) (U is dense in X by assumption). This shows
that the set-theoretic maps f and g agree on X. It remains to show that the
corresponding f# and g# coincide as well.

Since this is a local question, we can assume that all relevant schemes are
affine. Set X = SpecB, Y = SpecA. Let ϕ, ψ the homomorphisms A → B
resp. associated to f, g. Let a ∈ A, set b = ϕ(a) − ψ(a). By assumption
the restriction of b to U is zero; thus U ⊂ V (bB), hence V (bB) = SpecB
because V (bB) is a closed and dense subset of SpecB. Therefore b is a
nilpotent element of B, that is b = 0 (X is reduced). Finally ϕ = ψ.

Notice this last statement about separated morphisms : if X is separated
over an affine scheme S, and U, V are two affine open subsets of X, then
U ∩V is affine (it is easy to see that U ∩V → U ×S V is a closed immersion).

8Some authors require further that a variety is integral.
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3.2. Proper morphisms

Recall that a map between two topological spaces is closed if the image
of any closed subset is a closed subset. Such is the case for example for
a continuous map between (Hausdorff) compact topological spaces. This
suggests the following definition.

Definition 3.7 A morphism f : X → Y is proper if it is separated, of
finite type, and universally closed (the latter means that for any morphism
Y ′ → Y , the corresponding map X ×Y Y

′ → Y ′ is closed).

For example, the affine line A1
k is not proper over Spec k. Indeed the

projection A1
k ×k A1

k = A2
k → A1

k is not closed: the image of the closed
subset xy = 1 (the hyperbola) is A1

k − {0}, which is not closed (it is a dense
open subset of the affine line). We shall see that projective k-varieties are
proper over Spec k.

Proposition 3.8 Any finite morphism f : X → Y (with X noetherian) is
proper.

Proof : Cover X with affine subsets Ui = SpecAi, such that the inverse
image f−1(Ui) is isomorphic to SpecBi, with Bi of finite type as an Ai-
module. Using the valuative criterion and the fact that a morphism of affine
schemes is separated, it is immediate that f is separated. Now for any
homomorphism of rings ϕ : A → B with B finite over A, the corresponding
morphism g : SpecB → SpecA is closed (if B is noetherian) thanks to the
going-up theorem9, which shows in particular that g(V (℘)) = V (ϕ−1(℘)) for
each prime ideal ℘ of B; thus the image of an irreducible closed subset is
closed, and any closed subset is a finite union of irreducible closed subsets
because B is noetherian. Applying this to each SpecBi → SpecAi, we see
that any finite morphism is closed. Since finite morphisms are stable under
base extension, we are done.

As for separated morphisms, there is a valuative criterion.

Theorem 3.9 (Valuative criterion of properness) Let f : X → Y be a
morphism of finite type with X noetherian. Then f is proper if and only if
the following condition holds. Let R be any valuation ring with quotient field
K, then for any commutative diagram

9ϕ is not necessarily injective, but one can just apply the Cohen-Seidenberg Theorem
to the induced homomorphism A/ kerϕ → B.
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SpecK −−−→
g

X

i

y
yf

SpecR −−−→ Y

(where i is the morphism induced by the inclusion R → K) there is a unique
extension SpecR→ X of the morphism g making the diagram commutative.

For a projective variety X over a field k, the valuative criterion corre-
sponds to the following intuitive fact: take R a valuation ring, K its quotient
field, SpecK → X a K-point. Then you can make it an R-point by ”re-
moving the denominators”, because on Pn

k , the K-points with homogeneous
coordinates (x0, ..., xn) and (dx0, ..., dxn) are the same for any d 6= 0.

Here are some consequences of the valuative criterion of properness:

Corollary 3.10 1. Closed immersions are proper.

2. The composition of two proper morphisms is proper.

3. Properness is stable by base extension.

4. If X is proper over S and Y is separated over S, then any S-morphism
X → Y is proper (this will work for example to projective k-varieties).

The most important class of proper morphisms is the class of projective
morphisms; this is a relative version of projective varieties over a field.

3.3. Projective morphisms

For any scheme Y , set Pn
Y = Pn

Z ×Spec Z Y , where Pn
Z = Proj (Z[x0, ...xn]).

Definition 3.11 A morphism of schemes f : X → Y is projective if it has
a factorisation f = p ◦ i, where i : X → Pn

Y is a closed immersion, and
p : Pn

Y → Y is the projection.

For example let A be a ring, and S = A[x0, ..., xn]/I a graded ring, where I
is some homogeneous ideal of S ′ := A[x0, ..., xn]. Then the natural morphism
ProjS → SpecA is projective. Indeed the morphism ProjS → ProjS ′ = Pn

A

is a closed immersion.

Here is the main theorem about projective morphisms:

Theorem 3.12 A projective morphism of noetherian schemes is proper.
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Proof : Properness is stable by base extension, and a closed immersion
is proper, hence it is sufficient to prove the result for the projection π : X =
Pn

Z → SpecZ. Write X as the union of the open affine subsets D+(xi) =
Spec Z[x0/xi, ..., xn/xi]. Each one is isomorphic to the affine space over Z,
so π is of finite type. We apply the valuative criterion: let R be a valuation
ring with quotient field K, v : K∗ → (G,+) the corresponding valuation.
Consider a commutative diagram

SpecK −−−→ Xy
y

SpecR −−−→ SpecZ

Let ξ ∈ X the image of the point of SpecK; we may assume that ξ belongs
to every Vi (else we reduce to the case of Pn−1

Z because Pn
Z−Vi is isomorphic

to Pn−1
Z ). This means that each xi/xj is invertible in OX,ξ, hence has an

image (still denoted xi/xj) in k(ξ)∗, where k(ξ) is the residue field of ξ.

We have an inclusion of fields i : k(ξ) → K corresponding to the K-
point ξ on X. Let fij = i(xi/xj) ∈ K∗, and set gi = v(fi0) for i = 0, ..., n.
Denote by gk the smallest gi for the ordering in G. Then v(fik) = gi − gk is
non negative, hence fik ∈ R for each i (we have removed the denominators,
using homogeneity). Therefore the K-point ξ extends to an R-point via the
homomorphism

Z[x0/xk, ..., xn/xk] → R

obtained by sending each xi/xk to fik, which gives a morphism SpecR →
Vk ⊂ X. Unicity is obvious.

The question of deciding whether a proper variety is projective is in gen-
eral quite difficult. One should be aware that:

• Any proper curve is projective.

• Every non singular proper surface is projective, but there are coun-
terexamples for singular surfaces.

• In dimension ≥ 3, there exist proper and non projective regular vari-
eties (e.g. among the so-called toric varieties).

25



4. Quasi-coherent and coherent sheaves on

schemes

The goal of this section is to extend the properties of the structural sheaf OX

of a scheme X to more general sheaves of modules. That’s the same idea as
generalising properties of rings to modules, especially finite type modules.

4.1. First definitions and properties

Definition 4.1 Let X be a scheme. An OX-module on X is a sheaf (of
abelian groups) F , such that for any subset U , the abelian group F(U) is
an OX(U)-module, with the obvious compatibility with the restriction maps
F(U) → F(V ) and OX(U) → OX(V ) (where V ⊂ U is an inclusion of open
subsets).

A morphism of OX-modules is a morphism F → G of sheaves, such that
for each open set U the map F(U) → G(U) is a homomorphism of OX(U)-
modules. The kernel, cokernel, and image of such a morphism still are OX -
modules, likewise for the quotient of an OX -module by a sub-OX -module. A
sheaf of ideals is a sub-OX -module of OX .

The tensor product F ⊗OX
G (or simply F ⊗ G if OX is understood) is

the sheaf associated to the presheaf U 7→ F(U) ⊗OX(U) G(U). In particular
its stalk at P ∈ X is FP ⊗OX,P

GP . An OX-module F is free of rank r if it
is isomorphic to the direct sum of r copies of OX . It is locally free of rank r
if X can be covered by open subset such that the restriction of F to each of
these is free of rank r. An invertible sheaf10 is a locally free sheaf of rank 1.

Definition 4.2 Let f : X → Y be a morphism of schemes. The direct image
of an OX -module F is the sheaf f∗F , the OY -module structure being given
thanks to the morphism of sheaves of rings f# : OY → f∗OX .

The inverse image of an OY -module G is defined as f ∗G = f−1G ⊗f−1OY
OX .

Here f−1G is the sheaf associated to the presheaf U 7→ limV ⊃f(U)G(V ), and
the canonical map f−1OY → OX comes from f#.

Now for a ring A and an A-module M , we define an OX -module M̃ on
X = SpecA just the same the structural sheaf OX is defined : the ring A
is simply replaced everywhere by the module M . In particular M̃℘ = M℘ =

10One can check that F is invertible if and only if F ⊗G = OX for some OX -module G,
whence the name.
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M ⊗A A℘ for each ℘ ∈ SpecA, and M̃(D(f)) = Mf = M ⊗A Af for each
f ∈ A.

There are obvious formulas : ˜M ⊗A N = M̃⊗OX
Ñ , ˜M ⊕N = M̃⊕ Ñ . If

f : SpecB → SpecA is a morphism, then f∗(Ñ) = ˜(AN) (where AN means

N viewed as an A-module), f ∗(M̃) = ˜(M ⊗A B).

As for going from affine schemes to arbitrary schemes, we extend this
definition as follows:

Definition 4.3 Let X be a scheme. An OX -module F is quasi-coherent if
X can be covered by open affine subsets Ui = SpecAi, such that for each i
the restriction of F to Ui is isomorphic to M̃i for some Ai-module Mi. When
X is noetherian,11 F is said to be coherent if each Mi can be taken of finite
type over Ai.

For example, OX , and more generally every locally free sheaf of rank r,
is coherent. If i : Y → X is a closed immersion, then i∗OY is a coherent
OX -module.

For affine schemes, we have the following theorem :

Theorem 4.4 Let A be a ring and X = SpecA. Then a sheaf F is quasi-
coherent on X if and only if it is isomorphic to M̃ for some A-module M .
If A is noetherian, then F is coherent if and only if M is of finite type
over A. Namely M 7→ M̃ is an equivalence of categories between between
A-modules (resp. finite type A-modules) and quasi-coherent sheaves (resp.
coherent sheaves).

For a detailed proof, see [H], II.5. The key-lemma is the following (it has
several variants, which will be used in this section) :

Lemma 4.5 Let X = SpecA, s ∈ Γ(X,F) a global section of a quasi-
coherent sheaf F . Then if the restriction of s to an open set D(f) is zero,
there exists n > 0 such that fns = 0. If t ∈ Γ(D(f),F) is a section of F
over D(f), then fnt lifts to a global section of F over X for some n > 0.

Notice that the inverse functor of M 7→ M̃ is F 7→ Γ(X,F).

4.2. Direct and inverse images

Proposition 4.6 Let f : X → Y be a morphism of schemes. If G is a
quasi-coherent (resp. coherent) OY -module, then f ∗G is a quasi-coherent
(resp. coherent) OX-module.

11Our definition is not the good one for non noetherian schemes, because a submodule
of a finite type A-module is not necessarily of finite type if the ring A is not noetherian.

27



Proof : The question is local on X and Y , so we we can assume X =
SpecB, Y = SpecA. Then by Theorem 4.4, we have G = M̃ for some A-
module M (and M is of finite type if G is coherent). Since f ∗G = ˜M ⊗A B,
the result follows.

For direct image, things are a bit more complicated. We start with a very
easy statement :

Proposition 4.7 Let X be a scheme. Then the kernel, cokernel, and image
of a morphism of quasi-coherent sheaves is quasi-coherent. The same holds
with coherent sheaves if X is noetherian. A direct sum (resp. finite direct
sum) of quasi-coherent sheaves (resp. coherent sheaves) is coherent (resp.
quasi-coherent).

Proof : Again we can assume that X = SpecA; then the result follows
from the equivalence of categories described in Theorem 4.4, and (for the
coherent case) from the property that any submodule of a finite type A-
module is of finite type when the ring A is noetherian.

Now we can show that the direct image of a quasi-coherent sheaf is (under
very weak assumptions) quasi-coherent. Observe that for coherent, we cannot
expect such a thing : the direct image of the structural sheaf by a morphism
f : SpecB → SpecA is not coherent, unless B is finite over A (use the

formula f∗(B̃) = ˜(AB). We shall see later that the situation is better for
projective morphisms.

Theorem 4.8 Let f : X → Y be a morphism of schemes, with X noetherian
(or X quasi compact and f separated). Then the image f∗F of a quasi-
coherent sheaf F is quasi-coherent. If f is finite and F coherent, then f∗F
is coherent.

Proof : The case when f is finite and F coherent is easy: indeed cover
Y by affine subsets Ui = SpecAi, such that the inverse image Vi = f−1(Ui)
is isomorphic to SpecBi with Bi of finite type as an Ai-module. Then the
restriction of F to each Vi is isomorphic to M̃i for some finite type Bi-module
Mi, hence the restriction of f∗F to each Ui is isomorphic to Ñi, where Ni is
Mi viewed as an Ai-module. In particular Ni is of finite type over Ai because
Mi/Bi and Bi/Ai are of finite type.

For the general case, we can assume that Y = SpecA is affine (but not
that X is affine, because the inverse image of an affine subset of Y is not
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necessarily affine). Cover X with finitely many open affine sets Ui, then with
the assumptions made each Ui ∩ Uj can again be covered by finitely many
affine open subsets Uijk (if f is separated, Ui ∩Uj is already affine). Now by
definition of a sheaf the following sequence is exact :

0 → f∗F →
⊕

i

f∗(F|Ui
) →

⊕

i,j,k

f∗(F|Uijk
)

(for V an open subset of X, the image of si0 ∈ f∗(F|Ui0
)(V ) in f∗(F|Uijk

)(V )
is defined as: the restriction of si0 if i0 = i, the restriction of −si0 if i0 = j,
zero if i0 is neither i nor j; observe that this would not work if there were
infinitely many Uijk, because the map would not land to the direct sum).

Now the previous proposition shows that f∗F is quasi-coherent as the ker-
nel of a morphism between two quasi-coherent sheaves (since the Ui and the
Uijk are affine, it is obvious that f∗(F|Ui

) and f∗(F|Uijk
) are quasi-coherent).

4.3. Quasi-coherent sheaves and exact sequences

Usually an exact sequence of sheaves does not remain exact if one takes global
sections. With quasi-coherent sheaves on an affine scheme, the situation is
better.

Theorem 4.9 Let X = SpecA and 0 → F ′ → F → F ′′ → 0 an exact
sequence of OX-modules, with F ′ quasi-coherent. Then the sequence

0 → Γ(X,F ′) → Γ(X,F) → Γ(X,F ′′) → 0

is exact

Proof (sketch of) : Only the surjectivity of the last map is not trivial.
Let s ∈ Γ(X,F ′′). For each open subset D(f), the restriction of s to D(f)
lifts to a section t of F over D(f). Now a variant of the key-lemma 4.5 shows
that for some n > 0, fns lifts to a global section of F . Doing this for f1, ..., fr

such that X is covered by the D(fi), we obtain global sections t1, ..., tr and
n > 0, such that the image of ti in Γ(X,F ′′) is fn

i s. Now (f1, ..., fr) = A,
hence we can write 1 =

∑r
i=1 aif

n
i with ai ∈ A, and

∑r
i=1 aiti lifts s.
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4.4. Quasi-coherent sheaves on ProjS

Like for SpecA, there is a correspondance between quasi-coherent sheaves
over ProjS and graded S-modules, but it is more complicated. In this section
S ia a graded ring such that S is finitely generated by S1 as an S0-algebra
(typically S is a quotient of the graded ring A[X0, ..., Xn], where A = S0).

For any graded S-module M , we define an OX-module M̃ the same way
the structural sheaf of ProjS is defined (replacing S by M everywhere). In

particular M̃℘ = M(℘) and (M̃)D+(f) = M̃(f); thus M̃ is quasi-coherent, and
coherent for S noetherian and M of finite type over S.

Definition 4.10 Let S be as above X = ProjS. For any n ∈ Z, define

OX(n) = S̃(n), where S(n) denotes the graded module S with dimension
shifted: S(n)i = Sn+i. The sheaf OX(1) is the twisting sheaf of Serre. If F
is any OX-module, we set F(n) = F ⊗OX

OX(n).

Proposition 4.11 The sheaf OX(n) is invertible. For any graded S-module

M , we have M̃(n) = M̃(n), e.g. OX(m) ⊗OX(n) = OX(m+ n).

Proof : Since S is generated by S1 as an S0-algebra, it is sufficient to
show that the restriction of OX(n) to each D+(f) with f of degree 1 is
invertible. This follows from the fact that S(n)(f) is isomorphic to S(f) via
s 7→ f−ns. Similarly the second statement is a consequence of (M⊗SN)(f) =
M(f) ⊗S(f)

N(f).

Now we would like to recover S from X = ProjS. Unlike the affine
case, taking Γ(X,OX) usually does not work because there are to few global
sections (ex. X = Pn

k , all global sections are constant). Whence the following
construction:

Definition 4.12 Let S be as above, X = ProjS. For each OX -modules F ,
define the graded S-module

Γ∗(F) =
⊕

n∈Z

Γ(X,F(n))

(notice that if s ∈ Sd and t ∈ Γ(X,F(n)), then s is a global section of OX(d),
hence s.t makes sense because OX(d) ⊗ F(n) = F(n+ d)).

Theorem 4.13 Let X = ProjS. Then for any coherent sheaf on X, the

sheaf ˜Γ∗(F) and F are isomorphic.
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For the proof, see [H], II.5. It uses a lemma similar to the key-lemma 4.5.
The isomorphism is defined as follows: overD+(f) (with deg f = 1), a section

of ˜Γ∗(F) is of the form m/fd with m ∈ Γ(X,F(d)). Viewing f−d as a section
of OX(−d), m.f−d is a section of F(d) ⊗OX(−d) = F .

Corollary 4.14 Let A be a ring. Then if Y is a closed subscheme of Pr
A,

there is a homogeneous ideal I of S = A[X0, ..., Xr] such that Y is the closed
subscheme Proj (S/I) ↪→ ProjS.

Proof : Let i be a closed immersion Y → Pr
A corresponding to Y , and

F := ker i# : OX → i∗OY . Then F is a quasi-coherent subsheaf of OX

(using Theorem 4.8). By Theorem 4.13, we have F = Ĩ, where I = Γ∗(F),
and Γ∗(F) ⊂ Γ∗(OX). But in this special case, it is easy to check that
Γ∗(OX) = S. Therefore I is a homogeneous ideal of S and Y ' Proj (S/I).

4.5. Sheaves of modules over Pr
A

Definition 4.15 Let X be a scheme and F an OX-module. F is sait to be
generated by its global sections if there exists a family (si)i∈i of global sections
such that for each x ∈ X, the stalk Fx is generated as an OX,x-module by
the images of si.

For example, a quasi-coherent sheaf on an affine scheme is generated by
its global sections. The sheaf OX(1) on X = ProjS is generated by its global
sections (but not OX in general, e.g. X = Pn

k) for S a graded ring generated
by S1 as an S0-algebra.

Theorem 4.16 Let X be a projective scheme over a noetherian ring A. De-
note by OX(1) the inverse image of the sheaf O(1) on Pr

A (for some closed
immersion i : X ↪→ Pr

A). Let F be a coherent OX-module. Then for n
sufficiently large, the sheaf F(n) = F ⊗ OX(n) can be generated by a finite
number of global sections.

Proof : Since i is a finite morphism, the sheaf i∗F is coherent on Pr
A. By

Corollary 4.14, X is the closed subscheme of Pr
A given by some homogeneous

ideal I of S = A[X0, ..., Xr]. In particular i∗(F(n)) = (i∗F)(n) and we reduce
to the case X = Pr

A because the global sections of F(n) and i∗(F(n)) are by
definition the same.

Cover X with D+(xi), the restriction of F to each affine open set D+(xi)

can be written M̃i, with Mi of finite type over Bi = A[x0/xi, ...xr/xi]. Take
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generators sij for each Mi. Then a variant of the key-lemma 4.5 shows that
for some n > 0, every xn

i sij extends to a global section tij of F(n). Now the

restriction of F(n) to D+(xi) is isomorphic to M̃ ′
i , with Mi isomorphic to M ′

i

via multiplication by xn
i . Therefore the global sections tij generate F(n).

Corollary 4.17 Let X be a projective scheme over a noetherian ring A.
Then any coherent sheaf F is a quotient of a sheaf E =

⊕r
i=1 OX(ni), ni ∈ Z.

Proof : By the theorem, F(n) is a quotient of such a sheaf for some n.
Then take the tensor product with OX(−n).

The previous Theorem has the following generalisation

Theorem 4.18 Let X be a projective scheme over a Nagata ring A. Let F
be a coherent sheaf on X. Then Γ(X,F) is a finite type A-module.

A noetherian ring A is Nagata (or universally japanese) if for any ℘ ∈
SpecA and any finite extension L of the quotient field of A/℘, the inte-
gral closure of A/℘ in L is a finite (A/℘)-module. For example any finitely
generated k-algebra over a field k is Nagata.

There are essentially three steps in the proof (see [H], II.5). Using The-
orem 4.16, one reduces to showing that if M is of finite type over A, then
Γ(X, M̃) is of finite type over A. Then one reduces to showing this when
S0 = A is a (Nagata) domain, S is a domain, and M = S(n) with n ≥ 0;
this step uses the filtration of M by modules with successive quotients of
the type (S/℘)(n), ℘ ∈ ProjS. The last step consists of showing that
S ′ =

⊕
n≥0 Γ(X,OX(n)) is integral over S, which implies that S ′

n is inte-
gral over A, hence finite with the assumption that A is Nagata.

Corollary 4.19 Let f : X → Y be a projective morphism of k-varieties. Let
F be a coherent sheaf on X. Then f∗F is coherent.

Proof : We can assume Y = SpecA. Then f∗F = M̃ for some M
(Theorem 4.8). By Theorem 4.18, M = Γ(Y, f∗F) = Γ(X,F) is of finite
type over A.

As a Corollary, any projective morphism f : X → Y between two affine
k-varieties is finite (f∗OX being a coherent OY -module). For example, only
finite k-varieties are both affine and projective.

We end this section with two additional definitions.
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Definition 4.20 Let f : X → Y be a morphism. An immersion i : X →
Pr

Y is a Y -morphism which induces an isomorphism from X to an open
subscheme of a closed subscheme of Pr

Y . An invertible sheaf L on X is very
ample (relatively to Y ) if L = i∗(O(1)) for some immersion i.

Thus f is projective if and only if: f is proper and there exists a very
ample sheaf for X (relative to Y ).

Definition 4.21 A k-variety X is quasi-projective if there exists an immer-
sion i : X → Pr

k for some r.

For example, affine and projective k-varieties, but also open subschemes
of affine and projective k-varieties, are quasi-projective. It is not easy to
construct non quasi-projective k-varieties (that’s basically the same problem
as finding proper but non-projective varieties).

5. Flat morphisms, smooth morphisms

The notion of flat morphism, albeit not very intuitive, gives usually the best
picture for a ”family of varieties”.

5.1. Definition of a flat morphism

Let A be a ring. Recall that an A-module M is flat if the functor N 7→ M⊗A

N is exact on A-modules. It is always right eaxct, so this simply means that
for any injective homomorphism N → N ′, the associated homomorphism
M ⊗A N →M ⊗A N

′ is injective.

Examples.

1. If A = k is a field, any A-module is flat.

2. Any localisation S−1A is a flat A-module.

3. If A is a principal ideal domain, then M is flat if and only if it is torsion
free.

4. If A is a local ring and M is of finite type, then M is flat if and only if
it is free.
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5. If B is an A-algebra, then B is flat if and only if B℘ is flat over Ap for
every prime ideal ℘ ∈ SpecB with inverse image p. In particular, if B
is finite over A, B is flat if and only if it is locally free.12

6. If M is flat over B and B is a flat A-algebra, then M is flat over A.

7. Flatness is stable by base extension.

The ”global” version of flatness is the following:

Definition 5.1 Let f : X → Y be a morphism of schemes. Let x ∈ X,
y = f(x). f is said to be flat at x if OX,x is a flat OY,y-module. The
morphism f is flat if it is flat at any x ∈ X.

For example, an open immersion is flat, but not a closed immersion in
general: indeed if A is a domain, a flat A-module M is torsion-free (multi-
plication by a 6= 0 is injective on A, hence on M if M is flat), so for example
A/aA is not flat over A. The composition of two flat morphisms is flat, and
flatness is stable by base change.

5.2. Flatness and dimension

The most important result about flatness is the ”invariance of the dimension
of the fibres of a flat morphism”. Namely the inequality in Theorem 2.8
becomes an equality in the case of a flat morphism.

Theorem 5.2 Let f : X → Y be a flat morphism of schemes of finite type
over a field k. Let x ∈ X and y = f(x). Then

dimx(Xy) = dimxX − dimy Y

(if s is a point of a scheme S, then dims S means the dimension of the
local ring OS,s). This result is not specific to schemes of finite type over a
field (see [M], Chapter 5), but in this special case we can give a direct proof,
and the most convenient application of the Theorem is the next corollary
(which does not hold for more general schemes).

12Considering the morphism f : Spec B → Spec A, this simply means that the direct
image of the structural sheaf is locally free. Using Nakayama’s lemma, one can show that
this is equivalent to: the A-module B is projective.
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Proof : Set Y ′ = SpecOY,y. Making the base change with Y ′, we can
assume that Y = SpecR with R local and y is the closed point of Y . Now
the proof is by induction on n = dimY . For n = 0, the closed immersion
Xy → X corresponds to nilpotent ideals, so dimxX = dimxXy and the
formula holds.

If dimY > 0, making a base extension Yred → Y does not change any-
thing, hence we can assume that Y is reduced. Let t ∈ My which is not a
zero divisor.13 Then its image in OX,x is in Mx, but is not a zero divisor by
flatness. Set Y ′ = Spec (OY,y/t), by the dimension formula

dimA = dimA℘ + ht℘

(when A is a finitely generated k-algebra) and Krull’s Hauptidealsatz, we
have dimY ′ = dimY − 1. Similarly dimxX

′ = dimxX − 1, where X ′ =
X ×Y Y ′. The result follows by induction, as flatness is preserved by base
extension.

Corollary 5.3 Let f : X → Y be a flat morphism of schemes of finite type
over a field. Assume Y irreducible. Then the following are equivalent:

1. Every irreducible component of X has dimension dimY + n.

2. For any y ∈ Y , every irreducible component of Xy has dimension n.

Proof : Assume 1. Let y ∈ Y , Z ⊂ Xy an irreducible component, x ∈ Z a
closed point which is not in any other irreducible component of the fibre Xy.
By the previous result, dimx Z = dimxX − dimy Y (indeed the local ring of
Z at x is OX,x). Let F be the closure of {x} in X, G the closure of {y} in Y .
Since X is pure, dimxX = dimX − dimF by Proposition 2.5 (since F has
the generic point x, it is irreducible and of codimension dimOX,x). Similarly
dimy Y = dimY − dimG. Now dimF = dimG because the field extension
k(x)/k(y) is finite (x being closed in the fibre Xy, which is of finite type over
k(y)), and k(x), k(y) are the respective function fields of F , G (with their
reduced structure), so one can apply the formula with the transcendance
degree (Theorem 2.4).

13The existence of t is not obvious; the point is that if ℘1, ..., ℘r are the minimal prime
ideals of the local ring R, the union of the ℘i is not the whole My by [M], pages 2–3. Now
a t in My which is not in this union is not a zero divisor because the intersection of the
℘i is zero, R being reduced.
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5.3. Flat and non flat morphisms

Except for the criteria coming directly for commutative algebra, 14 it is usu-
ally quite difficult to show that a morphism is flat. Here is one statement.

Theorem 5.4 Let f : X → Y be a morphism of noetherian schemes, with
Y integral, regular of dimension 1, and X reduced. If every irreducible com-
ponent of X dominates Y , then f is flat.

(a scheme Y is regular if all its local rings are regular. A noetherian local
ring R with maximal ideal I is regular if the dimension of the (R/I)-vector
space I/I2 is dimR. Intuitively, this means that the dimension of the tangent
space is the right one.)

Proof : We give the proof only in the case when X, Y are both integral
(it is usually sufficient for the applications). We may assume X = SpecB,
Y = SpecA, with f dominant. To show that f : SpecB → SpecA is flat, it
is sufficient to show that B℘ is flat over Ap for each ℘ ∈ SpecB with inverse
image p. But f is dominant, hence f# : A → B is injective; therefore B℘ is
a torsion-free Ap-module, so it is flat because Ap is a principal ideal domain
(it is a discrete valuation ring: indeed it is regular of dimension 1).

Here are two counter-examples:

a) Take a noetherian domain A with quotient field K, such that A is
not integrally closed in K. Let B the integral closure of A in K, e.g. A =
k[x, y]/(y2 − x3 − x2). Then SpecB → SpecA is not flat. Indeed if it were,
B would be locally free of rank one (at ordinary points B℘ = Ap), but at the
singular point p = (x, y), the Ap-module B℘ is of rank 2. Here the problem
comes from the fact that Y = SpecA is not regular.

b) Take Y = A2
k, and X the blowing-up of Y at P = (0, 0). Namely X is

defined in A2
k ×P1

k by the equations xiyj = xjyi, i, j = 1, 2, where x1, x2 are
the affine coordinates on A2

k and y1, y2 the homogeneous coordinates on P1
k.

Then X 7→ Y is not flat, because the dimension of the fiber at 0 is 1, and
the other fibres have dimension 0.

5.4. Smooth morphisms

Smooth is the relative version of regular. In this subsection, we will just say
a few words (without proofs) about this notion.

14For example a finite and surjective morphism between two regular schemes is flat by
[M], Th. 46 in chapter 6.
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Definition 5.5 A morphism f : X → Y of schemes of finite type over a
field is smooth if

• f is flat

• For each point y ∈ Y , the fibre Xy is pure of dimension n, and geomet-
rically regular.

Here geometrically regular means that Xy×k(y)k(y) is regular, where k(y)
is the algebraic closure of k(y).

For example, over a perfect field, a variety is smooth if and only if it is
regular, but over Z/pZ(t), the affine curve y2 = xp − t is regular and not
smooth (it becomes singular over Z/pZ(t1/p)). The affine and the projective
space are smooth over Spec k. An open immersion is smooth, and smoothness
is preserved by base change and by composition.

Smooth is the analogue of ”submersive” in differential geometry, as shows:

Theorem 5.6 Let f : X → Y be a morphism of regular integral varieties
over an algebraically closed field k, n = dimY − dimX. Then f is smooth
of relative dimension n if and only if for any closed point x ∈ X, the map
between tangent spaces Tx → Ty is surjective.

(Recall that Tx is the dual of the k-vector space Mx/M2
x).

Finally, one result which is specific to the characteristic zero:

Theorem 5.7 Let f : X → Y be a dominant morphism of integral schemes
of finite type over a field of characteristic zero. Then f : U → Y is smooth
for some non empty open subset U of X.

(This fails in positive characteristic, consider the morphism A1
k → A1

k

given by f 7→ f p on k[t] if the characteristic of k is p). For the proof of the
two previous results, see [H], III.10.

Remark : Smoothness is an interesting property for arithmetic purposes:
for example if X is an integral k-variety with k = R or k = Qp (a p-adic
field), the existence of a k-point on X implies the existence of a k-point on
U for any non empty Zariski open subset U , provided X is smooth. This fails
in general, ex. x2 + y2 = 0 over R.
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6. Divisors

So far if we want to show that two varieties are not isomorphic, we have
essentially only one invariant, the dimension, which is rather coarse. In
this section, we introduce a more subtle invariant, the divisor class group,
and another related invariant, the Picard group. In many cases, these two
invariants coincide.

6.1. Weil divisors

The groupe of Weil divisors is the easiest to define, but this construction
works well only for schemes X satisfying the following property:

(*) X is noetherian, integral, separated, and regular in codimension 1.

regular in codimension 1 means that any local ring OX,x of dimension 1
is regular (hence is a discrete valuation ring). For example this condition is
satisfied if the integral scheme X is normal, that is all local rings of X are
integrally closed in the function field of X.

In this subsection, we assume that X satisfies (*).

Definition 6.1 A prime divisor on X is a closed integral subscheme of codi-
mension 1.15 A Weil divisor is an element of the abelian free group DivX
generated by the prime divisors.

Let K be the function field of X. For each prime divisor Y , there is an
associated valuation vY : K∗ → Z (indeed the local ring of X at the generic
point of Y is a discrete valuation ring by assumption). The divisor of a
function f ∈ K∗ is the element Div f :=

∑
Y vY (f)Y . To see that this is well

defined, one has to show the following

Lemma 6.2 Let f ∈ K∗. Then vY (f) = 0 for all but finitely many prime
divisors Y .

Proof : Let U = SpecA be an affine open subscheme of X such that
f ∈ A. Only finitely many prime divisors are disjoint from U (because X is
noetherian). Thus one reduces to prove the statement for X = SpecA and
f ∈ A. Now vY (f) ≥ 0 in any case, and vY (f) > 0 implies that Y ⊂ V (fA).
But f 6= 0, hence V (fA) is a strict closed subset of SpecA; therefore it
contains only finitely many irreducible closed subsets of codimension 1.

15Or equivalently, a closed irreducible subset of codimension 1, because there is only
one reduced subscheme structure on such a subset.
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Definition 6.3 A divisor D is principal if D = Div f for some f ∈ K∗.
Two divisors D1, D2 are linearly equivalent if D1 − D2 is principal. The
divisor class group ClX of X is the quotient of DivX by the group Div 0X
of principal divisors.

This is a subtle invariant, in general quite difficult to compute. Here are
some special cases:

Proposition 6.4 Let A be an integrally closed domain, X = SpecA. Then
ClX = 0 if and only if A is a unit factorisation domain.

For a proof, see [H], II.6. The basic fact is that A is the intersection of
A℘ for ℘ prime of height 1 (”a function defined in codimension 1 is defined
everywhere”). Notice that it is clear from the definition that for a Dedekind
ring A, the group Cl (SpecA) is the ideal class group, as it is defined in
number theory.

Examples.

1. Cl (An
k) = 0.

2. Cl (Pn
k) = Z, the group being generated by the class of the hyperplane

H : x0 = 0. To see that, the first remark is that any prime divisor
is defined as P (x0, ..., xn) = 0, where P is one single homogeneous
polynomial (this follows from Krull’s Hauptidealsatz). Then one defines
the degree of a prime divisor as the degree of the corresponding P , and
for a divisor D =

∑
Y nY Y , the degree of D as degD =

∑
Y nY deg Y .

Finally one has to prove the two following classical facts: the degree
of a principal divisor is zero, and any divisor of degree d is linearly
equivalent to dH .

3. Similarly, Cl (P1
k×P1

k) = Z⊕Z. In particular, P1
k×P1

k is not isomorphic
to P2

k.

4. If E is an elliptic curve over an algebraically closed field k, then there
is an exact sequence

0 → E(k) → ClE → Z → 0

(the last map is given by the degree of a divisor D =
∑

i niPi, that is∑
i ni; here the Pi are just closed points of E). Thus ClE is quite big,

and E cannot be isomorphic to P1
k.
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6.2. Cartier divisors

This is a generalisation. Roughly speaking, a Cartier divisor is something
which looks locally like the divisor of a function.

Let A be a ring. The total quotient ring K(A) of A is the localisation
of A with respect to the set of elements that are not divisors of zero. For
any scheme X, one defines K as the sheaf associated to the presheaf U 7→
K(OX(U)). Similarly, we have sheaves K∗ and O∗.

Definition 6.5 A Cartier divisor on X is a global section of the sheaf
K∗/O∗. It is principal if it is in the image of the canonical map Γ(X,K∗) →
Γ(X,K∗/O∗). The quotient of the group of Cartier divisors by the principal
one is denoted CaClX.

Thus giving a Cartier divisor is equivalent to give an open cover (Ui) of X,
and elements fi ∈ Γ(Ui,K∗), such that the restriction of fi/fj to Γ(Ui∩Uj ,K∗)
belongs to Γ(Ui ∩ Uj,O∗) for each i, j.

Theorem 6.6 Assume that X is integral, separated, noetherian, and locally
factorial. Then there is a 1-1 correspondance between the group DivX of Weil
divisors and the group Γ(X,K∗/O∗) of Cartier divisors. Moreover principal
Weil divisors correspond to principal Cartier divisors. Thus the group ClX
is isomorphic to the group CaClX.

A scheme is locally factorial if all its local rings are unit factorisation
domains.

Proof : Since X is integral, K is just the constant sheaf K, where K is the
field of functions of X. Let D = (Ui, fi) be a Cartier divisor; then fi ∈ K∗.
For each prime divisor Y , set vY (D) = vY (fi), where i is chosen such that
Ui meets Y . This is well defined because fi/fj is invertible on Ui ∩Uj. Then∑

Y vY (D) is a Weil divisor (the sum is finite, X being noetherian).

Conversely, let D be a Weil divisor and x ∈ X. Then its restriction Dx

to SpecOX.x is a Weil divisor, which has to be principal thanks to Proposi-
tion 6.4 (OX.x is a UFD). Write Dx = Div fx, with fx ∈ K∗. Then D and
Div fx coincide over an open neighborhood Ux of x, and it remains to cover
X with the Ux to obtain a Cartier divisor : indeed on Ux ∩ Ux′ , fx/fx′ is
invertible (it is invertible in codimension 1).

Clearly the two constructions are inverse from each other, and principal
Cartier divisors correspond to principal Weil divisors.
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6.3. Invertible sheaves

Let X be a scheme. Recall that an OX-module L is an invertible sheaf if
it is locally free of rank 1. The tensor product L ⊗ M of two invertible
sheaves is again an invertible sheaf, and for each invertible sheaf L, the sheaf
M = Hom(L,OX ) satisfies L ⊗M ' OX . Whence the following definition

Definition 6.7 The Picard group PicX of X is the group of isomorphism
classes of invertible sheaves with the composition law ⊗.

For example for any local ring R, we have PicR = 0. Let D = (Ui, fi) be
a Cartier divisor on X. Then one defines an invertible sheaf L(D) as follows:
L(D) is the sub-OX -module of K generated by f−1

i on each Ui (this makes
sense because fi/fj is invertible on Ui∩Uj , hence fi and fi generate the same
submodule).

Proposition 6.8 1. D 7→ L(D) is a bijection between Cartier divisors
and the invertible subsheaves of K.

2. L(D1 −D2) ' L(D1) − L(D2).

3. D1 − D2 is principal if and only if the OX-modules L(D1) and L(D2)
are isomorphic (as abstract sheaves, not as subsheaves of K).

Proof : 1. Let L be an invertible subsheaf of K and (Ui) an open cover
of X such that the restriction of L to each Ui is free of rank one. Then one
just takes D = (Ui, fi), where fi is the inverse of a generator of L on Ui.

2. This follows from L(D1−D2) = L(D1).L(D2)
−1. The latter is isomor-

phic (as an abstract sheaf) to L(D1) ⊗ L(D2)
−1.

3. follows from 2.

Corollary 6.9 The map D 7→ L(D) induces an injective homomorphism
i : CaClX → PicX.

Proposition 6.10 If X is integral, then i is an isomorphism.

Proof : In this case K = K is constant. If L is an invertible sheaf, then
L⊗K is locally isomorphic to K, hence isomorphic because X is irreducible.
Thus L is a subsheaf of L ⊗ K ' K.

In particular, if X is noetherian, separated, integral and locally factorial,
the three groups: ClX, CaClX , and PicX coincide. For example on Pn

k ,
any invertible sheaf is isomorphic to O(l) for some l ∈ Z.
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