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Chapter 1

Topology

In this chapter we give a few definitions of general topology including compactness and separability. One
important particular case of topological spaces are the metric spaces for which most of the definitions
can be rephrased in term of sequences. We will also introduce the notion of completeness and we give
three theorems using it in a crucial way: the Banach fixed point theorem, Baire’s theorem and a theorem
about the extension of uniformly continuous functions.

1.1 Basic definitions

1.1.1 General topology

We start with recalling a few basic definitions of general topology.

Definition 1.1.1 (Topology). Given a set X, we say that a subset 7 of P(X) is a topology on X if
1. § and X are in T.
2. T is stable by finite intersection.
3. T is stable by union.

Then we say that (X, 1) is a topological space. The elements of T are called open sets, and their comple-
mentary are the closed sets.

Definition 1.1.2 (Interior and closure). Given a topological space (X, 7) and a set A C X, we define
1. the interior of A by A° :={x € A: there exists U € 7 such that x € U C A};
2. the closure of A by A:={x € X : for any U € 7 with x € U, then U N A # (0}.

We say that x € A is an adherent point and x € A° an interior point.
Let us observe that A° C A C A.

Definition 1.1.3 (Density). Given a topological space (X, 7) and a set A C X, we say that A is dense
in X for the topology 7 if A = X.

Definition 1.1.4 (Limit of a sequence). Given a topological space (X, T), we say that a sequence
(n)nen C X converges to x in X if for any open set U € T with x € U, there exists ng € N such that
T, € U for allm > ng.

Definition 1.1.5 (Continuity). Given two topological spaces (X1,71) and (X2, 72), we say that a map
f: X1 — Xy is continuous at x1 € X, if for all open set U € 1o such that f(z1) € U, then f~1(U) € 7.

For extended real-valued functions the following notion of lower semicontinuity is weaker than conti-
nuity.



Definition 1.1.6 (Lower semicontinuity). Given a topological space (X,T) and xo in X, we say
that a function f : X — RU{—o00,400} is lower semicontinuous at xo if for any € > 0, there exists a
neighborhood U € T of x¢ such that f(x) < f(xo) + € for all z in U.

It is not difficult to check that a function is lower semicontinuous if and only if {z € X : f(z) > a}
is an open set for every o € R.

1.1.2 Metric spaces
An important case of topological spaces is given by metric spaces that we now introduce.
Definition 1.1.7 (Distance). Given a set X, we say that a function d : X x X — RY is a distance on
X if
1. d(z,y) =0 if and only if x = y;
2. d(z,y) = d(y,x);
3. For any x,y, z € X, d(z,y) < d(x, z) + d(y, 2).
Then we say that (X,d) is a metric space.

For any x in X and any r > 0, we denote
B(z,r):={y€ X : d(z,y) <r} (resp. B(z,7):={y€ X : d(z,y) <r})

the open (resp. closed) ball of center x and radius r. A subset is said to be bounded if it is contained in
a ball of finite radius.

Proposition 1.1.1. Given a metric space (X, d), the family 7 of all subsets U C X such that for each
x € U, there exists r > 0 satisfying B(xz,r) C U defines a topology on X.

The following propositions, whose proofs are left to the reader, highlight the role of the sequences in
metric spaces.

Proposition 1.1.2. Given a metric space (X,d) and the topology T given by Proposition m The
following statements hold:

1. A sequence (xn)nen C X converges to x in X if and only if for every € > 0, there exists ng € N
such that for all m > ng, then d(z,z,) < €;

2. A subset F of X is closed if and only if for every sequence (zp)neny C F converging to x in X,
then x € F.

Proposition 1.1.3. Let (X;1,d1) and (Xa,ds) be two metric spaces, f: X1 — Xo and 1 € X1. Then
the following statements are equivalent:

1. f is continuous at x1;

2. For anye > 0, there exists 6 > 0 such that if x € X1 is such that dy(z1,x) < 0, then do(f(x1), f(x)) <
g;
3. For any sequence (Tn)nen C X1 converging to xy, the sequence (f(xn))nen converges to f(x) in
Xs.
Proposition 1.1.4. Given a metric space (X,d) and z¢ in X. A function f: X — RU{—o0,+o0} is

lower semicontinuous at xo if and only if for any sequence (x,)nen C X converging to x in X, then

f(z) < liminf f(x,).

n—oo

Definition 1.1.8 (Uniform continuity). Let (X1,d1) and (X2,d2) be two metric spaces. We say that
an map [ : X1 — Xg is uniformly continuous if for any € > 0, there exists 6 > 0 such that if x and
y € X1 satisfy di(z,y) <0, then da2(f(), f(y)) <e.

It is clear from the definitions above that uniform continuity implies continuity. We will see in
Theorem that the converse statement holds true when the space (X7,d;) is compact.

6



1.2 Completeness

1.2.1 Definition

Completeness is an important notion in general topology and in functional analysis because it enables
one to characterize converging sequences without the knowledge of their limit. We first define the Cauchy

property.

Definition 1.2.1 (Cauchy sequence). Given a metric space (X, d), we say that a sequence (uy)nen C
X is a Cauchy sequence if for any € > 0, there exists ng € N such that for all n, n' > ng then
d(Un, unr) < €.

Definition 1.2.2 (Completeness). A metric space (X,d) is complete if any Cauchy sequence converges
mn X.

Let us give as a first example the set R endowed with the usual metric d(z,y) := |z — y|. It is also

useful to notice that a closed subset of a complete metric space is complete.

1.2.2 Banach fixed point theorem for contraction mapping

An important application of the notion of completeness is given by the following theorem.

Theorem 1.2.1 (Banach, Picard). Given a complete metric space (X,d) and f : X — X. Assume
that f is a contraction, i.e. that there exists a constant 6 € (0,1) such that for all x and y € X, then
d(f(z), f(y)) < 0d(z,y). Then there exists a unique fired point z* € X such that f(z*) = a*.

Proof. Let zp € X and let (z,,),en the associated sequence defined by the relation

Tpy1 = f(on). (1.1)

By iteration we have
d(Tpy1,70) < 0"d(z1,70).

For any n’ > n,

n'—n n'—n
_ 0"
d(xn’axn) g ; d(xn-&-kaxn-ﬁ-k—l) < d(xlaxO) I; 0n+k ! < md(xlaxO)-

Therefore (z,,)nen is a Cauchy sequence, and by completeness, it converges to an element x* € X. Since
f is continuous, we have f(z*) = x* by passing to the limit in ([1.1). The uniqueness follows from the
contraction assumption. O

The previous theorem is useful in the proof of the Cauchy-Lipschitz theorem in the theory of ordinary
differential equations, and also in proof the local inversion theorem.

1.2.3 Baire’s theorem

The following theorem was proved by Baire in his 1899 doctoral thesis.

Theorem 1.2.2 (Baire). In a complete metric space, every intersection of countable collection of dense
open sets is dense.

Proof. Let (X,d) be a complete metric space and {U, }nen be a sequence of dense open sets with the
property that U, = X for each n € N. To prove the result it suffices to show that for any open ball
B in X, then BN (NpenUn) # 0. Since Up is dense in X, there exists zp in X and rg > 0 such that
B(xg,7m9) C BNUy. By iteration, using the fact that every sets U,, are dense in X, we obtain that there
exists a sequence (z,)neny C X a sequence (7, )nen of positive real numbers with r, < r,_1/2 such that
B(zp,mn) C B(xy_1,7m_1)NU,. Since for k > n, xp € B(x,,r,) with 7, < r9/2", the sequence (2,,)nen
has the Cauchy property. By completeness, there exists © € X such that (x,)nen converges to x. We

conclude by observing that x € B N (NuenU,) since x € B(zy,,r,) C U, N B for any n € N. O



1.2.4 Extension of uniformly continuous functions

Theorem 1.2.3 (Extension of uniformly continuous functions). Given two metric spaces (X1, d1)
and (Xa,ds), the latter being complete, a dense subsetY of X1, and a map f :' Y — Xa which is uniformly
continuous. Then there exists a unique uniformly continuous extension g : X1 — Xo of f.

Proof. The uniqueness is straightforward: indeed for any x € X5, since Y is dense in X7, there exists a
sequence (p)neny C Y which converges to . If g : X3 — X5 is a uniformly continuous extension of f,
then g(z) must be the limit of the sequence (f(z,))nen-

Now to prove the existence of such an extension, observe that the sequence (f(z,))nen has the Cauchy
property, since (z,)nen has the Cauchy property (because it converges) and f is uniformly continuous.
Since (Xs,ds) is complete, it yields that the sequence (f(x,))nen converges to an element z in Xo.
This z does not depend on the choice of the sequence (z,)neny in X;. Indeed, if (z])nen is another
sequence converging to x, then dj(x,,z),) — 0 when n — +o00, so that, since f is uniformly continuous,
da(f(xn), f(z),)) — 0 when n — 4o00. Hence the sequence (f(x],))nen converges to z as well. Therefore,
it makes sense to define g(z) := 2.

Let us now prove that ¢ is uniformly continuous. Let € > 0. Since f is uniformly continuous there
exists d > 0 such that for any z, 2’ € Y with dy(z,2’) < ¢, there holds da(f(z), f(2')) < /3. Let
y and y' € X; with di(y,y’) < §/3. There exists z, ' € Y such that di(z,y) < §/3, di(2',y) <
§/3, da(f(x),9(y)) < /3 and da(f(2'),9(y’)) < /3. Therefore, thanks to the triangle inequality, we
have dj(x,2’) < ¢ and therefore da(f(x), f(z')) < €/3. Using again the triangle inequality, we get
da(9(y),9(y")) < e. Hence g is uniformly continuous. O

Some typical applications of the extension of a uniformly continuous function can be found in the study
of the convolution product (see Corollary , and in the proof of the inverse Fourier transformation
formula (section 9).

1.2.5 Banach spaces and algebra

Let us recall a few definitions:

Definition 1.2.3 (Normed vector space). A normed vector space over R is a pair (V,|| - ||) where V is
a real vector space and || - || is a norm on X that is a function from X to Ry satisfying

1. ||ul]| =0 if and only w = 0 (positive definiteness),

2. for any w in V., for any X € R, || Au|| = [A|||u]| (positive homogeneity),

3. for any u, v in V, |lu+v| < ||ul| + ||v| (triangle inequality or subadditivity).
If the first item above is not satisfied then | - || is called a seminorm.

Remark 1.2.1. We define in a similar way a normed vector space over C by considering a complex
vector space and by extending the second property above to any A € C.

Remark 1.2.2. We can easily associate a distance to the norm of a normed vector space, through the
formula d(u,v) := |lu —v||.

Definition 1.2.4 (Banach space/algebra). If the topology defined by this distance is complete then we
say that (V.|| -||) is a Banach space. If in addition V is an associative algebra whose multiplication law
is compatible with the norm in the sense that ||u - v|| < ||ul| - ||v]| for any u, v in V, then we say that
(VoI - 1) is @ Banach algebra.

Next proposition shows that in a normed vector space, completeness can be characterized thanks to
the series.

Proposition 1.2.1. Let (V,||-||) be a normed vector space. Then (V.| -||) is a Banach space if and only
if the series normally converging actually converge in (V.| - ||)-

Let us recall that a for sequence (uy), in V, we say that the series ) u, is normally converging in
Vif Y~ [|un|| converges in R.



Proof. Suppose that V' is complete, and let (u,), be a sequence in V such that ) |lu,| converges in
R. Let € > 0 be given and put v, := Y ,_, ux. Then for n > m,

n n
lon —vmll =11 D wll< D flwl <e
k=m+1 k=m+1

for all sufficiently large m and n, since > ,_, ||ux| < oo. Hence (v,), is a Cauchy sequence and so
converges since V' is complete, by hypothesis.

Conversely, assume that y ., wu, converges in V whenever > |lu,| < oo. Let (vy,), be a Cauchy
sequence in V. We will show that (v, ), converges in V. By iteration there exists a subsequence (vy,, )
of (vn)n such that for any k, [|vn,,, — vn, || < 27F. Therefore, setting uy, := vy, ,, — vy, , we have:

N

N N
Dokl < Monesy = vnl < Y278 < oo
k=0 k=0 k=0

We therefore get that leg[:o uy, converges to some v in V when N — 4oc0. But

N N
g Uk = E Unpy1 = Unp = Unyi1 = Ungs
k=0 k=0

so that v, — u+ vy, when N — +oo. Thus the Cauchy sequence (v,,),, has a convergent subsequence
and so must itself converge. O
Let us now give a result to quotient spaces defined as follows.

Definition 1.2.5. Let X be a vector space, and let M be a vector subspace of X. We define an equivalence
relation ~ on X by setting x ~ y if and only if x —y € M. It is straightforward to check that this really
is an equivalence relation on X. For x in X we denote [z] the equivalence class containing the element
x and we denote the set of equivalence classes by X/M, that we call the quotient space of X by M.

We define on X/M a sum law by [z + y] := [z] + [y] and a scalar multiplication law by [ax] := «[z].

Let us stress that these definitions are meaningful since M is a linear subspace of X. For example, if
z ~ x’ and y ~ 3 then z+y ~ 2’4y, so that the definition is independent of the particular representatives
taken from the various equivalence classes. It is then straightforward to get the following.

Proposition 1.2.2. The quotient space X/M is a linear space.
Let us now define
2]l := inf{llyl|/ y € [x]}. (1.2)
Proposition 1.2.3. The equality defines a seminorm on X/M.
Proof. Let o € R* and [z] be in X/M. Then

lafe]l = l[az]|

= inf{ljy[l/y € [az]}
= inf{|jaz +m|/m € M}

= inf{|lax + am]||/m e M},
since the mapping m — am is a bijection. Thus
lafz]]] = |afinf{[lz + m[|/m € M} = |af|[z]]
On the other hand, since [0] = M we have that ||[0]|| = 0. Next, we consider the triangle inequality:
llz] + Il = [z + vl
= inf{[lz +y+m|/me M}
inf{||lz +y +m' +m"||/m’ m” € M}
inf{|lz + ml| + [y + m"||/m',m" € M}
11+ 1Tyl

NN



To see whether or not it is a norm, all that remains is to see if ||[x]|| = 0 implies [z] = 0. This may
be wrong in general but next proposition shows that it is true if M is closed.

Proposition 1.2.4. Assume that M is a closed linear subspace of the normed space X . Then[1.3 defines
a norm on X/M, called the quotient norm.

Proof. Assume that ||[z]|| = 0. Then for any n € N* there exists m,, € M such that ||z + m,]| < 1/n.
Thus the sequence (m,,), is converging to —x. Since M is closed this yields that —z is in M, which is a
linear space, so x is in M too. O

In the case where M is closed we also have the two following properties.

Proposition 1.2.5. Let M is a closed linear subspace of a normed space X. Then the canonical pro-
jection m:x € X — [x] € X/M is continuous.

Proof. Assume that (x,), is a sequence in X converging to x in X. Then
[m(xn) — m(2)|| = nf{{lzn — 2 +m|/m e M} <[lxn — x|,

since 0 € M. Therefore the sequence (7(x,,)), is converging to m(x) in X/M. O

Proposition 1.2.6. Let M is a closed linear subspace of a Banach space X. Then X/M is a Banach
space.

In order to prove Proposition it only remains to show that X/M is complete. We are going to
use the criterion of Proposition Actually the method we will use is quite general and we therefore
give first a general statement. Then we will go back to the proof of Proposition [1.2.6

Proposition 1.2.7. Let X be a Banach space and Y be a normed vector space. Let T be a linear
continuous surjective mapping from X to Y. Assume there exists some constant C > 0 such that for any
y in Y there exists x in X such that

T'(z) =y and ||lz[| < Clly||. (1.3)
Then Y is a Banach space.

Proof. Assume that (y,), is a sequence in Y such that ;- [|yx[| < oo. Define the sequence (wy)n by

setting w,, := ZZ:O yr. We want to prove that the sequence (wy), is converging in Y so that thanks
to Proposition [1.2.1] we will get that Y is complete. Thanks to the assumption there exists a sequence
(zn)n in X such that T(z,,) =y, and ||z,|| < C||lyn||- As a consequence we get

Sl <Y llyell < oo

k>0 k>0

Using Proposition for X which is assumed to be a Banach space we get that the sequence (zy,),
defined by z, := ZZ:O Z is convergent to some x in X. Since T is linear we have T'(z,) = wy,, and T is
also continuous so that T'(z,) is converging to T'(z). This proves that the sequence (wy,), is converging
in Y and therefore the proof of the proposition is done. O

Let us now go back to the proof of Proposition |1.2.6

Proof. We are going to apply Proposition with Y = X/M and T = . We know that  is linear,
continuous, and surjective. Let us show that the last assumption of Proposition is satisfied with
C =2 Lety=[z]bein X/M. If y = [x] = 0 then holds true with = 0. If y # 0 then ||y|| > 0 and
since by definition, ||y|| = inf{||z||/ « € y} we have that there exists x € X such that ||z| < 2||y]|. O

10



1.3 Compactness
Several notions of compactness are available. The following one can be formulated in a general setting.

Definition 1.3.1 (Compactness). We say that a topological space (X, T) is compact if any open cover
has a finite subcover, i.e. for every arbitrary collection {U;}icr of open subsets of X such that X C
UierU;, there is a finite subset J C I such that X C U;c; U;.

It is a good exercise to prove the following theorem in order to understand the power of the previous
definition.

Theorem 1.3.1 (Heine). Every continuous image of a compact set is compact. Moreover a continuous
function on a compact set is uniformly compact.

In a metric space, compactness can be formulated in terms of sequences. Let us first recall a few
facts about the notion of limit points. Let S be a subset of a topological space X. We say that a point
x € X is a limit point of S if every open set containing x also contains a point of S other than x itself.
In a metric space, it is equivalent to requiring that every neighbourhood of x contains infinitely many
points of S.

Let us also define what we mean by a totally bounded space.

Definition 1.3.2 (Totally boundedness). We say that a metric space (X, d) is totally bounded if for
every € > 0, there exists a finite cover of X by open balls of radius less than .

Since for every € > 0, Uyex B(z, €) is an open cover of X, it follows from Definitions and
that a compact metric space is totally bounded.

Proposition 1.3.1. A metric space is compact if and only if every sequence has a limit point.

Proof. We start by proving the necessary condition. Let us assume by contradiction that (z,)nen is
a sequence in a compact metric space X without any limit point. Then for every y in X, there exists
r(y) > 0 such that the ball B(y, r(y)) contains only finitely many elements of the sequence. The collection
of these balls is a open cover of X, from which we extract a finite subcover. This would yield that the
sequence is in the union of a finite number of balls each of them containing only finitely many elements
of the sequence which is absurd.

Let us now prove the sufficient condition. We therefore consider a metric space X such that every
sequence has a limit point. We first prove that X is totally bounded. Proceeding by contradiction, it
would yield the existence of some £ > 0 and some sequence (z,)nen such that for any m, n € N with
m #n, d(xm,,T,) > €. Such a sequence cannot have a limit point, which is a contradiction. Hence X is
totally bounded.

Let us now prove that X is compact. We consider an open cover {U; };c; of X. We define the mapping

R:ze X w— R(z):=sup{r >0: 3ielwith B(z,r) CU;} >0,

which is lower semicontinuous. Indeed, if not, there would exist a sequence (x,)neny C X converging to
z in X such that
R(z) > liminf R(z,,),
n—oo
and we could choose p and p’ such that R(z) > p’ > p > liminf,, R(z,). Let ¢ € I be such that
B(z,p') C U;. Since the sequence (z,)nen converges to x, for n large enough B(z,,p) C B(z,p') C U,
which is against the fact that p > liminf,, R(x,,).
Let us now consider ¢ := inf e x R(z) and (z,)nen & minimizing sequence for R, that is such that

lim R(z,)=c¢.

n—oo
Then by assumption, the sequence (x,)neny has a limit point that we call x. Since R is lower semi-
continuous, we have

0 < R(z) < liminf R(z,) =«.

n—oo

11



We already know that X is totally bounded. Thus for that e there exist x1,...,x, such that

X C 0 B(x;,€).

=1

By definition of €, for any ¢« = 1,...,n one has ¢ < R(z;), and thus there exists j; € I such that
B(z;,e) C Uj, and finally

n
xclJu,
=1

which gives a finite subcover of X. O
Next proposition gives another criterion of compactness for metric spaces.
Proposition 1.3.2. A metric space is compact if and only if it is complete and totally bounded.

Proof. According to Proposition in a compact space every sequence has a limit point. Since a
Cauchy sequence with a limit point must converge to this limit point, we deduce that a compact metric
space is complete. Moreover, we have already seen that a compact metric space is totally bounded.
Therefore, it only remains to prove the converse statement.

Let (z,,)nen be a sequence in a complete and totally bounded metric space X. We are going to prove
that (z)nen has a limit point by Cantor’s diagonal argument. Since X is totally bounded there exists
a ball that we call By of radius 1 which contains a subsequence (), of (z,),. By iteration we obtain
that for any k > 2, there exists a ball By, of radius 1/k which contains a subsequence (x%),, of (zF~1),,.
Then the sequence (z),, has the Cauchy property, since for any k > 1, for any n > k, 2 is in By. Since
X is complete, the sequence (z'),, has a limit, which is a limit point of the sequence (z,,)y. O

1.4 Separability

Definition 1.4.1 (Separability). We say that a topological space (X, T) is separable if it contains a
countable dense subset, i.e., there exists a sequence (T, )nen of elements of X such that every nonempty
open subset of the space contains at least one element of the sequence.

Any topological space which is itself finite or countable is separable. An important example of
uncountable separable space is the real line (with its usual topology), in which the rational numbers
form a countable dense subset.

Proposition 1.4.1. FEvery compact metric space is separable.

Proof. Let (X,d) be a compact metric space. For any k € N*, U,cx B(z,1/k) is a open cover of X. By

compactness, there exists z¥,..., 2% € X such that X = U?ilB(foj, 1/k). Then the collection
Nk
k
U Ut
keN* j=1
is a countable dense subset of X. O]

Let us finish with the following useful criterion for a metric space to be not separable.

Proposition 1.4.2. If a metric space (X,d) contains a uncountable subset Y such that

6 :==inf{d(y,y'): v,y €Y,y #y'} >0,
then X is not separable.

Proof. We argue by contradiction. Let us assume that (X, d) is separable and therefore contains a
countable dense subset (z,)nen. We can then define a map by associating to any y € Y the smallest
n € N such that d(y,z,) < §/3. This map turns out to be injective because if d(y,z,) < 4/3 and
d(y', z,) < §/3, then d(y,y') < 26/3 which is possible (when y and 3y’ € Y') only if y = 3/. We deduce
that Y is countable which is the absurd. O
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Chapter 2

Spaces of continuous functions

2.1 Basic definitions

Definition 2.1.1. Let be given two metric spaces (X1,d1) and (Xa,ds). We denote by

B(X1; Xo):={f: X1 — Xo: f(Xy) is a bounded subset of X5}, (2.1)
Cp(X1; X5) :={f € B(X1; X2) which are continuous}.

For any f1 and fy € B(X1; X2), we denote the uniform distance by

du(flny) = sup dg(fl(I),fQ(ﬂf)) (23)

reX

Endowed with the distance d,,, B(X1; X2) is a metric space. When (X1, d;) is compact, a continuous
mapping f : X1 — X5 is bounded thanks to Heine’s theorem (Theorem [1.3.1)). In this case we simply
denote C(X7; X2) instead of Cp(X7; X2).

Proposition 2.1.1. The space Cp(X1; X2) is closed in B(X1; X2).

Proof. Let (fn)nen be a sequence in Cp(X1; X2) converging to f in B(X;; X2). Let us prove that f is
continuous at x in X;. By Proposition it suffices to consider a sequence (x,)nen in X7 converging
to x and to prove that f(x,) converges to f(x). Let € > 0. There exists ng such that for any n > no,
dy(f, fn) < €/3. Since f, is continuous there exists ¢ > 0 such that for any y in X; with d(z,y) < 4,
then d(fn(x), fn(y)) < /3. For n large enough, d(x,,z) < d, so that by the triangle inequality we get
d(f(z), f(zn)) < €. Hence f is continuous at z. O

2.2 Completeness

Theorem 2.2.1. Let (Xi,dy) and (Xo,ds) be two metric spaces, the latter being complete. Then
B(X1; X2) and Cyp(X1; X2) are complete.

Proof. Since by Proposition Cp(X1; X2) is closed in B(X;; X2) it suffices to prove that the latter
is complete to prove the result. Let (f,)nen be a Cauchy sequence in B(X7; X3). It follows from the
definition of d,, that for any = in Xy, the sequence (f,(x))nen is a Cauchy sequence in Xs. Since X is
complete the sequence (f,(z))nen has a limit that we call f(z). It then remains to verify that it defines
a function f in B(X1; Xs2) and that (f,)nen actually converges to f in B(X1; Xs3). Since (fn)nen is a
Cauchy sequence in B(X7; X3), there exists ng such that for any n, n’ > ng, dy(fn, fnr) < 1. Passing
to the limit n — +oo yields d,(f, fn) < 1. Since f,/ is in B(X;; X5) there exists x5 € Xo and 7 > 0
such that f,/(X1) C B(xa,7). Therefore f(X1) C B(za,7 + 1) and thus f € B(X;; X2). To prove that
(fn)nen converges to f in B(Xy; X2) it is sufficient to pass to the limit in the Cauchy property. O

Uniform convergence trivially implies pointwise convergence. The following result gives a partial
converse statement.

13



Theorem 2.2.2 (Dini). Let (X,d) be a compact metric space and (fn)nen be a sequence in Cp(X;R)
such that for every x € X the sequence (fn(2))nen is decreasing and bounded from below. If the function
defined for every x € X by

fla) = lm fn(x) = inf fo(z)
is continuous, then (fn)nen converges to f in Cp(X;R).
Proof. We can assume without loss of generality that f = 0 otherwise it suffices to consider f, — f
instead of f,. For every n € N, the function f,, has a maximum, say in z,. There exists a subsequence
(Zny )ken Of (Tn)nen such that (z,, )reny converges to x. Then for any m € N, we have

s fu () = o) < B ),

since the sequence (f,,)nen is decreasing. Now since f,, is continuous, limy_ oo frn (Zn, ) = fm(x). We
now let m tends to +o0o to get
li a; =0.
D P ()

Since the sequence (f,,)nen is decreasing, we infer that

li =0
o BB ) =0,

and thus (f,)nen converges to f in Cp(X;R). O

2.3 Compactness

The following result gives some sufficient conditions for a collection of continuous functions on a compact
metric space to be relatively compact (i.e. whose closure is compact). In particular this could allow
to extract an uniformly convergent subsequence from a sequence of continuous functions. The main
condition is the equicontinuity which was introduced at around the same time by Ascoli (1883 — 1884)
and Arzela (1882 — 1883).

Theorem 2.3.1 (Ascoli). Let (X1,d;) be a compact metric space and (Xsz,ds) be a complete metric
space. Let A be a subset of C(X1; X2) such that

1. A is uniformly equicontinuous, i.e., for any € > 0, there exists 6 > 0 such that if di(x,y) < 4, then

sup da(f (), f(y)) <&
feA

2. A is pointwise relatively compact, i.e., for all x € Xy, the set
{f(x): f e A}
is compact in Xs.
Then A is a compact subset of C(X1; Xs).

Proof. Since (X3,ds) a complete metric space, then C(X7; X2) is complete as well. Then A as a closed
subset of C(X7; X2) is also complete. Therefore, thanks to Proposition it is sufficient to prove that
A is totally bounded, or even that A is totally bounded.

Let € > 0 and é > 0 be as in the uniform equi-continuity property. Since X is compact, there exists
T1,...,T, € X7 such that

Moreover for any ¢ = 1,...,n, the sets {f(z;) : f € A} are compact in X which leads to the existence
of Yily, - Yil; € X5 such that

l;
{f(@:): feAfC U B(yi,;,€)-

j=1

14



Let By :={1,...,n}, By :={(4,7) : 1 <i<n,1<j<I;} and T the set of all maps from E; in Fs.
Note that the set I' is finite. For each v € I', we define

Ay ={f e A:do(f(x:),yy0)) < e forall 1 <i<n}.

By construction A = UycrA,. Let v € I be fixed and f, g € A,. Let x € X; and ¢ € E; such that
x € B(z;,d). We have

da(f(2),9(x)) < da(f(2), f(2:)) + d2(f (i), Yr (i)
+d2(Yy(i)» 9(x1)) + d2(g(2i), 9())
< 4e.

Since z is arbitrary, we deduce that A, C B(f,,4e) for some f, € A,, and thus

Ac | B(f;,40),

yel’

and the proof is complete. O

2.4 Separability

Let us recall that the Weierstrass approximation theorem states that every continuous function defined
on a closed interval can be uniformly approximated by polynomial functions. The original version of this
result dates back to 1885. Stone considerably generalized the theorem in 1937 and simplified the proof
in 1948. Before to state the so-called Stone-Weierstrass theorem, let us observe that when (X,d) is a
compact metric space, then C(X;R), endowed with the uniform norm and the pointwise multiplication,
is a Banach algebra. The Stone-Weierstrass theorem provides a characterization of the subalgebras A
of C(X;R) which are dense in C(X;R). It turns out that the crucial property for such a subalgebra A
is to separate points, i.e., for any z, y € X with x # y, there exists f € A such that f(z) # f(y). We
will focus here our attention on the sufficiency of this condition for subalgebras of C(X;R) which contain
constant functions.

Theorem 2.4.1 (Stone-Weierstrass). Let (X, d) be a compact metric space, A a subalgebra of C(X;R)
which contains constant functions and separates points. Then A is dense in C(X;R).

Theorem implies Weierstrass’ original statement since the space of all polynomial functions on
a closed interval is a subalgebra of all continuous real-valued functions on this interval which contains
the constants and separates points.

To prove Theorem we first start with the following lemma.

Lemma 2.4.1. There exists a sequence (Pp)nen of polynomial functions with real coefficients which
converge uniformly to the square root function on [0,1].

Proof. We define a sequence (P,,)nen setting Py(z) = 0 and
1
Poyi(z) = Po(2) + 5 (7 = Pa(2)?).
We first show by iteration that 0 < P,(z) < /z for any z € [0,1]. Indeed, the result is obvious when

n = 0, Assume that that 0 < P,(z) < v/z for all z € [0,1] and some n € N. Then clearly P,11(x) > 0,
while

Pon(e) = Pale) + 5 (VE ~ Pa(@))(VE + Pa(a))
< Pu(z) + (Vz — Pa(2))
< WV,

since /z + Pp,(x) £ 2¢/z < 2 for all z € [0,1].
Then we infer that the sequence (P, ),en is increasing and it converges pointwise to /z. Using the
Dini Theorem (Theorem [2.2.2)) we get the desired uniform convergence. O
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Corollary 2.4.1. Under the same hypotheses than in Theorem [2.4.1| we have the following: if f and
g € A then so are max(f,g) and min(f,g).

Proof. By continuity of the sum and of the product, we remark that if A is an algebra, then so is A. On
the other hand,

max(f,9) = 3 (f + 9+ |f ~ gl) and min(f,g) := 5(f +9 17 ~gl).

Finally, if d,,(f,g) > 0, since

(f —9)? )
Py =55 | du(fi9) = |f — g
(du(f .9)? Sl |
uniformly on X, we deduce that |f —g| € A. If rather d,(f,g) = 0, then | f — g| = 0 and since A contains
constants, the conclusion follows also in that case. O

Proof of Theorem[2.4.1 The proof will be divided in four main steps:
Step 1: For any z, y € X, and any «, § € R, there exists f € A such that f(z) = « and
fly) = B.
Indeed, if o = [ it suffices to consider the function constant equal to @ = 3. On the other hand, if
a # 3, then by hypothesis there exists g € A such that g(x) # g(y). Then the function
0 —«

f=a+ m(g—g(x))a

belongs to A and satisfies f(z) = o and f(y) = 5.
Step 2: Let h € C(X;R), x € X and ¢ > 0. Then there exists f* in A such that f*(z) = h(z)
and f*(y) < h(y) + ¢ for any y € X.

Indeed, for any y € X, there exists f, in A such that f,(z) = h(z) and f,(y) = h(y). Since h and f,
are continuous, there exists r, > 0 such that for any z € B(y,ry),

€
5

Hence since fy(y) = h(y), we deduce that f,(z) < h(z) + ¢ for any z € B(y,r,). Now using that X is
compact, we extract from the cover {B(y,7,)}yex a finite subcover {B(y;,ry,) }1<i<i- The function

= min f,,
f 1<i<lfy7'

1£,(2) = £,)] < 5 and [h(y) = h(2)| <

belongs to A thanks to Corollary and satisfies f7(z) = h(z) and f*(y) < h(y) + € for any y € X.

Step 3: Let h € C(X;R) and £ > 0. Then there exists f € A such that h(y)—c < f(y) < h(y)+e
for any y € X.

Indeed, let x € X. Since the functions f* (constructed in step 2) and h are continuous, there exists
rl. > 0 such that for any y € B(z, 1),

/7 (y) — 7(@)] < = and |A(y) — h(z)| < =

2 2’
Hence since f*(x) = h(z), we infer that f*(y) > h(y) — e for all y € B(z,r,). From the open cover
{B(x,7},) }zex of X we extract a finite subcover {B(x;,7.,)}1<j<m and we introduce the function

= max [
/ 1<j<mf

which belongs to A from Corollary and satisfies h(y) —e < f(y) < h(y) + ¢ for any y € X.
Step 4: It follows from step 3 that A = C(X;R). O
We now give a several consequences of the Stone-Weierstrass Theorem.

Corollary 2.4.2. Let F be a bounded and closed subset of RN and f € C(F;R). Then there exists a
sequence (Pp)nen of polynomial functions of N wvariables with real coefficients which converges uniformly
to f on F.
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Proof. The algebra of all polynomial functions with real coefficients clearly separates points and contains
all constants. O

Corollary 2.4.3. Let F be a bounded and closed subset of RN, then C(F;R) is separable.

Proof. The space of all polynomial functions of NV variables with rational coefficients is countable. The
conclusion follows from Corollary [2:4.2] and of the density of Q in R. O

Corollary 2.4.4. Let (X,d) be a compact metric space then, C(X;R) is separable.

Proof. Since X is compact, it is separable according to Proposition Let us denote by (z,)nen 2
(countable) sequence dense in X. Let us introduce R[(y,)nen] the set of all polynomials with countably
many variables. Then we denote by

A:={f € C(X;R): there exists P € R[(yn)nen] such that f(z) = P(d(zo,x),d(x1,2),...)}.

Then A is clearly a subalgebra of C(X;R) which separates points and contains the constants. As a
consequence of the Stone-Weierstrass Theorem we get that A = C(X;R). Then we check that the set

B:={f €C(X;R): there exists P € Q[(yn)nen| such that f(z) = P(d(zo,z),d(z1,2),...)}
is countable and dense in A. O

Let us conclude this chapter with a few comments about Theorem [2.:4.1]

The interested reader could observe that Theorem also holds true when we weaken the assump-
tion that A contains constant functions into the assumption that A vanishes at no point: for any = in
X, there exists f € A such that f(z) # 0. The separation and nonvanishing conditions are necessary as
well as sufficient for the uniform closure to contain all the continuous functions. For instance, if there
exists x in X such that for any f € A, f(x) = 0 then any f € A will also satisfy f(z) = 0 because
the limit (even a pointwise limit, let alone a uniform limit) of a sequence of functions which are equal
to zero at a point will also be equal to zero at that point. A similar comment holds for separation of points.

Although it is not true that an arbitrary continuous function on an arbitrary compact set in C can
be approximated uniformly by holomorphic polynomials, the obstructions to approximability are known.
One obstruction is analytic in nature: if f is the uniform limit of holomorphic polynomials on a compact
set X, then f must be holomorphic in the interior of X ; while the other obstruction is topological: if
a compact set X has holes, then a function f cannot be approximated by holomorphic polynomials if f
has singularities hiding in the holes.

The simplest version of Mergelyan’s theorem says that if X is a compact subset of C having no
holes (that is, the complement C\ K is connected), and if f is continuous on X and holomorphic in
the interior of X, then f can indeed be approximated uniformly on X by holomorphic polynomials. An
older and weaker theorem of Runge has the same conclusion, but makes the stronger hypothesis that f
is holomorphic in an open neighborhood of X (not just in the interior of X).

On the other hand there is a counterpart of Theorem for complex-valued functions, for which the
assumptions are strengthened to require that A is closed under taking complex conjugates of functions.
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Chapter 3

Measure theory and Lebesgue
integration

3.1 Measurable spaces and measurable functions

Definition 3.1.1. A collection MM of subsets of a set X is said to be a o-algebra in X if it satisfies the
following properties:

1. X e M,
2. If A € M, then A° € M, where A°:= X \ A is the complement of A in X;
S if A=, Ay, with A, € M for each n € N, then A € M.
Then we say that (X,9MN) is a measurable space, and the elements of M are called measurable sets.

If (X, 7) is a topological space, we can consider the smallest o-algebra, denoted by B(X), containing
all open sets. It is called the Borel o-algebra and its elements are the Borel sets. Note that such a
o-algebra exists. Indeed, the collection of all o-algebras containing the open sets is not empty since it
contains P(X), and the intersection of a family of o-algebras remains a o-algebra. In particular open
sets and closed sets are Borel measurable.

Definition 3.1.2. Let (X,0M) be a measurable space and (Y,7) be a topological space. A function
f: X =Y is said to be measurable if f~1(V) € M for every V € 7.

Note the analogy, on the one hand, between measurable and topological spaces (see Definition ,
and on the other hand between measurable and continuous functions (see Definition [1.1.5). If M = B(X),
then f is called a Borel measurable function. In particular, continuous functions are Borel measurable.
An obvious consequence of these definitions is the following proposition:

Proposition 3.1.1. Let (X,9M) be measurable space and (Y, 7), (Z,7") be two topological spaces. Con-
sider a measurable function f : X — Y and a continuous function g : Y — Z. Then the function
go f: X — Z is measurable.

When the target space is R, every open subset of R can be written as the countable union of open
intervals. Hence since o-algebras are stable under countable union, we infer that a function f : X — R
is measurable if and only if the sets {f < a} € M for every a € R. Moreover, since {f < a} =, {f <
a+1/n} and {f <a} =,{f <a—1/n}, and since o-algebras are stable under countable intersection,
then f is measurable if and only if the sets {f < a} € M for every a € R.

In practice, it is not always easy to check that a function is measurable. However, we have the
following properties of measurable functions:

Proposition 3.1.2. (i) Let f and g : X — R be two measurable functions. Then so are f + g, fg,
|f], min(f, g) and max(f,g).
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(i) Let f, : X — R be measurable functions, then inf, f,, sup,, fn, liminf, f,, limsup,, f, are mea-
surable as well.

Proof. To show that fg and f + g are measurable, from Proposition [3.1.1] it is enough to check that the
map ¢ : x — (f(z), g(x)) is measurable from X to R2. Indeed, consider an open set V C R%. Then there
exist open intervals I,, and J,, of R such that

V= GIXJ
n=1
Hence,
qu (I, % J,) Uf ~(J,) e m,

since f~1(I,) and g=1(J,) € M by the measurability of f and g, and since 9 is stable by countable
union.

Since {min(f,g9) < a} = {f < a} U{g < a} € M, and {max(f,g9) < a} = {f < a}N{g <
a} € M, we deduce that the functions min(f,g) and max(f,g) are also measurable. Moreover, as
|f] = max(f,0) — min(f,0), then |f| is measurable as well.

Similarly, since {inf,, f, < a} = Ur—,{fn < a} € M and {sup,, fn < a} =~ {fn < a} € M, then
inf,, f,, and sup,, f,, are measurable. Finally by definitions of lower and upper limits

hm inf f,, := sup 1nf fr, limsup f, := 1nf sup fx
keNn2 n Np>k

so that liminf,, f, are limsup,, f, are measurable. O

Examples of measurable functions are characteristic functions of a measurable set A € 9, defined
by xa(z) =1ifx € A, and xa(x) =0if z € A. Another example are simple functions which are linear
combination of characteristic functions:

= Z CiXA; (‘T)
i=1

where ¢; € R and A; € 9M for i = 1,...,n. The following result states that it is always possible to
approximate measurable functions by a sequence of simple functions. It will be instrumental in the
definition of the Lebesgue integral.

Theorem 3.1.1. Let f : X — [0, +00] be a measurable function. There exists a nondeacreasing sequence
(sn) of simple measurable functions such that s,(x) / f(x) for each x € X, as n — co.

Proof. For each n € N and k € {0,...,n2" — 1}, define the measurable sets

k k+1
En,k2={$€Xi2n<f(96)< 2—:}, F,:={f>=2n}.

Now define for each x € X,
n2"—1

k
sn(x) = Y 5uXp,, (@) +nxr, (@),
k=0
The sequence (s,,) clearly fulfills the conclusion of the Theorem. O

3.2 Positive measures

Definition 3.2.1. Let (X, ) be a measurable space. A set function p : M—[0, +00] is called a positive
measure (or simply a measure) if u(Q) = 0 and if it is countably additive, i.e.,

1 (U An) = u(An)
n=1 n=1
for every A, € M such that A, N Ay, =0 if n £ m.
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If (X, 7) is a topological space, and p is a measure over B(X), then it is called a Borel measure.
further p(K) < oo for every compact set K C X, then p is a positive Radon measure.
The following result states the main general properties of positive measures:

Proposition 3.2.1. Let u be a positive measure over a measurable space (X,9M). Then
(i) If A, B € M and A C B, then u(A) < u(B);
(ii) If, for each n € N*, A, € M and A, C An11, then

12 (U An) = lim /'C(An)§
et n—o0
(iwi) If, for each n € N*, A, € M and Ap11 C An, and u(A;r) < oo, then

(A ) =
n=1

If

Proof. It A, B€ M and A C B, then B= AU (B\ A). Hence by additivity, u(B) = u(A) + u(B\ A) >

1(A).

Let A, € M such that A,, C A4 for all n € N*. If there exists n € N* such that u(A4,,) = 400 then
the result follows. Therefore we assume from now on that u(A,) < +oo for each n € N*. Then define
By = Ay, and for all n > 2, B,, := A, \ A,_1. By construction B, € M and B, N B, = 0 if n # m.

Moreover
o0 o0
Ua=Us
n=1 n=1

Hence by countable additivity,

12 <U An) =K <U Bn) = Z M(Bn) = nh—>nolo Z(/’L(Ak \Ak—l) + N(Al)
n=1 n=1

n=1 k=2

= lim Z (Ag) — p(Ar—1)) + (A1) = lim p(A4,),
n—oo n—oo

which completes the proof of (ii).
Assertion (iii) follows from (ii) since

M(&)‘JE&M(A )= Jim 1(Ar\ Ay) (D (A1 \ A, )—MA1 (ﬁ )

3.3 Definition and properties of the Lebesgue integral

3.3.1 Lebesgue integral of non negative measurable functions

Definition 3.3.1. If s: X — [0,400) is a simple measurable function of the form

n
$= E CiXAi»
=1

where ¢; = 0 and A; € M fori=1,...,n are pairwise disjoint, and if E € M, we define

/ sdp = Zciu(Ai NE),
E

=1
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with the convention that 0 - oo = 0.
If f: X — [0,400] is a measurable function, and E € M, we define

/fdu:zsup/sd,u,
E E

where the supremum is taken over all simple measurable functions s : X — [0, +00) such that s < f.

Note that if f is a non negative simple measurable function, both definition coincide. Moreover by
Theorem [3.1.1] the family of all non negative measurable simple functions less than f is not empty.

The following properties are immediate consequences of the definitions, and the proof is left to the
reader. The functions and sets occuring are assumed to be measurable.

Proposition 3.3.1. 1. If0 < f <y, then [, fdu < [, gdu;
2. IfACB and f >0, then [, fdu < [5 fdu;
8. If f >0 and c is a constant, 0 < ¢ < oo, then [, cf du=c [, fdu;
4. If f(x) =0 for all x € E, then fEfdu =0, even if u(E) = co;
5. If u(E) =0, then [ fdu =0 even if f = oo;

Before extending the definition of the Lebesgue integral to real valued functions, we establish two
very important convergence results which are typical of non negative valued functions.

Theorem 3.3.1 (Monotone convergence). Let (f,) be a sequence of measurable functions on X, and
suppose that

1. 0 < fu(z) < frg1(x) for every x € X and every n € N*;

2. fo(z) — f(z) for each x € X.
ndu — du.
/Xf i /Xf v

Proof. By Proposition the function f is measurable. Moreover since [y fndp < [y fay1 dp, then
there exists the limit

Then f is measurable and

n—oo

{:= lim fndu,
X
and by monotonicity, ¢ < [ fdpu.

To prove the converse inequality, consider a simple measurable function 0 < s < f, and a constant
¢ € (0,1). Let us define the measurable sets E,, := {f,, > cs} for n € N*. Then

/fndu>/ fnd,u>c/ sdpu. (3.1)

Writting s := > 0_| ¢;xa, for some ¢; > 0 and A; € 9, we have by definition of the Lebesgue integral

that »
/ sdu = Zciu(Ai NE,).
E

n i=1
We have E,, C E,; and since f,, — f pointwise and ¢ < 1, Uff:l FE, = X. Hence, for fixed i, the
sequence (A; N E,,), is increasing and its union is A;; we therefore deduce from Proposition 2 that

P
sdy — ciib(A; :/ sdpu.
2o ewiar = [

Consequently, passing to the limit in (3.1 as n — oo, we get that for any ¢ < 1,

E}c/ sdu,
X

and the conclusion follows sending first ¢ — 17, and then by taking the supremum over all simple
functions s with 0 < s < f. O
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Applying the monotone convergence Theorem to the partial sums of a series of non negative measur-
able functions, we get the following result.

Corollary 3.3.1. If f,, : X — [0,400] are measurable functions for all n € N*, and

flz) = Z fn(®),

then

/deﬁbzg/xfndw

Remark 3.3.1. As a consequence of Proposition 3 and the previous corollary, we infer that

s +span=a [ rau+s [ gan

for every non negative measurable functions f and g, and every «, 8 > 0.

Remark 3.3.2. Taking X = N* and p the counting measure (u(A4) = Card(A) if Card(A4) < oo, and oo

otherwise), we deduce that
oo o0 oo o0
Zzank = Zzankv

=1 k=1n=1

k
for any doubly indexed sequence (anx) with ani > 0 for every n, k € N*.
If the sequence miss to converge we get the following lower semicontinuity result.

Lemma 3.3.1 (Fatou). If f,, : X — [0,00] is are measurable functions for each n € N*, then

/ liminf f, dpu < lim inf/ fndu.
X n—ee Jx

n—oo
Proof. It suffices to apply the monotone convergence Theorem to the sequence g, := infi>, fr by
observing that g, < f, for each n € N*| that the sequence (g,)n is increasing and that lim, g, =
lim inf,, f,. O

3.3.2 Lebesgue integral of real valued measurable functions
In the sequel, and unless otherwise mentioned, p is a measure over a measurable space (X, ).

Definition 3.3.2. We define LY(X, i) as the space of all measurable functions f : X — R such that

/leldu<00-

Note that the measurability of f implies that of |f| by Proposition so that the previous integral
is well defined according to Definition 3.3.ll The elements of £!(X, ) are called Lebesgue integrable
functions (with respect to p).

Definition 3.3.3. If f € LY(X, ) and E € M, we define

Lfdu::/Eﬁduf/Ef’du,

where fT := max(f,0) and f~ := max(—f,0) are (non negative) measurable functions thanks to Propo-

sition [3.1.2.

Note that the Lebesgue integral of a measurable function f is not affected if we modify the values of
f on a set of u-measure zero. More precisely, let f and g are two measurable functions and Z € 91 is
such that p(Z) = 0. If f(z) = g(x) for all z € X \ Z, then [ fdu = [y gdpu.
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Definition 3.3.4. If a property P holds outside a set of pu-measure zero, we say that P holds p almost
everywhere (a.e.) in X.

In particular we have that if f =g p-a.e. in X, then [y fdu = [ gdu. Another application of this
terminology is the following result.

Proposition 3.3.2. Let f € LY(X, ), then |f| < oo p-a.e. in X.

Proof. Define A,, := {|f| > n} for n € N*. Since f is measurable, then A4,, € M for each n € N* and by
Proposition [3.3.1] then

1
p(an) < 5 [ 1fldn

In particular p(A;) < oo and (A,) is a sequence of decreasing measurable sets whose intersection is
{|f| = oo}. Applying Proposition 3, we deduce that

n—oo

n({|fl = oo}) = p (ﬂ An> = lim p(4,)=0.

The space £'(X, 1) turns out to be a linear space. Indeed,

Theorem 3.3.2. Suppose that f, g € LY(X, ), and a, B € R. Then

/}((aerﬂg)du:a/dequﬁ/ngu.

Proof. We first observe that o f 4+ 3¢ is measurable (by Proposition [3.1.2)) and that it belongs to £ (X, u1).
Indeed, since |af + Bg| < |a||f] + |Bl|g|, then by Proposition 1, we get that

du < duy = d d .
/Xlaf+69| u</X(\a||f|+|6||9\) , IaI/XIf\ /~L+|ﬂ\/X\g| )< oo

Clearly, it suffices to show that

/X(f+g)du:/deu+/ngu, (3.2)

/Xafdu:oz/deu. (3.3)

To prove (3.2), we have (f + )" = (f+9)” = f" =" +g" —g7, orstill (f +9)* + /7 +g~ =
(f+9)~ + fT +g". Integrating over X and using Remark leads to

/X(f+g)+du+/xf*du+/Xg*du:/X(f+g)*du+/xf+dp+/xg+du.

Changing back the order of the terms yields (3.2)).
The proof of (3.3) follows from Proposition 3ifa>0. Ifa<0,then —a >0, —u=u" —u"
and the result follows again from Proposition [3.3.1} 3. O

and

We next prove several convergence results.

Theorem 3.3.3 (Dominated convergence). Let f,, and f be measurable functions such that f,(z) —
f(x) for p-a.e. x € X. Assume that there exists g € LY (X, ) such that |fn(x)| < g(z) for p-a.e. x € X
and every n € N*. Then f € LY(X,p) and

J At = sldn o
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Proof. By Fatou’s Lemma and Theorem [3.3.2
/ 2gdp = / liminf(2g — |f — fal) dp < liminf/ (29 = [f = fal) di,
X X n—oo n—oo X

whence
hmsup/ |f - fn| d,u < 0.
X

n—oo

The following result is a kind of converse of the dominated convergence Theorem.

Theorem 3.3.4. Let f, and f be functions in L*(X, ) and

J 1t = Ao,

Then there exists a subsequence (fn,) and g € LY(X, u) such that |fn,| < g and fn, — f p-a.e. in X.

Proof. For each k € N*, there exists ny € N* such that ny — oo as k — oo and
1
|fnk _f|d,U< 27
X

Define g := | f| + > pey | fn,. — f]- By Corollary

/ngu/xﬂdmgfxfmf|du</x|f|du+1

so that g € £LY(X, u). Thus by construction |f,, | < g p-a.e. in X, and since

|fnk_f|d/1': |fnk—f|dM<1,
o=y

we deduce from Proposition that Y 7o |fn, — f] < o0 pra.e. in X and thus f,, — f p-ae. in
X. [

3.4 Modes of convergence

3.4.1 Definitions and relationships

Definition 3.4.1. Let f,, and f be measurable functions. We say that

1. (fn) converges to f almost everywhere if there exists a measurable set Z C X with u(Z) =0 such
that fn(x) — f(x) for each x € X \ Z;

2. (fn) converges to f in LY(X, p) if [ |fn — fldp — 0;
3. (fn) converges to f in measure if for any e > 0, u({|fn — f| > €}) — 0;

4. (fn) converges to f almost uniformly if for any € > 0, there exists a measurable set E. C X such
that p(X \ E¢) < € and

sup |fn () — f(x)] — 0.
zeE,

Remark 3.4.1. We can easily see that convergence in £!(X, 1) also implies convergence in measure as
a consequence of the following inequality

en{{fn—fl >} < /X o — fldu.
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Another link easy to obtain is that convergence almost uniformly implies convergence almost every-
where.

Proposition 3.4.1. Let f, and [ be measurable functions. If (f,) converges to f almost uniformly,
then it converges to f almost everywhere.

Proof. If (f,,) converges to f almost uniformly, then for any € > 0, there exists a measurable set F. C X
such that p(X \ E.) < ¢ and supg_|f, — f| — 0. Take ¢ = 1/k with & € N*, and define Z :=
Mee1 (X \ E1yx). Then for any k € N*, one has u(Z) < (X \ E1yx) < 1/k — 0 so that u(Z) = 0.
Moreover for each z € X'\ Z, there exists k € N* such that z € E 4, and in particular, f,(z) — f(z) O

The converse statement is true in the case of finite measures.

Theorem 3.4.1 (Egoroff). Assume that p is a finite measure, i.e., u(X) < oo, and consider some
measurable functions f, and f. If (f.) converges almost everywhere to f, then f converges almost
uniformly to f.

Proof. For every ¢, j € N*, define the measurable sets E; ; := Uf=]{|fn —f] > 27"} Then E; j+1 C E; ,
and since p(X) < oo, by Proposition 3, we have

lgnu Bij)=p|()Ei;| =0,

since (f,) converges almost everywhere to f. Hence there exists an integer N (i) such that pu(E; n(;y) <
/2'. Define E, := X \ ;2 E; n(;), then u(X \ E.) < e. Moreover, if z € E., then for each i € N*,
x € X \ B; ngy and thus for any n > N(i), |fo(x) — f(2)] < 27°. Consequently, f,, — f uniformly in
E.. O

Let us now compare convergence almost uniformly and convergence in measure.
Theorem 3.4.2. Let f, and f be some measurable functions. Then
1. If (fn) converges to f almost uniformly, then it converges to f in measure;

2. If (fn) converges to f in measure, then there exists a subsequence (fyn, ) which converges to f almost
uniformly and almost everywhere.

Proof. 1- If (f,) converges to f almost uniformly, then for any & > 0, there exists a measurable set
E. C X such that u(X \ E.) < ¢ and supg,_|fn, — f| — 0. Let § > 0, then

w{[fn = f1>6}) = p{lfn = 1> 6} N Ee) + p({[fn — f1 > 63\ Ee) < p({[fn — fI >} N Ec) + ¢

But since f, — f uniformly in E, there exists n(d,e) € N* such that for every n > n(0,¢), supg_|[fn—f] <
d so that {|f, — f| > 0} N E. = (). Hence for n > n(d,e), one has u({|fn — f| > §}) < e. Consequently,

limsup u({|fn — f| > 0}) <e

n—oo
and letting finally ¢ tend to zero, we complete the proof of the first statement.

2- Let ¢ > 0. If (f,), converges in measure to f, then for each k € N*, there exists a sequence

ng /" oo such that
1 €
Jz <{|fmc - fl> k}) < ok

Define the measurable sets Ej, := {|fn, — f| < 1/k} and E. := ;- Ex. Then
X\ Eo) <Y p(X\ Ey) <
k=1

and for every x € E., for each k € N*, we have |f,, (z) — f(2)| < . Thus f,, — f almost uniformly

and also almost everywhere. O
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3.4.2 Equi-integrability

Definition 3.4.2. A sequence of measurable functions (fn)nen+ is said to be equi-integrable if for any
€ > 0, there exists 6 > 0 such that

[ i<
neN* J |

for every measurable set E C X satisfying u(E) < 9.

The equi-integrability condition expresses the fact that the sequence (f,,) does not concentrate on
sets of arbitrarily small measure. We now give two necessary and sufficient conditions which ensure the
equi-integrability of a sequence.

Theorem 3.4.3. Let (fn)nen+ be a bounded sequence in L1(X, ), i.e.,

Sup/ | frldp < oc.
neN* J X

Then the following conditions are equivalent:
(i) The sequence (fy) is equi-integrable;
(ii)
lim sup / | fn| dp = 0;
{Ifnl>t}

t—00 peNx

(iii) (De la Vallée Poussin criterion) There exists an increasing function 0 : [0,00) — [0, 00] with
0(t)/t — oo as t — oo and such that

sup /X 0(1ful) dyt < o0

neN*
Proof. Let us define

M = Sup/ | frldp < oo.
neN* J X

Step 1. Assume that (f,,) is equi-integrable and, given € > 0 let 6 > 0 be such that

Sup/lfn\du<e,
neN* J |

for every measurable set F C X with u(E) < 6. Choose t. > 0 such that % < 4. Then by definition of
M, for every n € N* and for all ¢t > t. we have

1 M
pllfal > ) < 5 [ Afaldn< 5 <5

and so

sup/ |fnldp <,
neN* J{| fa]>t}

and this validates (ii).
Conversely, suppose that (ii) holds, fix € > 0, and choose t. > 0 such that

19
sup / [fuldi < 5
neN* J{|fn|>tc}

Then for every measurable set £ C X with p(E) < =: ¢ and for all n € N* we have

&
2t.

&
[ italdn= [ fuldu+ [ uldi < &+ te(B) <.
E En{lfn|>te} En{|fn|<te}
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Step 2. Assume that (ii) holds and construct an increasing sequence of positive integers (k;) such

that .
sup / | fnl dp < 5
neN* J{|fn|>ki}

Define by = 0 and for each | € N* let b; be the number of non negative integers 7 such that k; < [. Note
that b; / 0o as [ — o0o. Define
(t)=th iftell,l+1).

Then

as t — oo, were [t] denotes the integer part of ¢. Moreover, for all n € N*, By Remark

[ etrhan - Z /KWM} Ful) dp
- b |fnl d |fnld
z / = Y ’

(1< fnl <l4+1} 123 (ieneh <1y Y USIfnl<t41)
oo
=1

=1 {leN*:I>k;}

oo

1
/ |fn\du<z/ Fuldn <y o <
{I<|fnl<i+1} i—1 YAl fn|>ki} i=1

Conversely, assume that (iii) holds and let
C := sup / 0(| frn]) dp < 0.
neN* J x
Since 0(t)/t — oo as t — oo, for every ¢ > 0, there exists t. > 0 such that

(C+ 1)t

0(t) > —

forallt > t.

Then for all ¢t > ¢,

e
sup / | fnldp < o1 Sw / 0(|fn]) dp < e.
neN* J{|fn|>t} + 1 nene J{i1a1>13
Hence (ii) holds. O

We conclude this chapter by a first application of equi-integrability (see also Chapter @

Theorem 3.4.4 (Vitali). Let p be a finite measure. Let f, and f be measurable functions such that
the sequence (fy) if equi-integrable and f, — f almost everywhere. Then

J 1t~ Ao,

Proof. Let € and d be such that
sup [ (Ufal+ 17 du< e

neN*

for every measurable set E C X with pu(FE) < ¢. By Egoroff’s Theorem, in correspondence with 4, there
exists a measurable set Fs C X such that u(X \ Es) < ¢ and f,, — f uniformly in Es;. Hence

/\fnff\du:/ Ifnffldu+/ Ifnfflduiu(X)SuplfnffH/ (ful + 171) du
X E5 X\E5 E5 X\E(S

Hence letting n — oo, we get that

timsup [ 17, fldu < ¢
X

n—oo

and since ¢ is arbitrary we deduce that f,, — f in £1(X, i) as claimed. O
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3.5 Positive Radon measures

In this section € stands for an open subset of RN (N > 1). We recall that a positive Radon measure
is a Borel measure (i.e. a measure on the Borel o-algebra B(£2) of ) which is finite on compact sets.
Radon measures give a close relationship between integration and linear functional on the space C.(2)
of continuous functions with compact support (the closure of the set of points where the function is not
zero) in €. Indeed if p is a Radon measure over €2, then the mapping

fH/Qfdu

defines a positive linear functional on C.(f2), i.e.,

L(af + Bg) = oL(f) + BL(g) for all f, g € C.(Q) and all a, § € R,
L(f) >0 forall feC(Q) with f >0.

We will actually see in the Riesz representation Theorem that every positive linear functional on C.(€2)
can be uniquely represented by a positive Radon measure.
Before, we need to introduce several technical results.

Lemma 3.5.1 (Urysohn). Let K be a compact set and V be a bounded open set such that K C'V C
V C Q. Then there exists a function f € Co(€;]0,1]) such that f =1 on K and f =0 on Q\ V.

Proof. 1t suffices to take o
dist(z, Q\ V)

J@) = dist(x, Q\ V) + dist(z, K)

O

Lemma 3.5.2. Let Vi,...,V, be open sets satisfying V; C Q for alli =1,...,n and K be a compact set
such that K C \J;_, Vi. Then, for each i =1,...,n, there exists some functions f; € C.(V;;[0,1]) such
that >0 fi=1on K.

Proof. For each € K, there exists an open ball B, centered at z and such that B, C V; for some
i (depending on x). Hence K C |J,cx Be, and since K is compact one can extract a finite covering
K C U§=1 By, Define K; as the union of those closed balls Bigg7 which are contained in V;. Then K;
is a compact subset of V; and by Urysohn’s Lemma, there exists a function g; € C.(V;;10,1]) such that
g;i = 1 on K;. Then the functions

gi() .
= if =z eV,
filz) = ¢ Xj_, 94(2)
0 if zeQ\V
fulfill the conclusion of the lemma. O

We now state the main result of this section.

Theorem 3.5.1 (Riesz representation Theorem). Let L : C.(2) — R be a positive linear functional.
Then there exist a o-algebra M containing the Borel o-algebra B(QY) and a measure p on M such that

1. L(f) = /Qfdu, for every f € C.(2),

2. u(K) < oo for every compact set K C §Q,

3. for every E € 9M,
w(E) =inf{u(V): ECV,V open}, (3.4)

4. for every open set E, and every E € M with u(E) < oo,

w(E) =sup{u(K): K C E, K compact}. (3.5)
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Moreover this measure is unique in the sense that if (M1, p1) and (Ma, ua) satisfy the previous properties
then the restrictions of u1 and pe to B(Q) are equal.

Proof. Let us start by proving uniqueness. Assume that p; and po are two Radon measures satisfying
the conclusion of the Riesz representation Theorem. By the regularity property (3.5)), it suffices to show
that pq(K) = ua(K) for every compact set K. Let € > 0 and K a compact set. , there exists an
open set V' containing K such that (V) < pe(K) 4+ e. By Urysohn’s Lemma one can find a function
f€C.(V;]0,1]) such that f =1 on K. In particular, xx < f < xv, hence

pi(K) = / Xk dpn < / fdpy = L(f) = / fdus < / Xv dpz = p2(V) < pa(K) + €.
Q Q Q Q
Thus p1(K) < p2(K) and exchanging the roles of p1 and ps we deduce that this inequality is actually
an equality.

We now turn our attention to the existence. For every open set V' C Q, we define
p(V) = sup{L(f) : f € Cc([0,1]), supp(f) C V'}. (3.6)
Clearly, if V1 C Vs, then (V1) < p(Vz) so that we can extend p to any arbitrary E C by setting
w(E) :=inf{u(V): E CV,V open}.

Note that both definitions are consistent for open sets, and that property (3.4) will be automatically
satisfied. Moreover, u is an increasing set function, i.e. if £y C Es, then u(Eq) < p(Es).
Let Mp be the family of all sets E C 2 such that p(E) < oo and

w(E) =sup{p(K): K C E, K compact}.

Finally, let 901 be the class of all E C Q) such that £ N K € Mp for any compact K.
Step 1. If K is compact, then K € Mg, and

p(K) =inf{L(f): f € C.([0,1]), f =1 on K}. (3.7

Moreover, if V is open, then V satisfies . In particular if p(V) < oo, then Ve Mp.

Let f € C.(2;[0,1]) such that f =1 on K, a € (0,1), and V,, := {f > a}. Then K C V,, and ag < f
for every g € C.(V,;1[0,1]). Hence u(K) < u(Vy) = sup{L(g) : g € Ce(Va;[0,1])} < a7 LL(f). Letting
a — 1 leads to u(K) < L(f) < oo. Therefore K € My since is immediate. Next if ¢ > 0, there
exists an open set V' containing K with u(V) < u(K) +¢e. By Urysohn’s Lemma, there exists a function
f €C.(V;]0,1]) satisfiying f =1 on K, and thus

p(K) < L(f) < p(V) < u(K) + e

which gives .

Consider now an open set V. Then for any o < p(V), there exists f € C.(V;[0,1]) such that
a < L(f). Hence for every open set W containing K := supp(f), then f € C.(W) and by definition of y
we have that L(f) < pu(W). Taking the infimum over all such W’s leads to L(f) < u(K). This shows
the existence of a compact set K C V with a < p(K) which ensures that V satisfies , and that
V € Mp if futher p(V) < co.

Step 2. For every sets E, C Q for n € N*, then

(Ue) < e
n=1 n=1
We first show that p is finitely subadditive on open sets, i.e.,

p(Vi U Va) < p(Vi) + p(Va) (3.8)
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when V; and V5 are open sets. Let g € C.(V3 UV2;(0,1]). By Lemma there exists some functions f
and fy such that f; € C.(V;;[0,1]) and f1 + fo = 1 on supp(g). Hence f;g € C.(V;;[0,1)), g = fig + fog
so that by linearity of L and by definition of u,

L(g) = L(f1g9) + L(f2g) < p(V1) 4 p(Va).

Taking the supremum with respect to all g as above gives u(Vy U Vo) < p(Vy) + pu(Va).

Now if u(E,) = oo for some n then the result is obvious. Otherwise, if u(FE,) < oo for all n, then for
any € > 0 there exists open sets V;, such that E,, C V,, and u(V,,) < pu(En)+2 ™. Define V := Ufle Vi,
and take f € C.(V;[0,1]). In particular, since supp(f) is compact, one can find finitely many Vi,...,V,
such that supp(f) C J!_, V,,. Hence iterating (3.8),

L(f)<n < Vn> <Y uVa) < ulBy) +e.

n=1

Since this holds for every f € C.(V;[0,1]), and since J;; E, C V, it follows that

7 (U E) <u(V) <> p(En) +e,

n=1
which completes the proof of step 2 since ¢ is arbitrary.

Step 3. Suppose that E = ;.| E,, where E,, are pairwise disjoint elements of Mp for all n € N*.
Then,

W(E) =" u(E,). (3.9)

If in addition, u(E) < oo, then E € Mp.
We first show that p is finitely additive on compact sets, i.e.,

p(EKy U Ka) = p(Ky) + p(K2) (3.10)

if Ky and K are disjoint compact sets. Let € > 0, by Urysohn’s Lemma, there exists f € C.(Q;[0,1])
such that f =1 on K; and f = 0 on K5. Then by step 1, there exists a function g € C.(2) such that
g=1on Ky UK> and L(g) < u(K; UK3) + e. Note that fg =1 in K; and (1 — f)g =1 on K5. Hence
by linearity of L, it follows that

u(K1) + p(K2) < L(fg) + L((1 = f)g) = L(g) < p(K1 U K3) +&.

Since ¢ is arbitrary, (3.10) follows from step 2.
If w(E) = oo, then (3.9 is an immediate consequence of step 2. Therefore, we can assume that

w(E) < co. Let € > 0, since E,, € Mg, there exist compact sets H,, C E,, with u(H,) > pu(E,) — 27"
for each n € N*. Define K,, := |J;;_, Hr C E which is compact. Thus using an induction on (3.10]), we
deduce that

p(E) = p(Kn) = > p(Hy) > Y p(Ey) —e.
k=1 k=1
Since the previous relation holds for every n € N* and every ¢ > 0, using again step 2, we deduce (3.9).
Moreover for n large enough (depending on ¢) we have u(E) < Y7, u(Ey) + & < p(K,) + 2¢ which
shows that E € Mp.

Step 4. If E € Mp and € > 0, there is a compact set K and an open set V such that K C ECV
and p(V\ K) < e. Moreover, if A and B € Mg, then A\ B, AUB and AN B € M.
Our definitions show that there exist a compact set K and an open set V with K C E C V to that

u(V) = = < p(E) < p(K) + = < oo,

where we used the fact that, from step 1, p is finite on compact sets. Using again step 1, since V' \ K is
open and pu(V \ K) < oo, it therefore belongs to 9tr. We apply step 3 to get that u(K) + u(V \ K) =
w(V) < u(K) +¢e < oo.
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Now if A and B € My and € > 0, one can find compact sets K1 and K5, and open sets V; and V5
such that K1 C A C Vj and Ko C B C Vo, and p(V; \ K;) < e (for i = 1, 2). Since

A\BCVi\ Ky C (Vi\ K1) U (K1 \ Vo) U (Va\ Ka),

from the subadditivity proved in step 2, we infer that u(A\ B) < 2¢ + p(K; \ V2). But since Ky \ V2 is
a compact subset of A\ B, it shows that A\ B € Mp. Then since AU B = (A \ B) U B, an application
of step 3 shows that AU B € Mp. Finally, since ANB = A\ (4\ B), we also have AN B € Mp.

Step 5. 9 is a o-algebra which contains all Borel sets, and all sets E C Q such that u(FE) = 0.
Morever Mp = {E C M : u(E) < co}. Finally, p is a measure on M satisfying and (3.5).

First step 1 gives that Q is in 9.

Now let K be an arbitrary compact set in X. If A € 9, then AN K € My and thus by step
4, A°NK = K\ (ANK) € Mpr. Consequently, A° € M. Now if A, € M for each n € N*, define
By =A;NK andforn > 2, B, = (A,NK)\ Uz;ll By,.. Then by step 4, (B,,) is made of pairwise disjoint
elements of M pr. Thus by step 3, we have

KQGAHZGBHEWF

n=1 n=1

and thus Uf;l A, € M. This shows that 9 is a o-algebra. If C is closed, then K NC is compact and by
step 1, it belongs to Mp. Hence C' € M. This shows that M is a o-algebra containing all closed sets and
consequently all Borel sets. If E C Q is such that p(E) = 0, then clearly E € 91 since p is an increasing
set function.

By steps 1 and 4, we clearly have that Mp C {E C M : u(F) < co}. Conversely, let E € 9 such
that u(E) < oo and let € > 0. There exists an open set V containing F such that u(V) < co. Using
again steps 1 and 4, one can find a compact set K C V such that u(V \ K) < e. Since ENK € Mp,
there exists a compact set H C ENK with p(ENK) < p(H) +¢e. Since E C (ENK)U (V\K), it
follows that

wE) < (ENK) +p(V\K) < u(H) + 2,

which implies that £ € 9tr. Hence properties (3.4) and (3.5) follow.
We next prove that p is a measure on (2,9). If (E,) is a sequence of pairwise disjoint elements of
9, then E := o~ E, € M. If u(E) = oo, then by Step 2, we have

p(E) =Y u(En),
n=1

while if p(E) < oo then p(E,) < oo for each n € N* and thus E, E,, € My for all n € N*. Consequently,
by step 3, we have the same result which proves that p is a measure on 9.

Step 6. Proof of the representation property. Let f € C.(Q). Clearly it is enough to check the
inequality L(f) < [, f du because by linearity of L,

CL(f) = L(-f) < /Q (—f)dp = — /Q fdp.

Let K :=suppf and [a, b] be an interval which contains the range of f. For ¢ > 0, let yg,...,yn € R be
such that yp < a <y1 < ... <y, =0b, and maxi;<n(y; — ¥i—1) < €. Define

Ei={yi1n < f<yi} NK.

Since f is continuous, f is Borel measurable and the sets E; are therefore disjoint Borel sets whose union
is K. There are open sets V; containing E; and such that pu(V;) < u(E;) +¢/n and f(z) < y; + € for
all z € V; and all ¢ = 1,...,n. By Theorem one can find functions h; € C.(V;;[0,1]) such that
Yor i hi=1on K. Hence, f =Y | h;f in Q and by step 1, we infer that

pK) <L (Z h) =" L(hi).
=1 =1
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Note that L(h;) < u(V;) < p(E;) +¢/n, hif < (yi +e)h; and y; —e < f(z) for x € E;. Denoting by
M := maxy | f| < +00 we have

L) = o L(nf) € Y i+ V() = S (M i+ L) ~ MY L(h)

< DMy ) (u(E) + ) — Mu(K)
< Do — (B +2eu(K) + = 3 (M +yi +e)
i=1 i=1

< / Fdu+ 2u(K) +2M +2).
Q

Since ¢ is arbitrary, we proof of the theorem is complete. O

Remark 3.5.1. If we consider the restriction of u to the Borel o-algebra B(Q2), then p defines a Radon
measure (a Borel measure which is finite on compact sets).

Remark 3.5.2. Step 5 of the proof of Theorem shows that 91 contains sets F such that u(E) = 0.
We say that the measure space (2,9, ) is a complete measure space.

Remark 3.5.3. It can be proved that for any E € B(2) and any € > 0, there exist a closed set C' and
an open set V such that C C E C V, and

n(V\C) <e. (3.11)

Indeed, let E € B(£2) and let (K,,) be an increasing sequence of compact sets whose union is €2 (take e.g.
K, ={x € Q:|z| <n and dist(z,RY \ Q) > 1/n}). Since p is a Radon measure, then u(E N K,) < 0o
for all n > 1, and there exists an open set V,, such that ENK,, C V,, and u(V,,) < A(ENK,)+2"""le.
In particular, since u(EN K,,) < oo, then u(V,, \ (ENK,,) < 27"~ L. Define the open set V := Ups1 Vo
which satisfies £ C V, and V\ E C {J,;5; Vo \ (E N K,,). Then we have u(V \ E) < €/2. Applying
this property to I := E°, there exists an open set W containing I and such that w(W\ F)+¢e/2. Let
C := W€ be closed, then C C E and p(E\ C) = w(ENW) = pu(W\ (E°) =pu(W\ F) <¢e/2.

The Riesz representation Theorem has many consequences. For instance it enables to prove the
existence of the Lebesgue measure and that the Lebesgue integral is a generalization of the Riemann
integral. Another application will be given in chapter [6] about the characterization of the dual space
of continuous functions vanishing on the boundary. We now give a direct application concerning the
regularity of Radon measures which will be useful to prove the density of continuous functions and the
separability of Lebesgue spaces in chapter [

Theorem 3.5.2. Any positive Radon measure A on § satisfies
ME) =inf{\(V): E CV,V open} for every Borel set E C §Q,

and
ME) =sup{\(K) : K C E, K compact} for every Borel set E C Q with A\(E) < co.

Moreover, for any E € B(Q2) and any € > 0, there exist a closed set C and an open set V such that
CCcCECV, and
AVAC) <e. (3.12)

Proof. Define L(f) := [, fdX for any f € C.(). Since A\(K) < oo for any compact set K C Q, L is a
positive linear form on C.(2), and from the Riesz representation Theorem, there exists a unique Radon

measure such that
/ fdx= / fdu.
Q Q

Since p satisfies (3.4]), (3.5) and (3.11)) so that it suffices to prove that A = p.
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Let V be an open subset of Q. Then V = |J_, K,, for some compact sets K,, with n € N*. By
Urysohn’s Lemma, we can choose f, € C.(V;[0,1]) such that f,, = 1 on K,,. Define g,, := maxig;<n fi,
then g, € C.(V;[0,1]) an it increases to xy pointwise in 2. Hence by the monotone convergence Theorem,

AV) = lim [ g,d\= lim / o dip = p(V).
Q n—oo Q

n—oo

Now let E be a Borel subset of 2 and let € > 0. By (3.11)), there exist an open set V' and a closed
set C such that C ¢ E C V and pu(V \ C) < e. But since V' \ C in open we infer that A(V \ C) < e.
Consequently,

ME) SAV) = u(V) S w(E) +2 < (V) + 2 = AV) + & < AE) + 2,

so that u(E) = A(E) by the arbitrariness of €, and the proof of (3.12) is complete. O

3.6 Construction of the Lebesgue measure

The Riesz representation Theorem enables one to prove the existence of the Lebesgue measure (the usual
volume measure in RY), and to show that the Lebesgue integral with respect to the Lebesgue measure
is a natural extension of the Riemann integral.

Theorem 3.6.1. There exist a o-algebra L(RY) (containing the Borel o-algebra B(RY)) and a unique
measure LV on L(RN) such that

1. LN([0, 1)) = 1;
2. For every E € LRY) and every z € RN, LN(z + E) = LY (E);

3. E € L(RYN) if and only if there exist a F, set A (a countable union of closed sets) and a Gs set B
(a countable intersection of open sets) such that A C E C B and LN (B\ A) = 0;

4. For every f € C.(RY),
fdcy = f(x)dx,
RN

RN
where the integral in left hand side is the Lebesque integral of f with respect to the measure LV,
and the integral in the right hand side is the Riemann integral of f.

The measure £V is called the Lebesgue measure, and L(RY) is the o-algebra of all Lebesgue measurable
sets.

Proof. Step 1. Define L : C.(RY) — R by

= [ | f@d

where the integral is the Riemann integral of f. Note that since f has compact support, then the previous
integral is not improper since

dr = dz.
@[

Clearly L is a positive linear functional on C.(RY), and according to the Riesz representation Theorem,
there exist a o-algebra L£(RY) (containing the Borel g-algebra B(R"Y)) and a measure £ on L(RY)
such that LV (K) < oo for every compact set K C RY and

Lf)=| fayde= [ fac®

RN RN

for every f € C.(RY).
Step 2. The conclusion of Theorem also shows that for any E € L(RY)

LY(E) =inf{LN(V):E CV,V open} (3.13)
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and any E € L(RY) with LN (E) < oo
LY (E) =sup{LN(K): K C E, K compact}.

Moreover, from 7 for every E € L(RY) and any € > 0, there exist a closed set C' and an open set
V such that C C E C V and LY (V \ C) < €. Hence, for each n > 1, one can find a closed set C,, and an
open set V,, such that C,, ¢ E C V,, and LY(V,,\ C,,) < 1/n. Define A := Un>1 C,, and B := ﬂn>1 V,
Then A is a F, set, Bisa Gsset, AC EC B and LYN(B\ A) < LY(V,,\ C,,) < 1/n — 0. Conversely,
assume that £ C RY is such that A € E C B and LY (B\ A) = 0 for some F, set A and some G5 set B.
Then E = AU (E\ A) where A € B(RY) and E\ A C B\ A with B\ A € B(RY) and LY (B \ A4) = 0.
Since the measure £V is complete (see Remark we deduce that E\ A € £(R") and finally that
E € L(RN).

Step 3. Let us show that for every open cube @ := ]_L 1(a;,b;) (for a; < b; and i € {1,...,N}),

then
N

LN(Q) = H(bz —a;). (3.14)

i=1
Define for each n > 1 and each x € R, f, (z) := vazl %% (;), where

0 if x; & [ag, bil,

1 if z;€fa;+L1,b—1],
n(z; —a;) if x; € lag,a; + 5]
—n(azi — bz) if x;, € |b; — %7171} .

ot () ==

Then f,, € Cc(RY) for all n > 1 and xg- < fn < Xxq Where Q, := 1Y, la; + 1/n,b; — 1/n] is a closed
cube. Hence integrating the previous chain of inequalities with respect to the Lebesgue measure £V
leads to

NQu) < | fadlN = fulz)de < LVQ). (3.15)
RN

RN

Since @, is an increasing sequence of (Lebesgue) measurable sets whose union is @ = Hij\il(ai, b;), we
deduce from Proposition (ii) that £V (Q,) — LN(Q) as n — oo. Next by construction of f,, its
Riemann integral can be exactly computed as
N
1
H (b —a; — ) .
n

/ fn(z dm—/fn d:v—H/ ““ H(a;) de; = 11

Taking the limit in [3.15] as n — oo yields formula
Step 4. Let us show that for any i € {1,..., N} and any a € R,

N{z; =a}) =0. (3.16)

Let us assume without loss of generality that ¢ = 1 and @ = 0. Then for each k > 1, we have {z; =
0}NQ0,n) C (—1/k,1/k) x Hf\;(fn, n) where Q(0,n) = Hil\il(fn, n) is the open cube of center 0 and
side length 2n. Using (3.14), we infer that
m N—-1
Y({a =0} nQU.m) < E
2k
For fixed n > 1, letting k — oo implies that LY ({z; = 0} N Q(0,n)) = 0. Then taking the limit as

n — oo and using Proposition (ii) yields LN ({xy = 0}) = 0.
Step 5. Since
N N

[ Tlas, b\ TT(as,00)

=1 i=1

is made of finitely many subsets of hyperplane of the form {x; = a}, we deduce from Step 4 that
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so that N N N
EN (H[ai, b1]> = ,CN (H(ai, bz)> = H(bz — ai).

In particular, taking a; = 0 and b; = 1 for all i € {1,..., N} leads to £V ([0,1]V) = 1.

Step 6. Let us show that £V is translation invariant. Let € RY and V c RY an open set. Since
the translation 7, : y € RY +— z + y is a homeomorphism (with inverse (7,)~! = 7_,), then z + V is
open, and by definition of £V on open sets (see (3.6])) we have

LY(z + V) = sup {/ fy)dy: | € C(RY;[0,1]), Supp(f) C = + V} :
RN
By changing variables in the Riemann integral we obtain that

LNz +V)

Sup{/RN g(z +y)dy : g € C.(RY;[0,1]), Supp(g) C V}

= sup {/]RN g(2)dz : g € C.(RY;[0,1]), Supp(g) C V}
= LNW).

Next from the above mentioned properties of the translation, if £ € B(RY), then x + E € B(R").
Applying the outer regularity (3.13) of the Lebesgue measure, we get that

LNz+E) = if{N(V):z+FECV,V open}
= inf{LN(~x+V): EC —x+V,V open}
= inf{£N(U): E CU, U open}
LY(E).
Finally, from step 2, we know that if £ € L(RY) then there exist a F, set A, and a G5 set B
such that A € E € B and LN(B\ A) = 0. Then 2+ A C 2+ FE C 2+ B, where z + A is a

F, and 2 + B is a Gs. Moreover, since x + B\ A = (x + B) \ (z + A) and B\ A € B(RY), then
LN(z+B)\ (z+ A) =LYz + (B\ A) =LN(B\ A) =0. Consequently, z + F € L(RY) and

LNz +E)=LN(z+ A) = LN(A) = LY(E).

Step 7. It remains to show the uniqueness of the Lebesgue measure. Let A be a translation invariant
Radon measure such that A([0,1]) = 1. We claim that A = £V.

Let us first show that for each @ € R and ¢ € {1,..., N}, then A({z; = a}) = 0. Without loss of
generality, assume that ¢ = 1 and a = 0. Then

Az =0} =X [{z1 =00 [ J0.n]V | = Jim A ({1 =0} N [0,n]Y). (3.17)

Define E,, := {z; = 0} N [0,n]" and note that

[0,n)" = U (y1 + En) O U (y1+ En),

y1€[—n,n] y1E€[—n,n]NQ

where the (Lebesgue measurable) sets {y1 + Ey}y,c[—n,njng are pairwise disjoint. Hence since A is a
Radon measure, it is finite on compact sets, and the translation invariance yields

Z A(En) = Z )‘(yl + En) =A U (yl + En) < )‘([Ov n]N) <000

y1€[—n,n]NQ y1€[—n,n]NQ y1€[—n,n]NQ

which is possible only if A(E,,) = 0. Consequently, from (3.17), we obtain that A({z; = 0}) = 0.
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As a consequence, if n € N*| since
¥ k "
N _ — —
[071) - (TL+ |:07n) ) )
ke{0,...,n—1}N

where the (Lebesgue measurable) sets in the previous union are pairwise disjoint, we deduce that
1= A0, 11%) = A0, 1)) = A U <k+ [o 1>N>
) ) n ) n
ke{0,...,n—1}N

N N N
= > >\<k+[0,1) >: > A([Ql) )an£N<{0,1) )
ke{0,...,n—1}N " " ke{0,...,n—1}N " "

Hence A([0,1/n)N) =n=N = £N([0,1/n)N).

Next we show that A coincides with £V on cubes. Let Q := Hilil[ai, b;], and assume first that a;
and b; € Q with a; < b; for i € {1,..., N}. Then there exist integers n € N, a; and 3; € Z such that
a; = a;/n and b; = B;/n. Hence

Q an q;
=\ 7y Oa 7:| )
0= (2 ) Tt
where ¢; = 8; — a; € N. Thanks to the translation invariance of A, we deduce that
N 0
var-a (I %)).
i=1
On the other hand,

(i) (i1, U, [E5) -+ (UE-b)

i=1 i=1k; €N, |k;|<qi—1 keK

where K := {k € NV : 0 < k; < ¢i—1for all i € {1,..., N}}. Thus using again the translation invariance
of A yields

V(I) = (5 ) = (1) .

= nLNCard(]K) = nLN H%‘ = H(bz - a;).

i=1 i=1

Finally, we obtain that A\(Q) = LN (Q).
If now a; and b; € R, then there exist sequences (al)p>1 and (b7)n>1 C Q such that a \, a; and

b /' b; as n — oo, for each i € {1,..., N}. Since Hf\il[an b?] is an increasing sequence of closed cubes

177

whose union is the open cube Hiv:l(ai, b;), we deduce that

N N N
A (H[%,M) =A (H(%Jh‘)) = lim A (H[a?ab?o

i=1 i=1 i=1
N N N
= lim H(b? — a?) = H(bl — ai) = EN <H[ai,bi]> .
i=1 i=1 i=1

To show that A\(V) = LN (V) for every open set, we use the fact that any open set in R can be written

as the countable union of disjoint cubes of the form Hfil [b; —a;) where a; and b; € Rfor i € {1,...,N}.
Finally since \ is a Radon measure, we use the outer regularity of both A and £V (see Theorem [3.5.2)
to show that A(E) = LV (E) for every Borel set E. O
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Chapter 4

Lebesgue spaces

An important class of examples of Banach spaces is given by the Lebesgue spaces LP of all measurable
functions whose absolute value raised to the p-th power has finite integral. In this chapter, and unless
otherwise mentioned, p is a measure over a measurable space (€2, 90).

4.1 First definitions and properties

Definition 4.1.1. Let 1 < p < co. We define

1/p
LP(Q,p) = {u : Q0 — R measurable : ||ul|zp (o, = </ u|pd,u) < —1—00} ,
Q

and

L2(Q, p) = {u : Q0 — R measurable : ||ul|zo (o, = esssup |u(z)| < +oo} ,
e

where
esssup |u(z)| :=inf{C € R : |u(x)| < C p-a.e. in Q}.
e
The ¢P spaces ( 1 < p < oo) are a special case of LP spaces, when ) is the set N of nonnegative
integers, and the measure p is the counting measure on N.
In general the map LP(2, u) 3 u — ||ul|zr(q,,) does not define a norm over £LP(, i) (it is actually a
semi norm). However we have the following result.

Proposition 4.1.1. Let f : Q — [0,00] be a measurable function such that

/Qfdu:().

Proof. Define the measurable sets E,, := {f > 1/n}. Note that (E,) is an increasing sequence of
measurable sets, and {f > 0} = |J,—; E,,. Hence by Proposition m

Then f(z) =0 for p-a.e. x € Q.

1
fu(EnK/ fdué/fdu:(),
n E, Q

and thus p(E,) = 0 for every n € N. Then by Proposition

n—oo

p{f >0}) = p <U En> = lim p(E,) =0,

n=1

which proves that f =0 p-a.e. in Q. O

39



Indeed from the previous proposition, if u € LP(Q, ) is such that [|ul|zs(q,,) = 0 then u(z) = 0 for
p-a.e. T € Q.

Given two measurable functions u, v : Q — [—00,+00], we say that u is equivalent to v, and we
write u ~ v, if u(x) = v(z) for p-a.e. z € Q. Note that ~ is an equivalence relation in the class of
measurable functions. The spaces £P(Q, i) can be made into a normed vector space, denoted LP(Q, p),
by taking their quotient space with respect to this equivalence relation. If v € LP(Q;u), we denote by
[u] its equivalence class. With an abuse of notations, from now on we identify a measurable function u
to its equivalence class [u].

Definition 4.1.2. Let u € LP(Q), u), we denote

1/p
= ([ 1) 1 <<

lu]loo = esssuplu(x)| if p = oco.
e

Thanks to this identification, the Lebesgue spaces LP(€), 1) are normed spaces. Before proving this
property we state two important inequalities which will be instrumental in the sequel.

Proposition 4.1.2 (Holder’s inequality). Let 1 < p < oo and p’ > 1 its conjugate exponent defined by
1/p+1/p =1 (by convention p’ =1 if p=o0, and p' = oo if p=1). Ifu € LP(Q,n) andv € LP (Q, u)
then wv € LY(Q, p) and

[wolls < [lullpllvfly-

Proof. Since the logarithm is concave on R , for a,b > 0 and 1 < p,p’ < oo with 1/p+1/p" = 1, we have
1 1 / 1 1.
log(ab) = log(a) + log(b) = ~log(a”) + — log(a” ) < log | —a” + =" | .
p p p p

Taking the exponential we obtain Young’s inequality:

1 1 .
abgfap—i——/bp.
p D

Using this with @ = M and b = A~'v and integrating over (2 yields
Jwol dix < X |ull2 + A o]
Q S D Py P

The last term is minimized by choosing A = ||v||11),/p||u||1(,1_p)/p.
If either p = co or p’ = oo, the inequality is immediate. O

Remark 4.1.1. From Hélder’s inequality, it follows that if u(Q) < oo and 1 €< ¢ < p < oo then
L>(Q, ) C LY(Q, pu) C LP(, p) C LY(Q, p). However, if u(2) = oo, nothing can be said in general.

Proposition 4.1.3 (Minkowski inequality). For 1 < p < oo, and for any u, v € LP(Q, 1), we have
[+ vllp < [lullp + [[v]lp-

Proof. We start with p = oco. By definition of the essential supremum, |u(z)| < ||ullc and |v(z)| < ||v]lco
for p-a.e. x € Q, hence

(@) +v(@)] < fu(@)] + [o()] < [[ulloo + (0]l

for p-a.e. in 2. Using again the definition of the essential supremum of u + v, we get ||u + v]|eo <
[[elloc + [[0]]co-
Similarly, for p = 1, we have

IIU+vH1:/Q\U+v|du</g(\UI+lvl)du< il + ol
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For 1 < p < 0o, by Hélder’s inequality, we infer that

futoly = [ Jutoldn= [ futollutoP
Q Q
< /me+mwhm+/qu+mrﬂw
Q Q
) ) (p—1)/p
< <mm+nww(zgu+mwvww-0

(lullp + llvllp) e + ol

We are now in position to state that the Lebesgue spaces are normed spaces:
Proposition 4.1.4. For 1 < p < oo, the map LP(Q, 1) 3 u — |ju|l, defines a norm over LP(S), u).

Proof. From Proposition if |Jul|, = 0, then w = 0 p-a.e. in , and thus v = 0 in LP(, u). Clearly,
[IAull, = |Al|lu|lp for every A € R and w € LP(£, ). Finally the triangle inequality is a consequence of
the Minkowski inequality. O

4.2 Completeness

We saw in Proposition that the Lebesgue spaces LP (), u) are normed spaces. We will prove now
that they are actually Banach spaces as a consequence of the following completeness result.

Theorem 4.2.1 (Fréchet — Riesz). For 1 < p < oo, the space LP(Q, ) is complete.

Proof. Tt is enough to prove that any normally converging series in LP(, 1) is converging in LP(€, u)
(see Proposition [1.2.1). Let (u,), C LP(Q;u) be such that Y 07 | |lus|l, < co. Then the sequence of

partial sums
n
Uy = E ]
k=1

is increasing, and from the Minkowski inequality,

o P
/%w=mm<( wm><m
Q

k=1

if p < oo, while
o0
vp () < Z [k lloo
k=1

for pra.e. © € Qif p = co. We deduce from the monotone convergence Theorem that (v,) converges
p-a.e. in Q to the function Y p- ; |ug| which belongs to LP(Q, it). In particular, by Proposition we
deduce that the series >_77 | |ug(x)| converges for p-a.e. z € Q, and from the completeness of R that the
series Yoo, ug(x) converges as well. Therefore Y ;- | uj, € LP(€, 1) and for n > m, we have

n

> w

k=m+1

n

< 3 el

k=m+1

k=1 k=1 llp »

where we used again the Minkowski inequality. Letting n — oo, we infer that

oo m e}
D k=) url| < D el
k=1 k=1l  k=m+1
and since Y 0 ||un ||, < oo, then 772 [[ukll, — 0 as m — oo, and the conclusion follows. O

It follows from Theorem that if (f,) is a sequence bounded both in £}(X,u) and in LP(Q, p)
for some 1 < p < oo then the sequence (f,,) is equi-integrable.
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4.3 Density and separability
Theorem 4.3.1. For any 1 < p < oo the space of all measurable simple functions are dense in LP(§2, 1).

Proof. Let u € LP (€, ). decomposing u = uy —u_, we can assume without loss of generality that u > 0.
Let (s,,) be the sequence of simple functions constructed in Theorem

If p = oo, then for any n > |lul|c, we have |s,(z) — u(z)] < 27" for p-a.e. z € , and thus
[Isn — ulloo < 27" — 0.

If 1 < p < oo, since sp(z) / u(z) for prae. = € Q, we get that |u(x) — s,(x)|P — 0 for p-a.e.
z € Q and |u(x) — sp(x)|P < 2Pu(z)? for p-a.e. € Q. Hence by the dominated convergence Theorem
[u = snllp — 0. 0

From now on, we assume that € is an open subset of RV, with N > 1, and that y is a positive Radon
measure.

Theorem 4.3.2. For any 1 < p < oo the space C.(§2) is dense in LP(Q, ).

Proof. Let K, := {x € Q: dist(z,Q°) > 1/n and ||z||gr < n}. Then (K,,) is an increasing sequence of
compact sets such that U, K, = Q. Let ¢ > 0. By the dominated convergence Theorem, for n large
enough we have that |[u — Xk, ul|Lr(0,.) < €. Since p is a positive Radon measure it is sufficient to
consider the case where () is finite. By Theorem if is enough to show that any simple function
can be approximated in LP (), 1) by a continuous function with compact support in 2. Then by linearity
it suffices to consider characteristic functions. Let £ C {2 be a Borel set, by Theorem there exist
a compact set K and an open set V such that K C E C V and u(V \ K) < . Then from Urysohn’s
Lemma there exists a function v € C.(V; [0, 1]) such that v =1 on K. Hence

[ o= el du < u(v 5 <
Q
which completes the proof of the Theorem. O

Corollary 4.3.1. For any 1 < p < oo the space LP (82, ) is separable.

Proof. With the notations of the previous proof, we have that C.(Q?) C |J,—, C(K,). We already proved
in Corollary that C(K,) are separable with respect to the uniform convergence. But since p is a
Radon measure, it is finite on compact sets and thus uniform convergence in K,, implies convergence in
LP(K,,, 1) because

[ b= ol i < ) sup ) = o)
K, zeQ

As a consequence, C(K,,) is separable in the topology of LP(), ). Finally, since a countable union of
separable spaces is separable, we infer that C.(£2) is separable in the topology of LP(£2, u1). The conclusion
follows from Theorem [£3.2] O

The space L>(£, 1) is more specific to the Radon measure p. Indeed, if p is a Dirac mass, then
the space L>®(Q, 1) can be identified to R which is therefore separable. However, this property fails in
general.

Theorem 4.3.3. If = LY is the Lebesque measure, then L>(Q, LN) is not separable.

Proof. If x € Q@ and R > 0 are such that B(z,R) C , then the family {xp@,) : 0 < r < R} is
uncountable and if 0 < r # ' < R, then ||[XB(z,r) = XB(2,r)llcc = 1. The conclusion follows from the non
separability criterion (Proposition [1.4.2)). O
4.4 Convolution

From now on we will exclusively work with the Lebesgue measure = £V . The corresponding Lebesgue
spaces LP(Q, £LV) will be simply denoted by LP((2).
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4.4.1 Definition and Young’s inequality
Definition 4.4.1. Let u and v € C.(RY), the convolution product u x v is defined by

(weo)e) = [ ula =)y

for all x € RV,

Next Lemma asserts that u * v is C.(RY). It In fact if either u or v is more regular, one can expect
more regularity on the convolution product. We recall that for any open set Q C RV,

D) :=C*(Q) := {u € C®(Q) : supp(u) is a compact subset of Q}.

Lemma 4.4.1. The following properties hold true.

1. If u,v € Co(Q) then uxv € Co(Q) with supp(u * v) C supp(u) + supp(v).

2. If u € Co.(Q) and v € CZ(Q), then uxv € CZ(Q) and for any multi-index o € NV, 9%(u * v) =
ux (0%).

3. For every 1 < p < 00,
[ vllp < [lullp/v]- (4.1)

Proof. For the first part, it follows from the definition and the dominated convergence Theorem that the
function = + (u*v)(z) is continuous. Moreover supp(u *v) C supp(u) + supp(v) so that uxv € C.(RV).

For the second part it suffices to consider the case |a| = 1, the general case following by an induction
argument. By changing variables, we infer that

(u*v)(x+ho}zl)f(u*v)(x) /RNu(y)v(erhangL)v(xy) dy

and the conclusion follows from the dominated convergence Theorem.
For the third part, we write thanks to Fubini’s Theorem

[Jwso@la = [ ] - )()dy\d

// u(e = )|[o(v)| dyd
= [ ([, 1t = wlde) 1oty

= [lullx v,

which complete the case p = 1. If now 1 < p < oo, thanks to Hélder’s inequality and Fubini’s Theorem,

we get
[ Jwso@ra = [

p

dxr

/ u( — y)o(y) dy
RN

1/p 1-1/p|P
< AL, = nrpo >|dy> ([ pwna) | a
RN N RN
= ol [ e =Pl dyds
AR
Finally, if p = oo, we simply write
s )@l < [ ute =il dy < Jull ol
for all z € RV, O
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Corollary 4.4.1. The convolution product (u,v) — w* v from C.(RN) x C.(RY) to C.(RN) extends
uniquely into a continuous (multilinear) application from LP(RN) x LY(RN) to LP(RYN) (for all 1 < p <
o). Moreover, if u € LP(RY) is such that u = 0 a.e. in RN \ K, for some compact set K C RN, and if
v € CE(RY), then uxv € C°(RY) and supp(u * v) C K + supp(v).

Proof. For 1 < p < oo, the existence and uniqueness of the continuous extension follows from the general
extension result proved in Theorem and the density of C.(R"Y) into LP(R") (see Theorem {4.3.2)).
The uniform continuous character (on bounded sets of L'(RY) x LP(RY)) is ensured by the estimate

(4.1) proved in Lemma

For p = oo, it suffices to observe that for u € L(RY) and v € L}(RY), for every = € RY the function
y +— u(z — y)v(y) (defined for a.e. y € RY) belongs to L!(RY) thanks to Hélder’s inequality, and that

[(ux 0) ()] < Jufloo[v]]1-
The second part follows easily from Lemma O

4.4.2 Mollifier

Definition 4.4.2. Let p € C°(RY;[0,+00)) be such that supp(p) C B(0,1) and [pn p(x)dz = 1. For
all n € N, we set p, () :=n™p(nz) so that [ox pn(x)dz =1 and supp(p,) C B(0,2). We say that the
sequence (pp)nen is a mollifier.

Lemma 4.4.2. The following properties hold true.
1. If u € C.(RY), then u * p,, converges uniformly to u as n — oo.
2. If u € LP(RYN) for 1 < p < oo, then u* p, — u in LP(RY) as n — 0.

Proof. Assume that u € C.(RY). Since [n pn(z)dz =1 and supp(p,) C B(0, 1), then

[(ux pn)(2) —u(z)] =

/ (u(z — ) — u(@))pu(y) dy
RN

N

[ lute =)~ u@lpn(w) dy
B(0,1

N

sup{|u(z1) — u(z2)| : 21, 21 € RY, |21 — 22| < 1/n} —0

as n — oo since v is uniformly continuous. Hence u * p,, converges uniformly to u.
1
For this same u, we use Holder’s inequality with f.(y) := (u(z — y) — u(z))(pn(y))? and g(y) :=

1
(pn(y)) 7", we get

|(ux pn)(2) — u(2)| =

[ s | < 151l

But

el = ([ e =) = w@)pal)dn)? and gy = ([ pulo i) =1

so that by Fubini’s Theorem, we get

(wx po)(@) — (@) do < ule = 1) — u(@) Ppa(y) dy da

/RN /]RN /RN
B /B(o 1) (/RN ful@ = y) —ul@)l” dw) pa(y) dy
N

y€B(0,+)

where 7, u(x) := u(x — y) is the translation of v by y. On B(0,1) + supp(u) the uniform convergence
implies the convergence in LP(RY), hence sup,¢ (. 1) [|7u — ul|b and thus [Ju * p, — ul|, converge to 0
as n — oo.
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The general case u € LP(RY) follows from the density of C.(RY) in LP(RY) (Theorem [4.3.2)). More
precisely, for any ¢ > 0, there exists @ € C.(R") such that ||& — u||, < e. Moreover, according to the
previous case, there exists ng such that for n > nyg, ||u* p,, — ul|, < €. As a consequence, we have

1@ % pr — llp < |luxpn —ullp + [[u* pp — @x pallp + llu— @l < 3e.
For the second term of the right hand side we used (4.1)). O

Remark 4.4.1. Let us observe that proceeding as in the proof above we can show that for any 1 < p < oo,
for any u € LP(RY), SUPyep(0,0) ITyu — ullp goes to O when & goes to 0.

Corollary 4.4.2. For every open set Q0 C RY, the space C2°(Q2) is dense in LP(1Q2).

Proof. From Theorem for every u € LP(2) and every € > 0, there exist v € C.(€2) such that

1/p
</ |u—v|pdm> <
Q

Extend v by zero outside 2 and denote by ¥ this extension. Then @ € C.(R™) and supp(?) C Q. By
Lemma we can choose ng € N large enough so that for all n > ny,

(/RN |17—(5*pn)|pdx>1/p<

supp(v * pp,) C supp(v) + supp(pn) C supp(v) + B(0,1/n).

| ™

| ™

By Corollary we have

Hence for n > max{ng, 1/dist(supp(v), RV \ Q)) we have supp(v * p,,) C Q so that v * p,, € C°(Q2) and

(/Q u— (ﬁ*pn)pdx)l/p <e.

4.5 A compactness result

This regularization procedure enables one to transpose to Lebesgue spaces the Ascoli criterion for con-
tinuous functions.

Theorem 4.5.1 (Riesz - Fréchet - Kolmogorov). Let Q C RY be an open set and w be a bounded
open subset of  such that w C Q. Let A C LP(Q) for 1 < p < oo such that

(i) sup |lul pr) < o0;
u€EA

(i1) sup I myu —ul|rwy — 0 as 6 — 0.
yEB(0,8), ueA

Then Ay, (the restriction to w of functions in A) has compact closure in LP(w).

Proof. We first observe that 7,u is well defined on w as long as § < dist(w, R \ Q) so that (ii) actually
makes sense. Upon extending the elements of A by 0 outside 2, we can assume without loss of generality
that Q = RV

Since LP() is complete, so is the closure of A,. According to Theorem it is therefore enough
to prove that it is possible to cover A, by a finite number of open balls in LP(w) of radius at most «,
for € > 0. Let us start by selecting n € N large enough so that

sup |y — UHLP(w) <
yeB(0, 1), ucA

wl M
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Let (pn)nen be a sequence of mollifiers and let B := {(u* py);; : u € A}, we will prove that the set
B C C(w) fulfills the assumptions of Ascoli’s Theorem. First of all, for any « € &, we have

sup |u * pn(2)] < sup/ [u(z — y)|pn(y) dy < sup [ull Lo@y)llonll o @y < o0,
ucA u€A JRN u€A

where we used Holder’s inequality and 1/p 4+ 1/p’ = 1. On the other hand,

sup  |ukpu(w1) —uk pp(w2)] = sup  |u* (pn = Tay—2nPn)(71)]
UEA, x1,r2EW UCA, x1,r2€W

/N

sup ”u”Ll(w_s_E(o,i)) sup 7Hpn - Tzl—z2pn||Loo(w+§(o,i))
u€A " xy, wa €W "

< Csup[Jullo@y) || onlLiplzr — 22|
u€A

It follows from Ascoli’s Theorem that B has compact closure in C(@). Let o > 0 to be fixed later. There
exist finitely many balls of radius oe whose union covers B in C(w). But for v and v € C(@),

1/p
lu — vl Lrwy = (/ |u—v|pdx> < LN (W)YPdy (u,v).
w

Ny
Let us choose 0 := % and we deduce that B is contained in a finite union of ball in L?(w) whose

radius is at most /3. Finally, it follows from the proof of Lemma that for u € A,

Wl ™

wspn —ullLe@) < sup  lTyu — ullpe(w) <
yEB(0,3)

Finally Minkowski’s inequality yields that A, is contained in a finite union of balls of radius at most e,
and the proof is complete. O
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Chapter 5

Continuous linear maps

5.1 Space of continuous linear maps

This section is devoted to L£.(X,Y) the space of the bounded linear operators between normed linear
spaces X and Y. Let us recall that a linear operator T is bounded if one of the following assertion is
satisfied:

1. T is bounded on every ball,

2. T is bounded on some ball,

3. T is continuous at every point,
4. T is continuous at some point.
5. T is uniformly continuous.

6. T is Lipschitz.

Theorem 5.1.1. If X and Y are some normed linear spaces, then L.(X,Y) is a normed linear space
with the norm

Ty —Tx' Y
ITlz.x,y) = sup u
r#x' e X ||!L‘—£U ”X

o ITally
up )
zeX\0 |zl x

= sup [Ty,
el x <1

= sup [|Tz|y.
llzllx=1

If moreover Y is a Banach space then L.(X,Y) is a Banach space.

Proof. Tt is easy to check that £.(X,Y) is a normed linear space, and the only issue is to show that it
is complete. When no confusion is possible we will simply denote || - || instead of || - ||z, x,y). Suppose
that (7},) is a Cauchy sequence in L.(X,Y’). Then for each 2 € X, the sequence (T,,z) is Cauchy in the
complete space Y, so there exists Tx € Y with T,,x — Tx. Clearly T : X — Y is linear. Is it bounded?
The real sequence ||| is Cauchy, hence bounded, say ||T,| < K. It follows that [|T| < K, and so
T € L.(X,Y). To conclude the proof, we need to show that |1, — T|| — 0. We have

T, — T|| = sup ||Thz —Tz|y = sup lim ||Thz — Tnz|y
llz]I<1 |l <1 oo

= limsup sup ||Thx — Ty <limsup [T, — Tmlly-
o0

m—oo |z <1 m—

Thus limsup,, . ||Tn — T = 0. O
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UTel(X,)Y)and U € L.(Y,Z), then UT =UoT € L.(X,Z) and

NWUTz.x,2) S NUllcov, )| Tl cox,v)-

In particular, £.(X) := L.(X, X) is a algebra, i.e., it has an additional “multiplication” operation which
makes it a non-commutative algebra, and this operation is continuous.

The dual space of X is X’ := L.(X,R) (or L.(X,C) for complex vector spaces). According to the
previous proposition it is a Banach space (whether X is or not).

Definition 5.1.1. Given some normed linear spaces X and Y, and a sequence (uy), a sequence in
L.(X,)Y), we say that

1. (up)n converges strongly to u in L.(X,Y) if [|un — ullz,(x,y) — 0 when n — oo,

2. (un)n converges weakly* to u in L.(X,Y) if for any © € X, (un(x))n converges to u(x) inY.

5.2 Uniform boundedness principle-Banach-Steinhaus theorem

We start this section with the following result.

Proposition 5.2.1. Let X be a normed vector space andY be a Banach space. Consider a dense subset
A of X and (un)n a sequence in L.(X,Y) such that

1. sup, [lunllz.(x,v) < o0,
2. for any x in A, (un(x)), converges.

Then there exists a unique u in L.(X,Y) such that (u,), converges weakly™ to u in L.(X,Y). Moreover
lulle, ey < limin fun e, .. (5.1)

Proof. We can assume without loss of generality that sup,, ||u,| > 0, otherwise the proof is straight-
forward. Let z in X and € > 0. Since A is a dense subset of X, there exists 2/ € A such that

|z —2'||x <8 := m Since (un(z'))y converges, it has the Cauchy property and there

exists n. € N such that ||u,(2') — upm(2')|ly < § for any n,m > n.. For any n,m > n., we have

[un(z) = um(@)lly < lun(2) = un(2)|ly + llun (@) = wm(@)ly + Jtm (@) = wn @)y,
e
< (lunllecoery + lumlle, o)z = 2llx + 5,
g
< 20sup [|unllz.xy) + 3
< e

Therefore the sequence (u,(x)), has the Cauchy property. Since Y is a Banach space, it converges. Let
us denote by u the (weak) limit of (), thus obtained. It is straighforward that w is linear. Moreover
for any z € X,

coxyllzlx,

which yields (5.1]). O

The two following results are some consequences of the Baire theorem [T.2:2]

[u(@)lly = lm_[jun(2)]ly < liminf [|u,|
n—00 n—00

Theorem 5.2.1 (Uniform boundedness principle). Let X be a Banach space and Y be a normed
vector space. Suppose that B is a collection of continuous linear operators from X to Y. The uniform
boundedness principle states that if for all x in X we have

sup |Ju(z)]ly < oo. (5.2)
ueB
Then
sup [|ullz, (x,y) < 0. (5.3)
ueB
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Proof. We assume that sup,¢p [|ul|z, (x,y) = +00 and we are going to prove that there exists x in X
such that
sup () = +oc. (5.4
u€B
Foru € Bandn € N*, weset ©,,, := {z € X : |u(z)|ly > n} and ©, := J,c g Ou,n, Which are all open.
We are going to prove that ©, is dense in X for all n € N*. Let z in X \ ©,, i.e., sup,cp |[u(z)|ly < n.

Since we assume that sup,cp ||ullz.(x,y) = oo, then for each £ > 0, there exists v in B such that
llvllz.x,y)y > 2n/e. Hence there must exist 2’ € X such that [2/|x = 1 and [v(2)||x > 2n/e.
Therefore

lv(@ +e2)lly 2 =llv(@)lly +ellv(@)lly > n,

so that x + ez’ € ©,,. Hence ©,, is dense. Now using the Baire theorem we get that (), e Op is
dense in X. In particular (), .y. ©pn is not empty, and thus there exists € (), .y« ©n which implies

b4 O
We infer from Theorem the following corollary.

Corollary 5.2.1 (Banach-Steinhaus). Let X be a Banach space and Y be a normed vector space. If
(un)n is a sequence of L.(X,Y) which converges weakly® to u, then u is in L.(X,Y) and

ullz.x,yy < lminf [[un |l 2, (x,v)-
n—oo

In the particular case where Y is R or C, we denote by X’ := L.(X,Y), and we call X’ the topological
dual space of X. Applying the uniform boundedness principle yields the following result:

Corollary 5.2.2. Let X be a Banach space. Then any weakly™ converging sequence in X' is bounded.
One advantage of the weak* convergence is that the following partial converse is available:

Theorem 5.2.2. Let X be a separable Banach space. Then any bounded sequence in X' admits a weakly*
converging subsequence.

Proof. Let (up)n, be a bounded sequence of X’'. Let (xg)ren a dense sequence in X. Using Cantor’s
diagonal argument there exists a subsequence (uy,); of (un)n such that (un;(zx)); converges for any
k € N. We then apply Proposition O

5.3 Geometry of Banach spaces and identification of their dual

We will slightly restrict our attention to spaces which enjoy two properties described in the definitions
below.

Definition 5.3.1 (Uniformly convex normed vector space). We say that a normed vector space
X is uniformly convez if for every € > 0 there exists 6 > 0 such that for any z, y € X with ||z||x <1,

lyllx <1 and H%Hx >1—0, then H%HX < e.

In particular the unit sphere of a uniformly convex normed vector space contains no segments. As a
first application, let us give the following proposition.

Proposition 5.3.1. Let X be a uniformly convex Banach space, and let f in X'\ {0}. Then there exists
a unique u € X such that |lullx =1 and f(u) = || f|lx/(:= max =1 [|f(v)])-

Proof. Let (uy), be a maximizing sequence. We assume without loss of generality that f(u,) > 0. Let
e > 0 and § be given as in Definition Since the sequence (uy,), maximizes |f(v)| over {v € X :
|lv][x = 1}, there exists N € N such that for any n > N, f(u,) > (1 — )|/ f|lx:- Therefore for any
n,m > N, we have

L)+ Flu)) > (1= )l
But since

9

5 (7wn) + ) = £ (3l ) ) <

’;(un + Um)
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it follows, by combining both previous inequalities and dividing by || f||x~, that

5 >1-—04. (5.5)

1
H = (Un + Um)
Moreover, since |lu,||x = 1, then {;ﬁ;), < 1, and using the uniform convexity of X, we can infer from

(5.5) that ||un, — um|lx < 2, that is the sequence (u,), satisfies the Cauchy property. Since X is
complete, there exists u € X such that u,, — w. Using the continuity of the norm and of the function f

we get that f(u) = || f]lx-
Uniqueness is proved by proceeding in the same way. O

Definition 5.3.2 (Smooth normed vector space). We say that a normed vector space X is smooth
if for any linearly independent elements x and y, the function t € R — ||z + ty||x is differentiable for all
teR.

Let us stress that this is equivalent to the fact that for any v € X \ {0}, then the limit

po e+ vl — flulx
e—0 I3

exists for any v € X.

Proposition 5.3.2. Let X be a smooth normed vector space over R. Then the norm is Fréchet-
differentiable outside 0, i.e., for any u € X \ {0}, there exists L € X', that we denote D| - || x(u),
such that for any v € X,

l[u+evllx — lJullx

Eh_r% 5 = L(v).
Moreover
D[] - Ix (w)||x[lulx = DI - [[x (u)(u) = |lullx. (5.6)

Proof. Since X is a smooth normed vector space, for any v € X \ {0}, for any v € X,

o utevlx — lullx
m

D - llx(w)(v) = i

e—0 £

exists. We first prove that D|| - || x (u) is linear. For any A € R\ {0} and any u, v € X

[utevllx —fullx _ \ llu+ervllx —flullx
€ e

so that
DIl - [Ix (u)(Av) = ADI| - || x (u)(v).
Now, using the triangle inequality, we have for any vy, v in X, that

lu+ (o1 +v2)llx — flullx _ Jlu+2eviflx = [lullx | [lu+2e0s]|x — [Jullx
€ = 2 %2

so that, passing to the limit € — 0,
DIl - |lx (u)(v1 +v2) < DI - [|x (u)(v1) + D - || x (u) (v2). (5.7)

Applying now (5.7) to —v; and —wvy implies that the previous inequality is actually an equality. Hence
the map D|| - || x(w) is linear from X to R.
We next show that it is continuous. Indeed using the triangle inequality we have that for any v € X,

lu+ evflx — Jlullx
£

< llx,

so that
ID| - [l x (u)(v)] < [Jv]lx-

Therefore D|| - || x(u) is a continuous linear map from X to R with norm ||D|| - ||x (u)|x’ < 1. Moreover
since D|| - || x (u)(uw) = ||u||, then | D|| - ||x (u)||x» = 1 which yields (5.6). O
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Theorem 5.3.1 (Identification of the dual of a smooth and uniformly convex Banach space).
Let X be a smooth and uniformly convex Banach space, and let f in X'\ {0}. Then there exists a unique
u € X such that ||ul|x =1 and f = ||f||lx' D| - ||x ().

Proof. Let u be given by Proposition [5.3.1] and let v € X. The function
g:er flutev) = | fllxllu+evllx

is nonpositive, vanishes for € = 0, and is derivable at ¢ = 0, since f is linear continuous and X is smooth.
Therefore ¢'(0) = 0, i.e.

f@) = Ifllx DIl - lx (u)(v) = 0.
Let us now prove the uniqueness part of Theorem If w € X is such that |lul|x = 1 and f =

1Dl - 1x(u), then i particular £(u) = || fllx D] - [ x(u)(u) = [|fllx:, according to (B5). T then
suffices to recall the uniqueness part of Proposition [5.3.1] O

An important corollary is the following constructive version of Hahn-Banach theorem which allows
the extension of continuous linear forms defined on a subspace of a smooth uniformly convex Banach
space to the whole space without increasing the norm.

Corollary 5.3.1 (Hahn-Banach). Let X be a smooth uniformly convex Banach space, Y be a subspace
of X and f € Y'. There exists an unique extension f of f to X such that ||f||x = || fllv’-

Proof. Let f in Y’. Only the case f # 0 deserves a proof. According to the Theorem of extension of
uniformly continuous functions there exists a unique extension f of f to the closure Y of ¥ in X
and || f|ly = [|f|ly- Since Y is a closed subspace of the Banach space X, then Y is a smooth uniformly
convex Banach space. Thanks to Theorem there exists a unique u € Y such that |Julyz = 1 and
F=\7l3Dll- |l5(u). Let us now consider f := ||f|ly+D| - ||x(u) in X’. Then f is an extension of f and
| fllx: = || flly~, according to (5.6).

It remains to prove the uniqueness part. Let f an extension of f to X such that I flx = Iflly-
Then evaluating f for the value u above yields f(u) = f(u) = ||flly» = [|f||x. According to (the proof
of) Theorem 1) £ — ALl In o) = F =

The previous result can actually be extended to a more general setting with a non-constructive proof
using Zorn’s lemma.

Theorem 5.3.2 ((General) Hahn-Banach). If f is a bounded linear functional on a subspace of a
normed linear space, then f extends to the whole space with preservation of norm.

Note that, unlike the previous result, Theorem[5.3.2]does not contain any uniqueness part. It is named
for Hans Hahn and Stefan Banach who proved this theorem independently in the late 1920s, though it
was proved earlier (in 1912) by Eduard Helly. A key consequence is that the dual space of a nontrivial
normed linear space is itself nontrivial. (Note: the norm is important for this. There exist topological
vector spaces, e.g., LP for 0 < p < 1, with no non-zero continuous linear functionals.) Note that there
are virtually no hypotheses beyond linearity and existence of a norm. In fact for some purposes a weaker
version is useful. For X a vector space, we say that p : X — R is sublinear if p(z + y) < p(z) + p(y) and
plax) = ap(x) for z,y € X, a > 0.

Theorem 5.3.3. Let X be a vector space, p : X — R a sublinear functional, S a subspace of X, and
f S — R alinear function satisfying f(x) < p(x) for all x € S, then f can be extended to X so that
the same inequality holds for all x € X.

Proof. Tt suffices to extend f to the space spanned by S and one element zg € X \ S, preserving the
inequality, since if we can do that we can complete the proof with Zorn’s lemma.

We need to define f(zg) such that f(tzg + s) < p(tzg+ s) for all t € R, s € S. The case t = 0 is
known and it is easy to use homogeneity to restrict to ¢t = +1. Thus we need to find a value f(zg) € R
such that

f(s) —p(—zo+ ) < f(xo) < plxo+s)— f(s) forallses.

Now it is easy to check that for any s, so € S, f(s1) — p(—zo + s1) < p(xo + s2) — f(s2), and so such
an xg exists. O
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Chapter 6

Duality in the Lebesgue spaces and
bounded measures

We now go back to the Lebesgue spaces studied in chapter 4] in light of the results obtained in chapter
In the present chapter, p is a positive Radon measure on an open subset  of RV.

6.1 Uniform convexity and smoothness of the norm

Proposition 6.1.1. For every 1 < p < oo, the space LP(Q, ) is uniformly convex.

The proof rests essentially on the strict convexity of the map s — sP. More precisely we will rely on
the following lemma which is left to the reader.

Lemma 6.1.1. For any € > 0, there exists § > 0 such that for any and s,t in C with |s| < 1, |t| < 1
and |s — t| = 2, then

s+t [s[P + [t

—P<-6)—-.

<t

Nevertheless, one needs to pass from pointwise inequalities to uniform integral inequalities.

Proof. Let € > 0. It suffices to prove that there exists 6 > 0 such that for any and u,v in LP(Q, u) with
llullLe o, < 1, [Vlleeo, < 1and ||u— vl Lr,.) = 2¢, then

u—+v

<1-4.
2

LP(Qup)

Let us define .
A= {m €N Ju(z) —v(x)P > %(|U($)|p + |”(l)|p)} :

Let us define r(z) := max(|u(z)|, |v(x)]). By definition of A, r(z) > 0 for any x € A, and

r(z)  r(z)
Thanks to Lemma we deduce the existence of § > 0 such that

< (1 (M)

£
2

>

=

u(z) +v(x)|?

2

for any 2 € A. On the other hand, for any z € Q \ A, by convexity of the map s +— |s|?,

u(z) + v(z)
2

: < @) + @)l
2
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Integrating over the corresponding domains yields

Ju(@)[P + |v(z)|P dp — u(z )+”( )
Q 2

p

dp

/lu |”+|v 2)” /
/Iu |”+Iv i /Iu \“rlv 2)”

Z = 2 maX(HuHLP(A n)? || HLP(AW)).

p

o) o)l g,

Since [[ullrru) < 1, [l < 1 the left hand side in the inequality above is less than 1 —
’ o On the other hand, by definition of A,

1/p . 1/p
[oumoran) <o ([ rdns [ epau) <
o\A 247\ Jova X\A

lw—=vllLeau = lu—vlr@pu — v —vllr@aw =€

HLP(Q[L

As a consequence,

so that, using the triangle inequality, we get

5
max(|[ullzeaps 1ollzrcam) = 5-
As a consequence,
P
1— utv > é(i)p

2 g 22

so that y

P

U+ v <(1 5(5)) <1_617
2 e 22

for ¢’ = %(%)p and the conclusion follows. O

Proposition 6.1.2. For every 1 < p < oo, the space LP(§), ) is smooth and for any u in LP(Q, 1)\ 0
and for any v in LP(Q, u),

DI« [lp() (v) = [[uf| 1 /Q P2 dp.

Proof. Note that u + ||u||1r(q,u) is the composition of u +— Hu||’£p(52 .y and the map g : s — s/, Hence
it is enough to prove that for any w in LP(Q, u) \ 0 and for any v in LP(Q, ), the function

£ / |u+ ev|Pdu
Q

admits a derivative in 0. Note that for p-a.e. x € Q,

o L@ + ev(@) P — fu(@)p

e—0 9

= plu(@) [P~ *u(z)v(@),
and by the mean value Theorem, for every ¢ € (0, 1), there exists . € (0,¢) such that

|u(z) + ev(@)|P — [u(x)]?
9

< plu(@) + tev(@)|PHo(@)] < Clo@)P + u(@) P~ o(@)]) =: f(2),

for some constant C' > 0 depending only on p. Since by Hélder’s inequality,

[ran < o [1orans [ 1arplan)
Q Q

—1
< (100 + el lulte,, ) < oo
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Hence from the dominated convergence Theorem

N e L e
e—0 9

) — p/ lulP~%uv dp.
Q
By the chain rule formula, we obtain that

Dgol- I = Dy(ullt,)- (DI I7)(w)-v)
=9/ (Jlull2,) (DI 17)(w)-)
=|h4ﬁ;alﬂ)/2\uw—2uvdﬂ.

O

Remark 6.1.1. For = LV, the previous results fail for p = 1 or oo, i.e., neither L'(Q, L") nor
L>(Q, LN) are uniformly convex nor smooth.

6.2 Duality in the Lebesgue spaces

Theorem 6.2.1. For 1 < p < oo, the dual of the space LP (), ) is isometrically isomorphic to LPI(Q, )
with p’ := p/(p —1). More precisely, for any f € (LP(Q,n))’, there exists a unique v in LP (2, u) such
that

fw = [
Q
for allw e LP(Q, 1), and
£ lze .y = IVl e 0,

Proof. Thanks to Theorem for any f € (LP(Q, )" \ 0, there exists a unique w € LP(Q, u) with
lw]|Le(,u) = 1 such that for all v € LP(Q, u),

fw) = 1F ey LI - I(w) (),

that is, using now Proposition |6.1.2
7@ = sy ol [ wlup=wdn= [ o

with v := || fll(ze@uy lwlly PlwlP~2w. Since w € LP(Q,u) with [|wl|iequ) = 1, we have that v €
LP(Q, p) with [[v]| Lo (g ) = I1f lzr @) -
It remains now to prove that if v in L? (Q, u) is such that Jouvdp =0, for all w € LP(Q, 1), then

o
v = 0. To this purpose it suffices to take u = |v|zfz1)v. O

Taking Theorem into account the notion of weak convergence in LP(€, ), seen as the dual of
LP (9, p) (since (p') = p), reads as follows.

Definition 6.2.1 (Weak convergence in LP(Q2, 11)). Let 1 < p < oo, we say that a sequence (u,) C
LP(Q, 1) converges weakly to w in LP(Q, u) if for any v in LP (Q, u),

/unvd,u—>/uvd,u
Q Q

Since for 1 < p < oo, LP(2, 1) is a separable Banach space, it follows from Theorem that any
bounded sequence (u,,) in LP(£2, 1) has a subsequence which converges weakly.

as n — oQ.
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Theorem 6.2.2. The dual of the space L*(Q, ) is isometrically isomorphic to L>(Q, u) . More pre-
cisely, for any f € (L*(Q, ), there exists a unique v € L>(Q, 1) such that

f(u)z/guvdu, (6.1)

for all u € L*(Q, ), and
Iz @my = ol Lo @,m-

Proof. Let f € (LY(Q,p)). Let ¢ € L?(, i) a strictly positive function such that for any K compact of
), there holds
mlg}f{ ¢(x) > 0.

Then the application f, : w € L*(Q, p) — f(¢w) is well defined since

|f (dw)] [zt @y lowll L@,

<
< Il @y llollz @ lwll 2 o,

Thus f, is in (L?*(Q, #))" and using Theorem there exists a unique vy in L2(£, u) such that

£l (2 = llvellLz (s
and for any w in L?(Q, p),
fa(w) = | vowdp,

Q

i.e.
Vg
flow) = | —~owdp.
o ¢

Let us denote v := %"’. We are going to prove that v is in L>(Q, ) with [[v|ze ) < IIfllzr@,m) -

Let us assume ab absurdo that there exists ¢ > 0 and A C 2, measurable with (A) > 0 such that
[v(x)] > || fll(z1 (@) + €, for any 2 € A. We then consider
w(z) = 1a(z)sgn(v(z)),

where sgn(u) =1 if u > 0, sgn(u) = —1 if u < 0, and sgn(u) = 0 if u = 0. Then

Flgw) = /Q % g dy = /A ol d > (1 i@y +é) /A o dp,

and

F6w) < 1wy 0wl = 1l i@y /A 6 dp,

what is a contradiction, since fA odp > 0.
Finally, the fact that (6.1]) holds for any u € L'(Q, ) follows from the density of the smooth compactly
supported functions in L' (€, ). O

Definition 6.2.2 (Weak convergence in L'(Q, 1)). We say that a sequence (u,) C L'(Q, i) converges
weakly to u in L*(Q, u) if for any v € L>(Q, p),

/unvd,u—>/uvd,u
Q Q

Let us stress that unlike in LP(Q, 1) (for 1 < p < oc), bounded sequence in L*(€2, ;1) are not necessarily
weakly relatively compact in that space. Indeed, if may happen that the accumulation points for the
weak topology of bounded sequences in L (Q, ;1) are outside L' (Q, ). For instance the Dirac mass can be
obtained as a weak limit of sequences of L'(£, i) functions, the so-called approximations to the identity.

as n — oQ.
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6.3 Bounded Radon measures

Let us consider 2 C RN and denote by Cy(€2) the closure of the space C.(f2) for the uniform topology.

Proposition 6.3.1. A function f € Co(Q2) if and only if for any e > 0, there exists a compact set K. C §2
such that |f| <€ on Q\ K.

Proof. Let € > 0 and a compact set K C Q such that |f| < € on Q\ K. By Urysohn’s Lemma one
can find g € C.(€;]0,1]) such that g =1 on K. Set h = fg, then h € C.(Q) and ||f — h|lec < €. Thus

feCo().

Conversely, consider f € Cp(2), then there exists a sequence (f,,) C C.(Q2) such that f,, — f uniformly
in Q. Let € > 0 and n. € N such that || f,. — flleo < /2, and define K := {z € Q/ |fn.| = €/2}. Then
K is a compact subset of Q and for all x € Q\ K, |f| < |f — fu.| + |fn.] <e. O

Definition 6.3.1. The space of all bounded Radon measures over 2, denoted by M(QY), is the dual space
of Co(92).

Thanks to the Riesz representation Theorem (Theorem [3.5.1) we can characterize the space of
bounded Radon.

Theorem 6.3.1. For every L € M(Q) there exist two positive Radon measures AT and A\~ on Q such

that
L(u)z/ud)\+—/ud/\_.
Q Q

Proof. We claim that for every L € M(Q), there exist some positive linear forms L™ and L~ on Cy(£2)
such that L(u) = LT (u) — L™ (u) for every u € Co(€2). With this result, the conclusion of the Theorem
follows as an immediate consequence of the Riesz representation Theorem (Theorem .
We now prove the claim. To this aim, let us define the cone CT := {u € Co(Q?) : u > 0}, and for
ueCt,
LT (u) :=sup{L(v) :v € Ct, v < u}.

Step 1: LT is positive and finite on CT. Let u € CT. As0 € C*, LT (u) > 0. Let now v € C* be
such that 0 < v < w. By continuity of L, L(v) < ||L||||vllec < || L]||J2]loo, and then taking the sup with
respect to v yields 0 < Lt (u) < || L||||ulloo < 0.

Step 2: LT is additive on C*. Let u; and up € CT and v € CT be such that 0 < v < uy + ug. We
decompose v as v = min(uy,v) + max(v — ug,0), where min(uy,v) < u; and max(v — ug,0) < ug. Since
min(u1,v) and max(v — u1,0) € C*, then

L(v) = L(min(uy,v)) + L(max(v — u1,0)) < L1 (uy) + LT (uz),
hence taking the sup over all v leads to

L+(U1 + UQ) < L+(u1) + L+(u2).

To prove the converse inequality, let € > 0 . By definition of L™, there exists v; and v € C* such that
0<v; <w;and LY (u;) < L(vy) +efori=1,2. As 0 < v + vy < up + ug, it follows that

L+(U1 + UQ) > L(Ul + 122) = L(’Ul) + L(’UQ) > L+(U1) + L+(UQ) — 2¢,

and it suffices to let € — 0.

Step 3: Definition and additivity of L on Co(S2). Let u € Co(2). We decompose u as the difference
of it positive and negative parts u = u™ —u~ with u* € CT. Weset LT (u) = Lt (ut)—L*(u™). Now if u
and v € Cp(Q), then (u+v)" —(u+v)” = ut—u~+vT =0~ so that (u+v)T+u™+v™ = (u+v)” +ut+o™.
Hence by the additivity of LT on CT,
L ((ut o)) + L (u7) + L7 (7) = LT ((u+0)7) + LT (wh) + LT (v7),
and thus changing back the order of the terms yields L™ (u +v) = LT (u) + L*(v).

57



Step 4: LT is continuous on Co(f2). Let u € Co(R?). Since LT is positive, then LT (|u| & u) > 0,
hence, by additivity of LT, LT (Ju|) > £L" (u), i.e., |LT(u)| < LT (|u]). Let now u; and us € Co(f2), then
by steps 3 and 1,

ILF(u1) = LT (ua)] = |LF (w1 — ua2)| < LF (Jur — ual) < [[L]l]|u1 — vl

Step 5: LT is a linear form on Co(?). The additivity of L™ shows that for all n € N, LT (nu) =
nL*(u). But since (—u)* = uT, then LT(—u) = —L*(u) and the previous identity extends to any
n € Z. Now if r = p/q € Q with p,q € Z and q # 0, then LT (qru) = qL™(ru) = L™ (pu) = pL™(u),
hence Lt (ru) = rL*(u). The continuity of L* and the density of Q in R implies that L™ (au) = aL™ (u)
for all a € R.

Step 6: L™ is a positive linear form on Co(?). Define L™ := LT — L. Then L~ is clearly a linear
form. Moreover, since by definition of L™, L1 (u) > L(u) for all u € C*, then L~ is positive. O

L(u):‘/ﬂud)\7

Definition 6.3.2 (Weak* convergence in M(Q)). We say that a sequence (A,) C M(Q) converges
weakly* to A in M(Q) if for any v in Cy(Q),

/vd)\n—>/vd)\
Q Q

Since, by Corollary the space C.(2) is separable, it follows that Cy(f2) is separable as well.
Hence, from Theorem that any bounded sequence of bounded Radon measures has a subsequence
which converges weakly* to a bounded Radon measure.

If p is a positive Radon measure, we observe that the space L!(Q,u) can be injected into M(Q)
through the map

Remark 6.3.1. We use the notation

with the signed measure X := AT — \™.

as n — oQ.

u€ LY, p) — Tu € M(Q),
with
Tu:v € () — / uv du.
Q
As a consequence if (u,,) is a uniformly bounded sequence in L!(€2, 11), then one can extract a subsequence

weakly* converges in M(2) to a bounded Radon measure, i.e., there exist (uy,, ) C (u,) and A € M(Q)
such that for every v € Co(2),

/ Up, vdp — [ vdA.
Q Q

The following result gives a complete characterization of sequences which are weakly converging in
LY, p).

Theorem 6.3.2 (Dunford-Pettis). Assume that  is an open subset of RN such that u(Q) < co. Let
(un) be a bounded sequence in L' (2, ).

(i) If u, — f weakly in L*(Q, p) for some f € LY(X, ), then the sequence (fy) is equi-integrable.

(i) If (fn) is equi-integrable, then there exist a subsequence (fy,) C (fn) and f € L*(Q, ) such that
fn; — f weakly in LY, p).

Note that the equi-integrability property (see Definition ensures that the sequence does con-
centrate on sets of arbitrarily small measure. If ©(2) = co one must further ensure that the mass of (u,)
does not go to infinity. So in addition to (i), one must further require that for each ¢ > 0 there exists a
compact set E. such that

sup / |un | dp < €.
neN* JQ\ E.
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Chapter 7

Hilbert analysis

A Hilbert space, named after David Hilbert, is a vector space possessing the structure of an inner product
which is complete for the norm associated to its inner product. It generalizes the notion of Euclidean
space. In particular the Pythagorean theorem and parallelogram law hold true in a Hilbert space.

7.1 Inner product space

In the real case an inner product on a a vector space is a positive definite, symmetric bilinear form
on X x X — R. In the complex case it is positive definite, Hermitian symmetric, sesquilinear form
X xX—-C.

Definition 7.1.1 (Inner product). Let X be a vector space on K =R or C. We say that a map (-,-)
from X x X to K is a inner product if

1. Yu, v, w € X, Va, 8 in K,
(au + Bv,w) = a(u,w) + B(v,w), (7.1)

2. Yu, ve X, (u,v) = (v,u),
3. Yu e X \ {0}, (u,u) > 0.
Endowed with (-,-), X is a inner product space (or pre-Hilbert space).

Lemma 7.1.1 (Cauchy-Schwarz inequality). Let X be a pre-Hilbert space. Then

Yu,v € X, |(u,v)| </ (u, u)\/(v,v). (7.2)

Proof. Let P(X) := (u + Av,u + Av) for every A € R. Since P > 0, the discriminant of the quadratic
equation P(A) = 0 is nonpositive. This yields the Cauchy-Schwarz inequality. O

An inner product gives rise to a norm. An inner product space is thus a special case of a normed
linear space. A complete inner product space is a Hilbert space, a special case of a Banach space.

Lemma 7.1.2. Let X be a pre-Hilbert space. Then the map u € X — +/(u,u) defined a norm on X.

Proof. The main point is to prove the triangle inequality, what can be done thanks to the Cauchy-Schwarz
inequality. O

The polarization identity expresses the norm of an inner product space in terms of the inner product.
For real inner product spaces it is

1
(u,v) = (lu+v)* = fu—v[*).
For complex spaces it is
1 . . . .
(u,v) = 7 (lu+ ol +illu+iv]* = flu— o] = illu = iv][®).
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In inner product spaces we also have the parallelogram law:
lu+ ol + lu— vl = 2(|full® + [[v]*).

This gives a criterion for a normed space to be an inner product space. Any norm coming from an inner
product satisfies the parallelogram law and, conversely, if a norm satisfies the parallelogram law, we can
show (but not so easily) that the polarization identity defines an inner product, which gives rise to the
norm.

Lemma 7.1.3. Let X be a pre-Hilbert space. Then X is smooth and uniformly convex. In addition the
scalar product is a continuous bilinear mapping from X x X to C.

Proof. We first observe that for any v € X \ {0}, for any v € X, we have
lu+ evl® = ul® + 2eR(u, v) + €2|[v]]?,
so that the mapping ¢ — ||u + ev||? is differentiable at 0 and thus
Dl () - v =R(|Jull " u,0).

That X is uniformly convex follows from the parallelogram equality.

Finally, in order to prove that the scalar product is continuous from X x X to C, we first notice
that Minkowski’s inequality yields the continuity of the norm. Then the polarization identities allow to
conclude. O

Definition 7.1.2 (Orthonormal sequence). A family (e;);c; in X is said an orthonormal sequence
if for any i,5 € I, (e;,ej) = ;5.

Lemma 7.1.4. Let X be a inner product space and (ep)nen be an orthonormal sequence in X. Then,
foranyue X,

1. for any k € N,
k

k
lull® =" 1w, en)* + lu =Y (u, en)enl?,
n=0

n=0

2. Bessel’s inequality:

oo
D My en)? < ull.

n=0
Proof. We have
k k k
[lw — Z(u, en)enl? = (u— Z(u, €n)En, U — Z(u, €n)en)
n=0 n=0 n=0
k
= ||u||2 — 2R(u, Z(u7 en)en) + Z (u, €n) (U, €m) (€m, €n)
n=0 on,m<k

k
= Jull® =2 [(wen)P+ D lu,en)
n=0

o<n<k

k
lull® = [(u,ea),
n=0

what yields . To obtain it suffices to pass to the limit in the inequality

k

D I en)® < lull?.

n=0
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Remark 7.1.1. Note that in general the sequence u — Zﬁzo(u,en)en does not converge to 0 when n
goes to infinity.

Remark 7.1.2. Let £ be an orthonormal set of arbitrary cardinality. It follows from Bessel’s inequality
that fore > 0and u € X, {e € £ : (u,e) > €} is finite, and hence that {e € £ : (u,e) > 0} is countable.
We can thus extend Bessel’s inequality to an arbitrary orthonormal set:

D (we)? < Jull?,
ecf

where the sum is just a countable sum of positive terms.

7.2 Hilbert spaces

Definition 7.2.1 (Hilbert space). A Hilbert space is an inner product space which is complete.

Theorem 7.2.1. Let X be a Hilbert space and (ey)nen be an orthonormal sequence in X. The series
Y nen Onen converges in X if and only if the sequence (o )nen belongs to (2(N). Moreover when the
series ZneN Qanen converges in X, then

E OnCn

neN

= lanl” (7.3)
€N

Proof. Since the space X is complete, the series ) ane, converges in X if and only if it satisfies the
Cauchy property. But according to the Pythagore equality, there holds for any n,m € N with n > m,

n 2 n
> ] = 3l
k=m k=m

Therefore ) -\ aney satisfies the Cauchy property in X if and only if the series S oh_o lou|? satisfies the
Cauchy property in R. Since R is also complete, this yields the first part of the result. To prove (7.3)) it
is sufficient to use the continuity of the norm and the Pythagore equality:

2 k
> anen = 1lim > fap[> = |oal”
k—oo
n=0

neN neN

2 2

k k

Combining Lemma and Theorem we obtain the following result.

Corollary 7.2.1. Let (en)nen be an orthonormal sequence in a Hilbert space X, and let w € X. Then

the series
neN

converges i X.

Given an orthonormal sequence (e,,)nen in X, we define the linear mapping
®:uc X ((u,en))nen € L2(N).

Notice that the range of ® is contained in £*(N) according to . Combining Lemma and Corollary
we get that if u € X satisfies u = )y anen, then ®(u) = (an)nen-

Definition 7.2.2 (Hilbert basis). An orthonormal sequence (en)nen tn X is said total or a Hilbert
basis if @ is injective, i.e., if (u,e,) =0 for every n € N implies that u = 0.

Let us observe that it follows from the continuity of the scalar product that for every u € X,
Q(u) = (3, en(u, en)en).
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Theorem 7.2.2. Let (ep)nen be an orthonormal family in an Hilbert space X. Then the following
statements are equivalent:

(i) The family (e,)nen is total;
(ii) For everyu € X, u =) n(u,en)en;
(iii) For everyu € X, |[ull* =3, oy [(u, en)|*.

Proof. Let us first assume (¢). Since @ is injective by assumption, (ii) follows. Let us now assume that
(7i) holds. Then, using Pythagore’s equality, we obtain that for every u € X,

2 2

k

khi& Z(w €n)én

n=0

k

Z(uu en)en

n=0

k

= ler{:OZ |(u, en)|* = Z |(u, e).

n=0 neN

= lim

k—o0

lull* =

Finally we assume that (ii7) holds. Then, if v € X is such that (u,e,) = 0 for every n € N then clearly
u=0. O

As a consequence of Zorn’s lemma, every Hilbert space admits an orthonormal basis; furthermore,
any two orthonormal bases of the same space have the same cardinality, called the Hilbert dimension of
the space.

7.3 Projection on a closed convex set

An essential property of Hilbert space is that the distance of a point to a closed convex set is alway
attained.

Theorem 7.3.1. Let X be a Hilbert space, K a closed convex subset, and u € X. Then there exists a
unique u € K such that
lu — 4l = inf ||u—v].
veEK

Moreover 4 is the unique element of K which satisfies R(u — @,v — 1) < 0 for anyv € K.

Proof. Translating, we may assume that v = 0, and so we must show that there is a unique element of
K of minimal norm. Let d = inf,ck ||v] and chose u,, € K with |lu,|| — d. Then the parallelogram law

gives

2 2

Up — Um

2

Uy, + Um

1 1
LI Sl + 5

1 1
= 5 lnll® + 5 -

where we have used convexity to infer that (u, +u,,)/2 € K. Thus (u,) is a Cauchy sequence and so has
a limit @, which must belong to K, since K is closed. Since the norm is continuous, ||@| = lim,, ||u,|| = d.
For uniqueness, note that if |@|| = ||@|| = d, then ||(Z 4+ @)/2|| = d and the parallelogram law gives

@ —a|? = 2||al® + 2||a||* - |a + a||* = 2d* + 2d* — 4d* = 0.

Let now prove the characterization of @ through obtuse angles. Let v be in K, A € (0,1) and let
z:= (1 — A)u + Av which is in K by convexity. Therefore

lu—all* < flu— 2] = [I(u — @) = Av = D) * = Ju— a@l|* + 2AR(u — @, 7@ — v) + N*|lv — @] *.

Thus,
2R(u — w,v —a) — AJv—a|* <0

and then, by letting A tend to 0%, we obtain that R(u — 4,v — @) < 0 for any v € K.
Conversely if @ is an element of K which satisfies R(u — @,v — ) > 0 for any v € K, then we have

11 =Na+xo —ul* > [lu—al* + N[l — al*.
Letting A goes to 1 yields |lv — ul|? > |lv — @] . O
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The unique nearest element to u in K is often denoted Pxu, and referred to as the projection of u
onto K. It satisfies Px o Px = Pk, the definition of a projection. This terminology is especially used
when K is a closed linear subspace of X, in which case Pk is a linear projection operator.

Theorem 7.3.2. Let X be a Hilbert space, Y a closed subspace, and x € X. Then there erists a
continuous linear mapping Py from X onto Y with |Py| <1 such that for any v € Y,

|lu — Pyu| = inf |ju — .
veY

Moreover Pyu is the unique element of Y which satisfies (u — Pyu,v) =0 for anyv €Y.

We say that Py is the orthogonal projection onto Y.

Proof. The existence of Py is given by the previous theorem. We now prove the characterization of Pyu
as the unique element of Y which satisfies (u— @, v) = 0 for any v € Y. Using the characterization of the
previous theorem with v+ Py u instead of v, we have that Py u satisfies f(u— Pyu,v) < 0 for any v € Y.
Using this last inequality with —v, v and —iv instead of v yields (u — Pyu,v) = 0 for any v € Y. The
converse is straightforward: if an element @ in Y satisfies (v — @,v) = 0 for any v € Y then it satisfies
the characterization of the previous theorem so it is the projection of v onto Y.

From this characterization we infer that Py is linear. Now to prove that Py is continuous with
[Py || <1 it suffices to apply the Cauchy-Schwarz inequality to the characterization. O

If S is any subset of a inner product space X, let
St={ueX: (us)=0forallsecS}

Then St is a closed subspace of X. We obviously have SN St = 0 and S ¢ S*++. Furthermore if
S1 C Sy then SQL - Sll

Lemma 7.3.1. If X is a Hilbert space and S is a closed subspace of X, then X = S S+.

Proof. We have that S NS+ = {0} since u € SN S+ implies ||ul|?> = (u,u) = 0. In addition for any u in
X, u = Psu + (u— Psu) provides a decomposition in S € S+, according to the previous theorem. [

Corollary 7.3.1. If X is a Hilbert space and S is a subspace of X, then S = X if and only if S+ = {0}.

Proof. Suppose that S = X and let u be in S*. Then there exists (u,), in S converging to u. For
any n, we have (u,,u) = 0, and since the scalar product is continuous, passing to the limit yields
[ull = (u,u) = 0. _

Conversely if we assume now that S+ = {0} then from the previous lemma applied to S we infer that
X=S5@S5" . But S = {0} so that § = X. O

7.4 Duality and weak convergence

The identification of the dual space of Hilbert spaces is easy.

Theorem 7.4.1 (Riesz Representation Theorem). If X is a real Hilbert space, define j : X — X'
by jy(z) = (x,y). This map is a linear isometry of X onto X'. For a complex Hilbert space it is a
conjugate linear isometry (it satisfies joy, = Qjy).

Proof. Tt is easy to see that j is an isometry of X into X’ and the main issue is to show that any f € X’
can be written as j, for some y. We may assume that f # 0, so ker(f) is a proper closed subspace
of X. Let yo € [ker(f)]* be of norm 1 and set y = f(yo)yo. For all 2 € X, we clearly have that
flyo)z — f(z)yo € ker(f), so

Jy() = (2,9) = (=, f(yo)yo) = (f(yo)7,y0) = (f(*)yo,v0) = f(z).
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Via the map j we can define an inner product on X', so it is again a Hilbert space. The Riesz map j
is used to identify X and X’ so that a sequence (u, ), in X weakly converges to u if and only for any v
in X, (un,v) — (u,v). Then as a consequence of Corollary (respectively Theorem [5.2.2)), we have
the following results:

Proposition 7.4.1. Let X be a Hilbert space and (uy), be a weakly converging sequence in X. Then
(un)n is bounded.

Theorem 7.4.2. Let X be a Hilbert space and (uy,), be a bounded sequence in X. Then there exists a
subsequence (un,, )i which weakly converges to some u in X.

Proof. Let us introduce Y := Vect (uy,)nen which is, for the topology induced by X, a separable Hilbert
space. Therefore since (uy,),, is a bounded sequence in Y, there exists a subsequence (uy,, ), which weakly
converges to v in Y. Let us now consider the orthogonal projection P on Y. We have, for any v in X,

(un,v) = (upn, Pv)+ (un, (Id — P)v)
= (up,Pv) since (Id— P)v € Y™+
(

u, Pv)  when n — 400

7.5 Convexity and optimization

Theorem 7.5.1 (Banach-Saks). Let X be a Hilbert space and (uy), be a sequence in X which weakly
converges to u. then there exists a subsequence (uy, )i whose Cesaro means strongly converge to u, i.e.

un0+...+unk

k+1 (74

when k — +00.

Proof. Without loss of generality we can assume that u = 0, otherwise we consider the sequence (u, —u)y
instead of (uy)n. We choose ng = 0. Let k > 1 and assume that (n;)ogj<k—1 have been determined.
Since (un)n weakly converges to 0, for any j such that 0 < j <k — 1, there exists n; € N such that

| (i, )| < B (7.5)

for any n > n;. We set nj, = max(no, ..., ng—1, 14, --,7j,_;) + 1. Thus the sequence (ny) is increasing
and for any k > 1, for any j € N such that 0 < j <k, |(un,, un, )| < k™1
Let us now verify that the Cesaro means (vy := Z?:o :%_Jl)  strongly converge to 0. To this purpose it

is useful to note that, as a consequence of the Banach-Steinhaus theorem, we have that sup,, oy [|un| < K.
Then

k k
2 u"j Unp,
loell® = (> )

7=0 =0
k k j—1
[, |12 (Uny, Un, )
X e RO )
2 2 /)
= (k+1) i (k+1)
K2 2 ZH 1
X 2 -
E+1  (kE+1) parfart
< K? 2(k—1)
S ok+1 0 (k+1)2
which converges to 0 when k£ — +oc0. O
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Theorem 7.5.2. Let X be a Hilbert space, C' be a convex closed subset of X. Then C is weakly closed
in X. Moreover, if f is a continuous and convex function from C to R then f is weakly lower semi-
continuous. As a consequence if C' is bounded then f admits a minimun in C. If in addition f is strictly
convex then this minimun is unique.

Proof. We start by proving that C' is weakly closed in X. Let us consider a sequence (uy,), in C which
weakly converges to u in X. We are going to prove that u is actually in C'. Thanks to the Banach-Saks
theorem, there exists a subsequence (uy, )r whose Cesaro means (vy := Z?:o %)k strongly converge
to u. Since C' is convex, the vy are also in C, and since C' is closed, their limit, wu, is also in C.

Let us now consider a continuous and convex function f from C to R and a sequence (u,), be a
sequence in C' which weakly converge to u. In order to prove that f is weakly lower semi-continuous, we
will prove that

f(u) < liminf f(uy). (7.6)

By definition of lim inf, there exists a subsequence (v,) of (u,) such that lim f(v,) = liminf f(u,).
Of course the subsequence (v,,) also weakly converges to u so that using the Banach-Saks theorem,

we obtain a subsequence (wy,) of (v,) such that (Z?:o 74 ) ), strongly converge to u. Since f is strongly
continuous, the sequence (f (Z?:o kw—h))k strongly converges to f(u). Now f being convex, we have
k k
w; f(w;)
< . 7.7
DIERBWES o

As a subsequence of (v,), the sequence (w,,) satisfies lim f(w,) = liminf f(u,) so that by the Cesaro
theorem the right hand side of converges to liminf f(u,) so that passing to the limit in yields
the inequality .

Let us now assume that C is bounded so that if (u,), is a minimizing sequence of f in C' then
(un)n is bounded and thus it admits a subsequence weakly converging to some u. Then the (weak) lower
semicontinuity of f implies that « is a minimizer of f over C. O

7.6 Spectral decomposition of symmetric compact operators

This section is devoted to the spectral decomposition of symmetric compact operators. This can be
seen as an extension of the spectral decomposition of symmetric matrices to operators acting on infinite-
dimensional spaces. As for matrices the first step is to prove the existence of an eigenvalue. Yet the
classical argument which hinges on the D’Alembert-Gauss theorem, applied to the characteristic poly-
nomial, is not available anymore. In infinite dimensions. It will be replaced by a variational argument.
Actually we first give a minimization characterization of the operator norm.

The first step in this direction is the following general fact:

Proposition 7.6.1. Let A in L.(X). Then

4| = sup |(Au,v)].
{uweX: [lull=[lol=1}

Proof. Thanks to the Cauchy-Schwarz inequality we have that for any u,v € X,
|(Au, v)| < [|Aull[lv]l < [[Al[[ull[o]
so that

14| > sup |(Au, ).
{u,veX: |Jul|=[lv||=1}

Moreover ||Aul| = |(Au,v)| with v = ||Au|| "1 Au if Au # 0 or any v with ||v|]| = 1 otherwise. Then

[All:= sup [|Aull < sup |(Au, ).
{ueX:|lul=1} {wweX: [lull=[v]=1}
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Let us introduce now the notion of symmetry to go farther.
Definition 7.6.1. Let X be an inner product space, and A in L.(X). We say that A is symmetric if
Vu,v € X, (Au,v) = (u, Av). (7.8)
Let us notice that for a symmetric operator A, (Au,u) is in R for any u € X.

Lemma 7.6.1. Let X be a pre-Hilbert space, and A in L.(X) symmetric. Then
[All=  sup  [(Au,u)l. (7.9)

{ueXt||lull=1}
Proof. Let us denote

o= sup [(Au,u)| and § := sup |(Au, v)].
{ueX: [lull=1} {wveX: flull=llv[|=1}

Taking into account Proposition it is sufficient to prove that a > 8. Let w,v in X with ||ul =
||lv]| = 1. We can assume without any loss of generality that (Awu,v) > 0, since if this is not satisfied, we
can multiply v by a complex number of modulus one. We have

(Au,v) = i((A(quv),quv)f(A(ufv),ufv)),
< MA@+ o)t )] + (A - v).u )]

«
< gl ol o+ flu =),
a
< Sl + vl*) = e,
so that taking the sup over w,v in X with ||u|| = ||v|| = 1 completes the proof. O

Let us now turn our attention to the eigenvalue, whose definition is given now.

Definition 7.6.2 (Eigenvalue). Let X be a normed vector space and A in L.(X). We say that A € C
is an eigenvalue of A if there exists v € X \ {0} such that Av = Mv. The set of all the eigenvalues of A
is called the spectrum of A and is denoted sp(A).

Proposition 7.6.2. Let X be a normed vector space and A in L.(X). Then
1. for any A € sp(A), then |A| < ||4].
2. if X is inner product space and if A in L.(X) is symmetric, then sp(A) C R.
Proof. First if v € X \ {0} is such that Av = Av. Then |A|||v|| = ||Av]| < [|A]l|lv||, so that [A| < || 4]
Now if X is an inner product space and A in £.(X) is symmetric, then
Av,v) = (A, v) = (Av,v) = (v, Av) = (v, \v) = (v, )
so that A = ), that is A € R. O

The following result says that among the extremal values authorized by the previous analysis, one of
them is almost an eigenvalue.

Lemma 7.6.2. Let X be an inner product space and if A in L.(X) is symmetric, then there exists
A1 € {—||AIl,||A|l} and a sequence (un)y in X, with ||u,| = 1 for any n, such that ||Au, — Muy| — 0
when n — oo.

Proof. Since the case A = 0 is straightforward we assume that A # 0. Let (u,), be a maximizing
sequence of [|A[| = supj, = [(Au,u)|, that is a sequence (u,), in X, with [lu,| = 1 for any n, such
that |(Auy,,u,)| converges to ||A]|. There exists a subsequence that we still denote (uy), such that
((Aup,up))n converges to A1 € {—||A4||, ||A||}. Then
| Aty — Mg ||? = (Atp — Mtn, Aty — Mtg) = [[Aug |2 = 201 (Atp, un) + A2
< [JA]? = 2A1(Aup, un) + A} — 0.
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To go farther we will require the following additional hypothesis:

Definition 7.6.3 (Compact operator). Let X be a normed vector space. We say that A in L.(X) is
compact if the image of any bounded subset of X is a relatively compact subset of X.

Let us stress that this is equivalent to require that the image of the unit ball in X under A is
relatively compact in X or that for any bounded sequence in X the sequence of their image has a
convergent subsequence.

Proposition 7.6.3 (First eigenvalue of a compact operator). Let X be an inner product space
and let A in L.(X) be symmetric compact. Then there exists Ay € {—|Al|,||A||} which is an eigenvalue
of A.

Proof. Thanks to Lemmal[7.6.2] there exists \; € {—||A]|, || 4|} and a sequence (uy), in X, with [Ju, || =1
for any n, such that ||Au, — Ajuy,|| — 0 when n — co. Since A is compact, there exists a subsequence
(tun, )k of (un)n such that (Auy,, )r has a limit. These two last facts imply that (u,, )r converges to some
u in X, which is an eigenvector for ;. O

Remark 7.6.1. In finite dimensions it is possible to give a simple variational proof of Proposition [7.6.3}
the closed unit ball of R™ is compact so that the continuous function v — (Au,u) has a maximum,
say u*. By Lagrange’s multiplier theorem (associated with the equality constraint ||ul|? = 1), it must
satisfies Au* = Au*, for some X in R.

Lemma 7.6.3. Let X be an inner product space and A in L.(X) symmetric. Let eq,...,e, be eigen-
vectors of A. Then (Vect (eq,...,e,))" is stable by A.

Proof. Let u in (Vect (e1,...,e,))" and i € {1,...,n}. Then, using the fact that A is symmetric, we
get

(Au, ;) = (u, Ae;) = (u, Ae;) = Ay, e;) =0,
where ) is the eigenvalue associated to e;. This proves that (Vect (eq,...,e,))" is stable by A. O
Now we proceed by iteration, by restriction to the orthogonal of the eigenspaces already determined.

Theorem 7.6.1 (Poincaré principle). Let X be an inner product space, and A € L.(X) be a symmetric
and compact linear map with an infinite dimensional range. Then there exists a sequence of eigenvalues
(An)nen+ and a orthonormal family (en)nen+ of eigenvectors of A such that

1. the sequence (| An|)nen= is strictly positive and decreasing,
2. the sequence (A\p)nen+ tends to 0,
3. we have, for any n € N*, that

[An| = sup |(Au,u)| where F, . ={ue€ X : |u]| =1, (u,e1) =+ = (u,enp—1) = 0}.
ueFy,

Proof. We already have the existence of A\; and e; thanks to Proposition Let us now assume that
n > 2 and that we have constructed \{,..., A\,,_1 and eq,...,e,_1. Let us denote

Y1 := (Vect (e1,...,en1))". (7.10)

According to Lemma [7.6.3] the subspace Y;,_1 is stable by A. Thanks to Proposition [7.6.3] the restriction
of A to Y,,_1 admits an eigenvalue \,, such that

Anl = Ay, [l = sup [(Aly,yw,u)| = sup |(Au,u)l, (7.11)

{u€Yn_1: |lully,,_,; =1} uEF, 1

and an associated eigenvector e, of norm one. This eigenvalue \,, does not vanish since A has an infinite
dimensional range. Since e, is in Y,,_1, we have (e,,e;) = 0 for ¢ = 1,...,n — 1. Since the sequence
of sets Y}, decreases with k, we obtain that the sequence (|Ag|)x is decreasing. It only remains to prove
that the sequence (\,)nen+ tends to 0. Let us assume by contradiction that the sequence (|\;;!])nen-
is bounded. Then, since A is compact, the sequence (e, = A(A, ' e,))nen+ should has a convergent
subsequence. But this is impossible since ||e,, — e || = V2 for any n # m. O
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The spectral theorem also provides a decomposition, called the spectral decomposition, of the under-
lying vector space on which the operator acts.

Theorem 7.6.2 (Spectral decomposition). 1. Let X be an inner product space, and A € L.(X)
be a symmetric and compact linear map with an infinite dimensional range. Then for any u in X,

Au = Z An(u, en)en.

n>1

2. If X is a Hilbert space, and A € L.(X) be a symmetric and compact linear map, then there exists
an orthonormal basis of X consisting of eigenvectors of A. More specifically, the orthogonal com-
plement of the kernel of A admits, either a finite orthonormal basis of eigenvectors of a countably
infinite orthonormal basis (en)nen+ of eigenvectors of A with corresponding eigenvalues (|An|)nen-
strictly positive and decreasing to 0 when n goes to infinity.

8. If moreover X is separable, then there exists a countable orthonormal basis of X consisting of
eigenvectors of A.

k—1
n=1

Proof. Let u be in X. We have, for any k > 2, by definition of Y}, that u — )
Therefore

(u,en)e, is in Yi_q.

k—1 k—1 k—1
Au — Z An (U, €n)en || = || A(u — Z(U, en)en) | < [Alvi_y Il ||lu— Z(u7 €n)en)
n=1 n=1 n=1

But using (7.11), we have ||Ay,_,|| = |Ax|, and on the other hand Pythagore’s theorem provides ||u —
k—1
Z (uven)en)n < H'U/H, so that

n=1

k—1
1Au =3~ An(us en)en]l < Axllful] — 0.

n=1

Hence for any u in X,

Au = Z An(u, epn)en.

n>1

Now if X is a Hilbert space we can use Corollary [7.2.1{ to get that > -, (u,en)e, converges in X.
Using that A is continuous, we obtain

A(Z(U, en)en) - Z(u’ en)A(en) - Z )\n(u; en)en = Au.

n>1 n>1 n>1

Therefore u — 3, -, (u,en)e, is in the kernel of A. But the kernel of A is a closed subspace of X, it is
therefore a Hilbert space and admits (under Zorn’s lemma) a Hilbert basis. Putting together this basis
and the family (e, )n,en+ yields a Hilbert basis consisting of eigenvectors of A. If moreover X is separable,
then this basis of X is countable. The case where the range of A has a finite dimension is even more
simple. O

There are many extensions of Theorem and first one can drop the hypothesis that
the operator is compact, assuming only that the operator is continuous. Such operators may have
no eigenvalues, the way the operator can be diagonalized is therefore to be understood as a unitary
conjugation to a multiplication operator.

Let us first sketch this point of view on the previous case of compact operators. Suppose even,
for concreteness, that X is an infinite dimensional separable Hilbert space and that (ep)n,en+ is an
orthonormal basis of X consisting of eigenvectors of a compact symmetric operator A. Then the map

U: X — (2 given by
U (Z Cn€n> = (Cn)nEN*7

neN*
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is an isometric isomorphism. Moreover when we use this map to transfer the action of T to ¢2, i.e.,
when we consider the operator UTU ! on £2, we see that this operator is simply multiplication by the
bounded sequence (A, )nen--

The spectral theorem also holds for normal operators on a Hilbert space (let us recall that an operator
is said normal if it commutes with its hermitian adjoint).

The spectral theorem can even be extended for (self-adjoint or normal) unbounded operators, such
as differential operators. To give an example, any constant coefficient differential operator is unitarily
equivalent to a multiplication operator. Indeed the unitary operator that implements this equivalence is
the Fourier transform.

Finally let us mention that spectral theory also deals with operators acting on Banach spaces.
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Chapter 8

Fourier series

8.1 Functions on the torus
Let X be any space. A function u: R — X is said to be T-periodic (T > 0) if
u(lz+T) =u(x)

for all x € R. If u is T-periodic, then it can be seen as a function defined on the torus T which is defined
as the quotient space R/(TZ), naturally endowed of group and complete metric space structures.

For matters connected to integration theory, it is convenient to identify T to the interval [-T'/2,T/2)
(modulo the choice of a cut point), this bijection being bi-continuous. Then we have

CH(T;C) =~ {u € C*(R;C) : u is T-periodic},
for k € N, and
LP(T;C) ~ {u € LP([-T/2,T/2);C) extended to R by T-periodicity},

for 1 < p < 0o, where the symbol ~ stands for canonical bijection.
In the sequel, we will only consider the case T'= 1.

8.2 Fourier coefficients of L!(T;C)-functions

Definition 8.2.1. Let u € LY(T;C) and k € Z. We define the k-th Fourier coefficient of u as the
complex number

1/2 '
(k) :== / u(s)e_Q”Tksds.
~1/2

The sequence (u(k))kez is called the sequence of Fourier coefficients of u, and the series
Z ﬂ(k)62i7rkt
keZ

is the Fourier series of u.

The goal of this chapter is to establish a Fourier inversion formula, i.e.,

u(t) =Y a(k)e” .

kEZ

To this aim, we need to answer to two questions: on the one hand, in what sense does the Fourier series
converge (pointwise, uniformly, integral, ...); and on the other hand, is the Fourier series equal (and in
what sense) to the initial function u?
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Let us start with the first question. We observe that the sequence (e™*").cz is orthonormal in
L?(T;C). Indeed, for every integers k # 7,

(eZiﬂk- eQiTrj~)

)

1/2 ) -
/ e2z¢rkt62mjt dt
—1/2

1/2
_ / Q2im (=)t g
~1/2

1 {gm(kﬂ)t} 1/2

L2([-1/2,1/2))

2im(k — j) —-1/2
while if k € Z,
A X 1/2
2imk- 2imk- _ 2170t _
(6 , € )LQ([71/2}1/2)) - /1/26 dt =1.

Moreover, since for any ¢t € [—1/2,1/2), [e*™*| = 1, the norm of e*™* in C(T;C) is equal to 1. From
the results obtained in chapters [I] and [7], we deduce the following theorem.

Theorem 8.2.1. Let (ay)rez be a sequence of complex numbers. Then
1. If 3 cp lak] < oo, then the series Y, o, are® ™ converges (uniformly) in C(T;C).
2. The series Y ., k€™ converges in L*(T; C) if and only if (o) rez is in (*(Z; C).

Proof. The first item is a consequence of the fact that C(T; C) is a Banach space, while the second one is
an application of Theorem in Chapter [7] together with the fact that L?(T;C) is a Hilbert space. [J

8.3 Fourier inversion formula

Let us come to the second problematic, namely the equality between the Fourier series of a function
(when it converges) and the function itself. The following result gives a criterion.

Theorem 8.3.1. Ifu € C(T;C) is such that Y, o, |a(k)| < 0o, then the Fourier series Y ., a(k)e* ™kt
converges uniformly to u in C(T;C).

Proof. Fist of all, Theorem ensures that the series ), _, @(k)e? ™t converges uniformly over T.
Thus, it remains to identify the limit with u. We observe that by definition of 4(k),

1/2

Z,&(k)e%ﬂkt _ Z/ u(s)eQiﬂk(t—s) ds.
kez kez’ —1/2

A priori, it is not possible to exchange the integral and the sum because the series ), _, u(s)e%”k(t_s)

diverges at each points s where u(s) # 0. For 0 < r < 1, let us introduce the functions

1/2 '
U-(t) == / u(s)rlkle2imk(t=s) gg.
kez” —1/2

For the same reasons than before, the series in the right hand side of the previous equality converges
uniformly. Moreover,

1/2 ) 9
Z/ [u(s)[r*e2 ™= ds < Jfulloe Y r* = [Jul|o ( - 1) ‘
& _1/2 1 -7

€7 keZ

By Lebesgue’s dominated convergence theorem, we can now commute integral and series (this is why we
plugged the extra r) and get

1/2
U.(t) = / u(s)Pr(t — s) ds,

—1/2
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where

7_) :E T\k\e%ﬂkr

kEZ

for any 7 € [-1/2,1/2). Observe that P, can simply be written as

PT(T) — Z ,rk’eZiﬂ'kT + Z Tke—2iﬂ'k7' 1

keN keN
— 9Re (Z Tk62i7rk7> 1 =2Re Z 2WT -1
= keN
1 1-r
= 2Re <1_Tegﬁw> —1= 1 — 2rcos(2mT) + 12
so that 2
0<Pr(r) < 71—

for every 7 € [-1/2,1/2) and any r € (0,1). Note also that

1/2
/ T)dr = Z [kl / X dr = 1 (8.1)

~1/2 Py 1/2

because all terms in the previous are zero except that for £ = 0, and for each § > 0,

sup P.(1) < 1
u r T ~
T€[-1/2,1/2)\[~4.0] 1 — 2rcos(276) + r?

tends to zero as r — 1. Consequently, thanks to (8.1)), one can write

1/2

1/2
U (1) — u(t)] = |/ u(t — 5) — u(t)) Pa(s) ds

/ (ult — 5) — u(t)) P, (s) ds
[—1/2,1/2)\[-6,4]

< s fule) —u)] + 2l / P,(s) ds,
z,y€T, |[z—y|<d [—1/2,1/2)\[-6,9]

< ‘ / (u(t = 5) ~ u(®)P(s)ds| +

and we deduce from (8.2 that

limsup || U, — uljoo < sup lu(x) — u(y)|.
r—1- z,y€T, |[z—y|<d

Since the left hand side of the previous inequality is independent of §, we can take the limit as § — 0 in
the right hand side, and we finally obtain

lim ||U, —uljec =0
r—1-

which means that U, uniformly converges to u on [—1/2,1/2).

We now show the uniform convergence of U, to U (i.e. the Fourier series of u), from which, by
uniqueness of the limit, the proof will be complete. Let € > 0, since ), ., |u(k)| < oo, there exists
N € N such that

> lak)] < 5

|k| >N

On the other hand,
li ik |k| ,2imkt _ ik 2imkt
im E a(k)r'le E au(k)e ,

r—
|k|<N |k|<N
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the convergence being uniform for ¢ € T. Hence,

limsup ||U; — Ut ||oo < limsup Z a(k) (1 — rlFheimkt | < 9 Z la(k)| < e.
r—1- =17 k=N |k|>N

Since ¢ is arbitrary, the conclusion follows. O

The previous result is applicable provided the condition ), ., |4(k)| < oo is satisfied. In particular,
it holds for functions smooth enough as the next proposition shows.

Proposition 8.3.1. Let u € C"(T;C) for some n € N. Then for every j € {0,...,n} and every k € Z,
WD) (k) = (2imk)Y a(k),
where u) denotes the j-th derivative of u. Consequently if u € C*(T;C) then > onez (k)] < oo.

Proof. Since u) = (uU=1)’ for j > 1, it is enough to consider the case j = 1, proceeding by induction
for the other cases. Let us assume that u € C}(T;C) for some n € N. As v’ € C(T;C) C L*(T;C), we
have

- 1/2 .
uw' (k) = / u/(s)e” 2R ds,

-1/2
and an integration by parts ensures that
N 1/2 _
k) = — / u(s) (= 2imk)e=27 ds = (2imk)a(k),
—1/2

where we used the fact that the function s — u(s)e=2"** is 1-periodic.
If u € C%(T; C), we get that for each k € Z \ {0},

N 1 -
u(k) = RrETE u' (k)
so that
X L Y2 ik [0 loo
i1 < g [ @l < B
and thus )7, ., |a(k)| < oco. O

We will now extend the Fourier inversion formula to L?(T;C). Let us recall that since {e*™*},cz
is an orthonormal family, Theorem of Chapter [7] gives us some equivalences from which we deduce
the following result.

Theorem 8.3.2. The Fourier transform ® : L?(T;C) — (*(T;C), u — (a(k))rez is an isometrical
isomorphism (a linear one to one mapping preserving the norm). In other words, there holds the Parseval

identity
lull3 =D lak)[®
keZ

for every u € L*(T;C), and
u(t) = Z a(k)eimrt

keZ

for almost every t € [—1/2,1/2), the series in the right hand side converging in the sense of the L*(T;C)-
norm.

Proof. Tt follows from Theorem and the second part of Proposition that for each u € C?(T; C),

u(t) = Z a(k)eimt

kEZ
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for every t € [-1/2,1/2), where the series is converging uniformly over [—1/2,1/2) (and thus also in the
sense of the L?(T;C)-norm because [—1/2,1/2) has finite Lebesgue measure). As a consequence, the
restriction of the linear mapping from L?(T;C) to L?(T;C) defined by

U — Z a(k_)e%wkt
kEZ
to C?(T;C) is equal to the identity. As C?(T;C) is dense in L?(T;C), the uniqueness of the continuous
extension ensures that A
u(t) = a(k)e” ™

kEZ

for every u € L2(T;C). In the previous equality, the series is converging in the sense of the L?(T; C)-norm,
and the functions u and ¢ — Y, o, 4(k)e*™* coincide as L*(T;C) functions, i.e., almost everywhere in

[-1/2,1/2).
Since
1/2 7 ‘
ﬁ(k) — / u(s)eZiﬂ'ksds — (u, eszks)LQ(T;c)’
—1/2
it follows from Theorem [7.2.2] that @ is an isometry which is nothing else than Parseval identity. O

To conclude this chapter, let us mention two easy applications of the previous theorem and Theorem

B31

8.4 Functional inequalities

In a broader framework, both following functional inequalities play an instrumental role in the analysis
of partial differential equations.

Theorem 8.4.1 (Poincaré-Wirtinger inequality). Let u € C*(T;C) with zero average (i.e. such that
1/2
f71/2 u(s)ds =0). Then
Lo
lull z2re) < o llw'llzzcrie)-

Proof. The zero average condition implies that %(0) = 0 (it is actually an equivalence). Since C(T;C) C
L?(T; C), applying the Parseval equality to u and u’ together with Proposition we get that

lliemey = Y la)P= 3 lak)?

kEZ kEZ\{0}
1~ 1 ~
= Y WW(@F S 2 > (k)P
kez\{0} keZ\{0}
1
< @HU/H%?(T;cy
O

Theorem 8.4.2 (Sobolev inequality). Letu € C?(T;C) with zero average (i.e. such that f_lﬁz u(s)ds =

0). Then
1 A
lull oo (150) < —mllu | 2 (T50) -

Proof. Since u € C?(T;C), using Proposition > kez [u(k)| < oo, and thanks to Theorem we

get that
Z a(k)e%wkt _ U(t)
kEZ

for every t € [—1/2,1/2), where the series in the left hand side is converging uniformly. Therefore

[u(t)] < D lak)|-

kEZ

(0]



As before, the average condition implies that @(0) = 0, and by Proposition and the Cauchy-Schwarz
inequality, we get

wils Y solemi<e | Y @k,

2m
kez\{0} kezZ\{0}
with C =, /Zkez\{o} W = \/% The Parseval equality yields in turn that

1
lu(®)] < —=Ilv'llL2(re)
V12 ’

for every t € [—1/2,1/2). O

8.5 Adaptation for T-periodic functions

The results obtained so far in the previous sections can be extended to T-periodic functions with 7" > 0
non necessarily equal to 1. Indeed if u = wu(¢) is T-periodic, then the function v(t) := u(t/T) becomes
1-periodic. We thus work on the function v and once the conclusion is obtained, we rewrite everything
in terms of u. The family {27}, 7 is then the transformed of the family {¢*F " }rcz on [~T/2,T/2).
When T — o0, the frequency {k/T }rcz tend to become dense in the real line, and formally, for T' = oo,
(i.e. functions on R without any periodicity) one should consider the uncountable family {2t} cg.
This is the object of the next chapter where we will make this argument rigorous.
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Chapter 9

Fourier transform of integrable and
square integrable functions

Fourier transform describes which frequencies are present in a complex-valued function of real variables.
It therefore could be thought as an extension of the theory of Fourier series to non periodic functions.
In this chapter we will study the Fourier transform of L' and L? functions.

9.1 Fourier transform of integrable functions

Definition 9.1.1. Let u € L'(RY;C). The Fourier transform 4 of u is the function defined for & € RV
by
(&) ::/ u(x)e 2" d,
RN
where x -y denotes the scalar product of x and y in RN .

We observe that this pointwise definition of 4 makes sense everywhere thanks to the comparison
Theorem.

Proposition 9.1.1. The Fourier transform is a continuous linear map from L*(RY;C) to L>(RY;C).
Proof. The linearity follows from that of the Lebesgue integral. For the continuity we have for every
u € LY(RY;C) and any ¢ € RV,
|a(S)] </ u(z)[|e ™| da = |Jul1,
RN

so that ||@]|e < |Jull1- O
If we formally derive 4 with respect to &, with i € {1,..., N}, we get that

ou
3

(&) = —2inm /]RN zu(z)e 2 dy,

This computation is justified provided = +— z;u(z) belongs to L'(RY;C). In the same way in order to

gzg (€) we need to assume that x +— z?u(z) € L'(RY;C). This suggests that the regularity of
@ is connected to the decreasing character of u at infinity.

Conversely, if u is smooth enough, we can write for & # 0,

compute

1 ou
x

—2imx-&
- e dx.
2’L7T§i RN 8I1

(&) = / u(x)e 28 dy =
RN
This suggests in turn that the decreasing character of 4 is closely related to the regularity of u. We

introduce the Schwartz space of all infinitely differentiable functions that are rapidly decreasing at infinity
along with all partial derivatives.
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Definition 9.1.2 (Schwartz space). A function u : RY — C belongs to the Schwartz space, denoted
by S(RN), if any of its partial derivatives decreases at infinity more rapidly than any polynomial. More
precisely, u € S(RN) if and only if for any multi-indexes o and 3 € NV, there exists a constant C =
C(u,a, 8) > 0 such that

sup |z°0%u(z)| < C.

zERN
We recall that for all multi-index o := (aq,...,ax) € NV, we denote
glel
0% = ¥ =i}y,

Ox191 - - - Oxyon’
where |a| := a1 + -+ - + ay is the length of a. Denoting a! := a4!---an!, we get the Leibnitz’ rule
> 293y o
11
Bty=a it

for any u, v € C**(RY;C) and for all a € NV,
The following result can be easily checked by the reader.

Proposition 9.1.2. For all u, v € S(RY), all o € NV and all P € C[Xy,...,Xn]|, then uv, %u and
Pu belong to S(RY).

Let us also notice that C°(RY;C) ¢ S(RY), and that x e~lal ¢ S(RY)\ C®(RYN;C).
The Schwartz space is a good framework to justify the above formal computations. Namely

Proposition 9.1.3. For allu € S(RY) and all o € NV,

0°a(€) = (~2ima) u(®),
9u(§) = (2im€)*a(§),
for any € € RV,

Proof. As mentioned before, it suffices in the first case to derive the definition of @, and in the second
case to integrate by parts. In both cases, the fact that v € S(RY) enables to justify the operation
(domination property, and vanishing boundary term). O

Let us recall that Co(R”Y; C) denotes the space of all functions vanishing at infinity, that is the closure
of C.(RY; C) in Cy(RY; C) (see Proposition for a characterization of that space). We can now extend
Proposition as follows.

Theorem 9.1.1 (Riemann-Lebesgue). The Fourier transform is a continuous linear mapping from
LYRYN;C) to Co(RYN; C).

Proof. Let u € L*(RY;C). By density there exists a sequence (uy)nen C C°(RY;C) ¢ S(RY) which
converges to u in L'(R™;C). Using Proposition we deduce that @, — 4 in L>(RY;C). Thanks
to Propositions and for each n € N, one has 4, € Co(RY;C). Indeed if ¢ > 0, and o € NV is
such that |a| =1, then

|0%un |l < e

1
‘ ( )|\~2 ‘§H| nHK>\~2 |£‘

for every € € K., where K. := {£ € RN : |¢] < 27/e]|0%uy |1} is a compact set. Hence, since Co(RY;C)
is closed with respect to the unlform convergence, we get that @ € Co(RY;C). O

The next result will be useful in the sequel.

Proposition 9.1.4. If u and v € L*(RY;C), then

/{wdx:/ ud dx.
RN RN
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Proof. We first remark that if u and v € L' (R™; C), then by the Riemann-Lebesgue Theorem (Theorem
9.1.1), @ and & € Co(RY;C) so that @w and ud € L*(RY;C) by Holder’s inequality, and the above
integrals are well defined. We next use the Fubini and Tonelli Theorems to get that

/RN a(z)v(z) dr /RN (/RN u(y)e 2mey dy) v(z) dx

v(x)e 2Ty dx) u(y) dy

I
=
2
A~
A

O

The Fourier transform enjoys some good properties with respect to the groups of translations and
dilatations.

Definition 9.1.3. Ifu:RY — C, for a € RN and A € R\ {0}, we define the translation of u by a, and
the dilatation of u by X\ as

(tou)(z) == u(z — a),

(Oru)(x) :=u (%) ,
for every x € RN,

Lemma 9.1.1. Ifu e L'(RY;C), a € RY and A € R\ {0}, we have

Tau(€) = e ta(g),
axu(€) = (AN aa(E),

for every € € RV,

Proof. By definition,
Tau(§) = / u(z — a)e 2™ dg :/ u(y)e=2imwta)€ gy
RN RN
— e—Qiﬂa-g/ u(y)e—2irry-§ dy _ e—Qi‘n’a{a(g).
RN
Similarly
) = [ a(f) e i = WY [ a0y
RN A RN

= /R uly)e 0D dy = A Va(xe)

AV 61 aa(€).

Corollary 9.1.1. The function u : x — ezl g kept invariant through the Fourier transform.

Proof. Indeed, let o € NV be a multi-index with length |a| = 1. Thanks to the properties of the
exponential, we have
0% = (—2mx)%u.

Since u € S(RY), we can take the Fourier transform on both sides of the previous equality and get,
taking into account Proposition (2im&)*0 = (—i0)*4 so that

8% = (—21€)° 0.
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Hence

= u2 = O

- (u) (0°@)u — (0*u)a

Since « is any multi-index of length 1, we infer that % is constant. As

Now to calculate the integral above, we observe that, thanks to the Fubini principle, we have

/ el gy = (/ e dz)N = (/ el dx)% =1,
RN R R?

by using the polar coordinates. The conclusion follows. O

If t > 0, we deduce from Lemma and Corollary that
e=mPlal? = § ) (e=mlel) = =N e=rlal?/t?,
We now arrive to the main result of this section which is the analogue of Theorem in chapter

Theorem 9.1.2 (Fourier inversion formula). Let u € L'(RY;C) N C,(RY;C) be such that 0 €
LY(RN;C). Then, for every x € RV, i(x) = u(—x).

Proof. By definition,

(<33

(@)= [ (e ae
RN
Unfortunately, it is not possible to apply Proposition because the function & — e~2"¢'* does not
belong to L'(RY;C). However, since & € L!(RY;C), it follows from Lebesgue’s dominated convergence
Theorem that
i(z) = lim [ a(g)e 2R ge
t—0t JrN
because e~ 1¢1* — 1 pointwise as t — 0T, and |a(&)e= 2 w167 | < |a(€)| for every & € RN, with
i € LYRY). Now since £ — e "I ¢ L} (RN;C), we immediately obtain from Lemma and
Proposition [0.1.4] that

/ w(@e e I e = | ma(g)e I de
RN

5~

RN
- / rou(€)e TP de
RN
= / u(€ — :U)t*]\]e*’r‘f‘?/t2 d¢
RN
= / u(ty — :E)(f”ly|2 dy.
RN

Consequently,

a(z) = lim u(ty — x)e_”‘y‘2 dy = u(—x) / eIl dy = u(—x),
t—0t JRrN RN

where we used once more Lebesgue’s dominated convergence Theorem which is licit since
—lyl* —lyl?
lu(ty — x)e | < ullce
and y — e~V ¢ LY(RY). O

Corollary 9.1.2. The Fourier transform is a linear one to one map from S(RY) to S(RN).
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Proof. Let u € S(RY). Let us show that for any multi-indexes o and 8 € NV, one has
sup [€P9%a(¢)| < oco.
EERN

—

Thanks to Proposition 0%4(€) = (—2imx)*u(€) and thus

o —

Sovale) = & (-amnue)
= iy 2ime) (Rima) (e
1

- _98((Z2inx)e
(%)Wa ((—2imx)u).
Since u € S(RY), by Proposition x +— 0P ((—2irx)*u(z)) € S(RY) as well, and in particular, it
also belongs to L'(RY;C). As a consequence of the Riemann-Lebesgue Theorem (Theorem [9.1.1)), we

infer that 85((%)0‘u) € L= (RY;C). We thus proved that if u € S(RV), then @& € S(RY). Therefore,
we can apply the Fourier inversion formula in S(RY) to get that

S>>

=u for all u € S(RY),
and consequently u +— 4 is one to one. O

Remark 9.1.1. According to Theorem [9.1.2] and Corollary it follows that the inverse Fourier

transform can be written as

u(w) = [ (e e
for all u € S(RY).

One advantage of the Fourier transform is that it maps a convolution product into a usual product
of functions.

Corollary 9.1.3. Ifu and v € S(RY), then u*v € S(RY) and
(i) uxv = ab;

(ii) 4 * 0 = uv.

Proof. We start by proving (ii). By definition of the convolution product, we have thanks to Proposition
Lemma and Theorem [9.1.2

@e)e) = [ ale=nit)dy= [ (m5adw)it)dy

RN

/ (120_18)(y)o(y) dy = / e 2= a(y)u(y) dy
RN RN

= [ ) dy = ).
RN

Above we used that (5/,1\12 = u, which is obtained by applying the Fourier inversion formula to .
By invertibility of the Fourier transform on S(RY), u = f and v = § for some f and g € S(RY).

Consequently, using (i), we infer that wxv = f*§ = fg = (6_1f)(6_19) = 0D because, thanks to

Theorem [9.1.2) 6_1 f = f = @ and similarly for g. Hence we get (i).

Thanks to (i), we have u* v = §_140. Since S(RY) is stable with respect to the Fourier transform,
the multiplication, and obviously §_1, it follows that u * v € S(RY) which completes the proof. O

Corollary 9.1.4. Ifu € S(RY), then
allz = llull2-
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Proof. Indeed, we have thanks to Proposition and the Fourier inversion formula (Theorem [9.1.2)),

jily = [ i e

u(z)e=2meE dg dE

z
>
o
T

a(€) [ u(z)e 2™ (=8 dx d¢

Z
=
k4

—

a(§)0-1u(§) dg

N RN

w(@)oau(§)dé = | u(§)d-16-1u(§)d¢

N RN

u(€)a(€) dg = |lul3.

)

Il
2

>
o
=
o
IS
Iy

|

O

We will next extend the Fourier transform from L*(RY;C) to L?(R"™;C). Let us remark that neither
L*RYN;C) ¢ LY(RY;C) nor L}(RY;C) ¢ L*(RY;C).

9.2 Fourier transform of L? functions

Thanks to Corollary [9.1.4] the restriction of the Fourier transform to S(RY) < L?(RY;C) is linear
and continuous (it is actually an isomorphism) from S(RY) c L}(R¥;C) to S(RY) C L2(RM;C). As
S(RY) is dense in L2(R¥;C) for the norm || - ||z (indeed C2°(RY;C) C S(RY) and from Corollary
C>(RYM;C) is dense in L?(RY;C) for the norm | - ||2), we deduce from the extension theorem that
there exists a unique continuous extension
F:L*RY;C) — L*RY;C)
u — F(u),
such that F(u) = @ for each u € S(RY). We call F(u) the Fourier transform on L*(RY;C). It is not

clear, a priori, that
Fu) =1

for u € (LY(RY;C) N LA(RY;C)) \ S(RY). We will check this property later on. Let us start with the

Theorem 9.2.1. The Fourier transform F is an isometric isomorphism from L?(RY;C) to L?(RY;C).
Moreover, for all u € L*>(RY;C),
F(F(u) =d_qu.

Proof. The conservation of the L%-norm and the Fourier inversion formula hold in S(R") (see Theorem
and Corollary [9.1.4). Tt thus suffices to appeal to the density of S(RY) into L?(R";C), and to pass
to the limit using the continuity of F with respect to the L?-norm. O

The next result extends Proposition to L2(RY; C)-functions.
Proposition 9.2.1. Let u and v € L?*(RY;C), then

f(u)vdx:/ uF(v) dx.

RN RN

Proof. Here again, we use the density of S(RY) into L?(R™;C). Indeed, let (u,) and (v,) C S(RY) be
such that u,, — u and v,, — v in L>(R";C). Thanks to Proposition we infer that

/ Uy, Uy, AT :/ Uy, Uy, dT.
RN RN

But since for each n € N, u,, and v, € S(RY), then 4, = F(u,) and 9, = F(v,). Finally it suffices
to pass to the limit as n — oo in the previous equality, using the continuity of F in L2(R";C) and the
Cauchy-Schwarz inequality. O
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Corollary 9.2.1. Ifu € LYRY;C)N L2(RYN;C), then F(u) = 4.
Proof. Let xn, € C®(RY:[0,1]) be such that x,, = 1 in B(0,n). If v € CX®(RY;C), then x,v €
C*(RM;C) ¢ S(RY). According to Propositions and [9.2.1] we get that

/ axn@dmz/ u@dxz/ uF (xnv) de = F(u)xnvdz,
RN RN RN RN

so that
/ (it — F(u)vda = 0
B(0,n)

for any v € C2°(RY;C). Take v = p; * & — F(u), where (p;)jen is a sequence of mollifiers as in section
Taking the limit as j — oo, and using Lemma together with Theorem we infer that
4 = F(u) almost everywhere in B(0,n). Finally since n is arbitrary, both functions actually coincide
almost everywhere in R, 0O

We conclude this section by stating an analogous result than Corollary for L2(RY; C)-functions.

Corollary 9.2.2 (Plancherel identity). If u € L2(RY;C), then
l[ullz = [|F(u)]2,
and more generality, for u, v € L*(RY;C), we have

/RN uvdr = - F(u)F(v) dz.

Proof. We proceed as usual by density. For u € L*(RY;C), consider a sequence (u,) C S(RY) such
that u,, — u in L2(RY;C). Then, by Theorem Gy, = F(un) — F(u) in L(RY;C), and thanks to
Corollary [0.1.4] we get that

[ullz = lim fjunlle = lm [Janlls = T (17 (un)ll2 = [[F(w)]2-
n—oo n— oo n— 00

Concerning the second statement, it suffice to observe that for any u and v € L2(RY; C),

o et olld = flu =3
/]RN uwodr = 5
_ F@+o)l5 — [ F(u—v)l3
2
_ 1F@) + F)I3 — 17 () — F©)lI3
2
= F(u)F(v) da.

RN
O

Now that we proved that the extension F correspnds to the ~ for u € LY(RY;C) N L?(RY;C), we
can use the same notation @ for v € L*(RY;C) U L2(RY;C), and also for u € L'(RY;C) + L?(RY;C)
since any function can be written as the sum of a L(RY;C) and a L*(R¥;C) function.

9.3 Application to the heat equation

The model version of the heat equation (with initial datum ug) can be written as

%(t,x) —Au(t,z) =0 forall (t,z) € RT x RV,
u(0,2) = up(x) for all z € RV,
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where u: R* x RN = R, and Au(t,z) = N Zu(t ).

=1 az?
Let us consider, at least formally, the Fourier transform of u with respect to the x variable:

v(t, &) = / u(t,z)e” 278 dy,
RN
Using Proposition we obtain after having applied the Fourier transform to the heat equation
O (1,6) = ~4n’leu(t,€) for all (1,€) € BY xRV,

v(0,§) = 1o (€) for all £ € RV,

The advantage of this last formulation is that, for fixed £ (considered as a parameter), it is not anymore
a partial differential equation but an ordinary differential equation whose solution is simply given by

o(t,€) = dg(&)e 4 %,

We observe that, setting p(€) := e~ then

o4l

51/\/ IntP
= 0 /\/47rtﬁ

= (471'15)7]\,/25@,0,
where we used the fact that p = p according to Corollary Hence, if ug € S(RY), using Corollary

013,

vt €) = 110 (&) (47t) 28 i (€) = (4mt) ™ Pug 5 6 (€.
But Corollary ensures that the Fourier transform is one to one on S(RY), hence,

o2
u(t,x) = (drt) N ?ug # 8 () = (47Tt)_N/2/ uo(y)e™ T dy.
RN
Now that we have ”guessed” the form of the solution, we can state the following:

Theorem 9.3.1. Let ug € L*(RY). Then the function u : (0,00) x RN — R defined by

_lz—yl?

u(t,z) := (4mt)~N/? /RN ug(y)e” ®= dy

is infinitely differentiable on (0,00) x RY. Moreover, it satisfies

%(t,x) — Au(t,z) =0 for all (t,z) € (0,00) x RN,
and
Tim ult, ) ~ ol = 0.

Proof. We remark that the function (¢, z,y) — (4mt)~V/ 267% admits partial derivatives of any order
with respect to ¢ and/or x which are bounded (and thus belong to L°°(R”Y) with respect to the y
variable). Since ug € L*(R™) we are in position to apply the Lebesgue’s dominated convergence theorem
which enables to derivate under the integral sign, and ensures that u € C>((0, 00) x RY). Moreover, we

can easily check that
0
a—?(tx) — Au(t,z) =0
for all (t,z) € (0,00) x RV,
We now study the convergence to the initial datum. We observe that, for any ¢ > 0,

1;2
(zm)*N/?/ e dy =1 (9.1)
RN
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so that ,

lvl

lu(t, ) — ug(x)] < (471'25)_1\7/2 /]RN |ug(x — y) — up(x)|e™ 4 dy

and thus, integrating with respect to x and applying Fubini’s Theorem leads to

ly2

Lot —w@lde < [ [ e =) = o) s duds

y|2

e~ 4t
< Tyuo(x) —up(x)|dr | ———= dy
.L@a<éﬂy°<) o(ollde) oo

e~ 4t
+/ </ Tu(x)u(as)|da:)dy
RN\ B(0,6) RN voo 0 (47Tt N/2

y|?2

e~ 4t

< wplhquMM+NWM/ L
yeB(0,6) RN\ B(0,6) (4mt)N/2

dy.

By the continuity of the translation in L*(RY) (cf. Remark [4.4.1), one has

sup ||t uo —uoll1 — 0
y€B(0,9)

as 0 — 0, while a change of variable yields for every § > 0,

y|2

e 4t 2
————dy = / e dz =0
/RN\B(O,a) (4mt)N/2 RN\ B(0,5/+/37F)

as t — 0, since z — e~ml=l* ¢ LY(RYN). Finally taking first the limit as § — 0, and then as t — 0 leads to

Jim [u(t, ) = uolls =0,

and the proof is complete.

Let us observe that another consequence of the property (9.1 is that for any ¢ > 0,

/RN u(t,)dz = /RN o, 9.2)
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Chapter 10

Tempered distributions and Sobolev
spaces

Distributions are objects that generalize functions. Whereas a derivative of a function does not always
exist in the classical sense, distributions admit some derivatives which are themselves some distributions.
They are therefore very useful in order to solve partial differential equations. One famous distributions
is the delta distribution introduced by Dirac in 1927. In the late 1940s Laurent Schwartz developed a
comprehensive theory of distributions, capitalizing on some earlier works by Sobolev. The basic idea is
to identify functions with abstract linear functionals on a space of smooth test functions. Operations on
distributions can then be understood by moving them to the test function. Here we will restrict ourselves
to the tempered distributions, which are sufficient to deal with Fourier transform in generality.

10.1 Tempered distributions

10.1.1 First definitions

Let us recall the definition of the Schwartz space
SRY) :={u e C®RN;C): Va, 3NV, z20%u € L>®(RY;C)}.

The space S(RY) is a complete metric space. It may be possible to write explicitly the distance between
two elements of S(R™) but it will not be useful for the considerations we will have in the sequel. We
rather write the definition of a converging sequence in that topology.

Definition 10.1.1. We say that a sequence (uy)nen C S(RY) converges to u in S(RY) if for all multi-
indexes a and 3 € NV, then [|2%9”(u, — u)|s — 0 as n — +o0.

We are now in position to introduce the tempered distributions.

Definition 10.1.2 (Tempered distributions). We denote by S’(RY) the space of tempered distribu-
tions which is defined as the space of all sequentially continuous linear maps on S(R™). In other words,
T € S'(RY) if and only if T'(u,) — T(u) for all sequence (u,)nen C S(RY) converging to u in S(RY).

We usually write (T, u) instead of T'(u).
Tt is possible to associate to any integrable function (and actually much more functions) a tempered
distribution through an integral:

Lemma 10.1.1. Let
Z = {u : RY — C measurable such that there exists k,, € N: (1+ |z|?) " u € L*(RY;C)}.
Then the mapping
i:Z — S'(RY)

u +— T,
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where
(Ty,v) = / uwvdz  for every v € S(RY)
RN

is a well defined canonical continuous linear injection from Z to S'(RN).

Proof. Tt suffices to remark that uv = (1 + |z|?)"*«u(1 + |z|?)*«v is the product of a L*(RY;C) function
(by definition of Z) and a L>(RY;C) function (because v € S(RY), which implies that the map T}, is
well defined. The continuity follows from the same reasoning, while the injectivity is a consequence of
the uniqueness part of the Riesz theorem. O

Clearly, S(RY) C Z.
We shall use the following notion of convergence of tempered distributions:

Definition 10.1.3. We say that a sequence (T,)nen C S’ (RY) converges to T’ in S'(RN) if (T),,u) —
(T,u) for any u € S(RY).

If S(RY) was a normed space, then §’'(R™) would have been the topological dual of S(RY), and the
convergence in S’(RY) would have been the weak* convergence. Unfortunately, It is not the case but
many things remain nevertheless true.

10.1.2 Transpose

Many operations on distributions will be defined by means of the transpose that we now define.

Definition 10.1.4 (Transpose). Let L : S(RY) — S(RY) be a sequentially continuous linear map,
i.e., Lu, — Lu in S(RY) whenever u,, — u in S(RY). The transpose map of L, denoted L', is defined
on S'(RY) by

(L'T,u) = (T, Lu)

for all u € S(RY) and all T € §'(RY).

Note that L'T defines well a tempered distribution. Indeed, if (u,)nen € S(RY) is a sequence
converging to u in S(RY), then since L is sequentially continuous, it follows that Lu,, — Lu in S(RY), and
since T € §'(RY), we have that (T, Lu,) — (T, Lu). Hence by definition of the transpose (L'T,u,) —
(L'T,u) so that L'T € S’'(R™).

Proposition 10.1.1. The map L' : S'(RY) — S'(RY) is linear and continuous.

Proof. The linearity is obvious. For what concerns continuity, assume that 7,, — T in S’(R"). Then
for each u € S(RY), we have Lu € S(RY) and thus, (T}, Lu) — (T, Lu). Hence by definition of the
transpose, (L'T,,,u) — (L'T,u). This shows that L'T,, — LT in &'(RV). O

We are going to define elementary operations on tempered distributions (multiplication, derivation,
Fourier transform, convolution) as transpose of their analogous continuous linear maps on S(RY). To
this aim, let us first prove the following

Proposition 10.1.2. The following linear maps are continuous from S(RY) to S(RN):
1. Translation: u— Tou(x) :=u(z —a), a € RY;
2. Dilatation: u— O u(z) := u(z/N), A € R\ {0};
3. Derivation: u — 0%u, o € NV;

4. Multiplication: u — xu, x € Op(RY), where Oy (RY) := {x € C*(RY;C) : Va € NV, 3k, €
N such that (1 + |z|?)"k20%y € L>®(RY;C)} is the space of all tempered functions on RY;

5. Fourier transform: u — u;

6. Convolution: u — x * u, where y € S(RY).

88



Proof. Ounly the three last statements need to be proved, the other ones being obvious. Concerning 4),
according to Leibniz’ formula, we have for all a, 8 € NV,

8% (v = 2P ol 8
27 0%(xu) = x Z W@”x@ u.

Y+i=a

For fixed v, we have 97| < C, (1 + |z|?)* so that
2787 x| < Cy (1 + Jaf?)F1OL.

The conclusion follows from the definition of the convergence in S(RY) and from the fact that the sum
is finite.

Concerning 5), we observe that

Bo%a = €P(—Zinx)ou
1 —_—
T (@2im)el (2im€)? (—2ima)u
1 —_—
- WW((—zm)au)_

If u,, — u in S(RY), then from 3) and 4) we obtain that 0°((—2irz)%u,) — 0°((—2irz)%u) in S(RY)
and thus in L*(RY;C) as well. From the Riemann-Lebesgue Theorem (Theorem [9.1.1)) the Fourier
transform maps continuously L'(R™;C) into Co(R™;C) (and thus also L>®(R™;C)). It ensures that
OB ((—2imx)*uy,) — 0°((—2imz)*u) in L (RY;C), whence the conclusion.
It remains to prove 6). For that, let us remark that form Theorem and Corollary one has
u*x = 5,1’lﬂ<\x = 5,1’5}(
and the conclusion follows from 2), 4) and 5). O

The following formulas are satisfied in S(RY):

Proposition 10.1.3. For every u and v € S(RY), one has

1. / (Tqu)v dx = / u(T_qv) dx for all a € RY;
RN RN

2. / (Oau)vde = I/\\N/ u(81/3v) dz for all X € R\ {0};
RN RN

3. / (0%u)v dx = (—1)l° / w(0*v) dx for all o € NV;
RN

RN

4. (xu)vdx = / u(xv) dx for all x € O (RV);
RN RN

5./ fwdx:/ ud dx;
RN RN

6. /RN(X*u)de:/ u((6_1x) * v) dx for all x € S(RN).

RN

A way to interpret the properties of Proposition [10.1.3| uses the injection i : S(RY) — S’(RN)
introduced in Lemma [10.1.1] Indeed 1) implies that the transpose of 7, (: S(RY) — S(RY)), 7t :

S'(RY) — S'(RY) restricted to i(S(RY)) is nothing but i o 7_,. We proceed similarly for the other
properties and we get the following definitions
Definition 10.1.5. The following linear maps are continuous from S'(RN) to S'(RV):

1. Translation: (17,T,v) := (T, 7_,v);
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2. Multiplication: (5T, v) := |\ (T, 1 ,,v);

3. Derivation: (9T, v) := (=1)I*N(T, §*v);

4. Multiplication: (XT,v) := (T, xv) for every x € O (RY);

5. Fourier transform: (T, v) := (T, 0);

6. Convolution: (x * T,v) := (T, (6_1x) * v) for every x € S(RY).

Let us observe that a tempered distribution can derived as much as we want, the result being an
element of S'(RY).

Theorem 10.1.1. The Fourier transform is a continuous linear one to one mapping from S'(RY) to
S'(RN). Moreover, we have the Fourier inversion formula

T =06.,T
for every T € S'(RY).
Proof. By definition we have for all v € S(RY),
<T’ U> = <T7 ’0> = <Tv 1:}>
= <T, (5_1’U> = <(5_1T, U>,

where we use the Fourier inversion formula (see Theorem [9.1.2) for functions in S(RY). The fact that
the Fourier transform is one to one follows from the inversion formula in S’(R%Y). O

The formulas relating derivation, convolution, Fourier transform, etc... which are valid in S(R”) can
be transposed almost immediately in S’(R™Y).

Proposition 10.1.4. For every T € 8'(RY), we have

1. 7':7’ = g~ 2ima g for alla € RN, where the right hand side is the product of the tempered distribution

T with the tempered function & — e~ %7€,
2. 6T = ANy 5T for all A € R\ {0};
3. 0°T = (=2in€)T for all a € NV;
4. ﬁ“:f(*ffor all x € S(RN);
5. );k\T =T for all x € S(RN);
6. 0%(x*T)=0x*T = x0T for all « € NV and all x € S(RY).

The Dirac at a point a € RY, as a bounded Radon measure, is also a tempered distribution since
S(RN) C Cy(RN). Tt is defined by

(0q,v) :=v(a)
for all v € S(RY).

Proposition 10.1.5. The Fourier transform of 0, is the tempered function § — e~2mas  In particular
0o =1, and dy acts as an identity element for the convolution product:

X * 00 = i(x) ~ X,

where ~ means the identification of a function with its associated distribution.
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Proof. Let v € S(RY), we have

Hence

X*xd0 = 0.1 (ﬁ) =01 (5(50)

Il
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10.1.3 Fundamental solution of a differential operator with constant coeffi-
cients

Definition 10.1.6. A differential operator with constant coefficients on RY is an operator

L:= Z Ciaai,

il
where I has finite cardinality, c; € C and o; € N. We say that T € S'(RY) is a fundamental solution of
the differential operator L if L(T) = &y in S'(RY).

Corollary 10.1.1. Let L be a differential operator with constant coefficients in RN, and T be a fun-
damental solution of L. Then for every f € S(RY), if we set u := f * T, we have L(u) = f. In other
words, [T is a solution of the partial differential equation L(u) = f.

Proof. From Proposition we have
L{u) =Y ;0 (f+T)=f* Y c;0"T = fxL(T) = f b = f.

i€l il
O

Example 10.1.1. Let us consider the differential operator L on RN+ associated to the heat equation:

or IT = 0°T
ot ot — Oz}

1=

The reader can try to show as an exercise that the tempered distribution associated to the function of
Z defined by
L5 i ts0
— e i ,
G(z,t) = (4mt)N/2
0 if t<0

is a fundamental solution for L on RN*+!,
Hint: Observe that G € C*°((RN x R)\ {0,0}) N L}(RY x R) and that for each (x,t) # (0,0),

(% - 56) w0

Then write that for all x € S(RY x R),

oG Ix
= _A = = —A
< Er G,X> /RNXRG(Jc,t) (815 X) (z,t) dx dt
= lim G(z,t) (ax - Ax> (z,t) dz dt,
e=0 J(RN xR)\A. ot

where \. := B(0,¢) x [~&2,&3] is a small cylinder surrounding the origin. Note that G € C°((RYN x R)\
A.), perform an integration by parts, and identify the limit as € — 0 of the boundary terms.
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10.2 Sobolev spaces

10.2.1 Definition
Definition 10.2.1. For any k € N, we define the spaces
WH2RY) .= {u € S'(RY) : 0% € L*(RY) for all « € N with |a| < k}
and
HYRY) = {u e S'RY) : (1+ [¢*)"%a € L*RV)},
endowed with the scalar products
(u, U)WM(RN) = Z (3QU73QU)L2(RN)
el <k

and
(1,0) oy 1= ((L+ €920, (14 1€2)720) o
and with the associated norms.
It turns out that the spaces W*2(RY) and H*¥(RY) are algebraically and topologically identical.
Lemma 10.2.1. We have W2(RN) = H¥(RY) and their norms are equivalent.

Proof. Thanks to the Plancherel identity, Corollary that for each a € NV with |a| < k, then
0%u € L*(RY) if and only if (2in¢)*a € L2(RY). On the other hand, by simple algebraic manipulation,
it can be easily seen that for fixed k& € NV, there exists a constant Cy > 0 such that

(L+IER2 < Y (2im6)™ < Op(1+[¢1)Y? (10.1)

la|<k

1

Ck
for any ¢ € RN, Hence 9%u € L*(RY) if and only if (1+|¢|?)*/24 € L*(RV), so that W*2(RY) = H*(RN)
algebraically. The equivalence of the norms (and thus the topological equality) follows from (10.1). O

The Sobolev spaces H*(R™) play an intermediate role between the Lebesgue space L#(RY) (where
function are missing of regularity) and the Schwartz space S(RY) (which is not normed, and thus not a
Hilbert space). Indeed, we have both following important results.

Theorem 10.2.1. For each k € N, H*(RY) is a Hilbert space.

Proof. Tt is enough to show that H*(RY) is complete. Let (u,)n>1 C H¥(RY) be a Cauchy sequence in
HF(RN). By definition, it follows that & — (1 4 |£]?)*/24,(€) is a Cauchy sequence in L?(RY). Since

the latter is complete, there exists vo € L?(RN) such that (1 4 |£]?)*/24,, — vs in L2(RY). As the
function & — (1 + [£]?)7%/2 is tempered then by Definition [10.1.5) (1 + |¢]?)7%/?v,, € S’'(RN) and by
the bijectivity of the Fourier transform in S'(RY) (see Theorem [10.1.1)), there exists u, € S’'(RY) such

that @l = (1 + |€]?) 7%/ 0. Hence (1 + [€]?)*/210 = voo € L?(RY) so that us, € HF(RY). Moreover,
(1 + |€12)*/ 2, — (1 +1€]2)*/ 200 in L2(RY), and thus, by definition u, — s in H*(RY). O

10.2.2 A few properties

Theorem 10.2.2. If k > m + N/2, then H*(RY) C C*(RY) algebraically and topologically. We write
HERN) < C(RY).

Let us recall that Cj*(RY) := {u € C™(RY) : 9%u € Co(RY) for each |a| < m}.

Proof. From the Riemann-Lebesgue Theorem (Theorem|9.1.1)), we know that the Fourier transform maps
continuously L!(RY) into Co(RY). Hence, according the Fourier inversion formula, Theorem it

suffices to check that for each o € NV with |a| < m, we have dou € LY(RY) when u € H*(RY). Indeed,
if it is the case, then 9%u = §_,0%u € Co(RY).
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Let u € H*(RY), we have

(2im€)°

et €172 a(e)] - (10.2)

|02u(§)] = [ (2im§)*u(&)| =
Since k > m + N/2 and |a| < m, letting € := k —m — N/2 > 0, we have

’ (2im&)*

Ty | S CAF e /HelE <o jefy e e L2@®Y),

for some constant C' > 0 depending only on N, k and m. On the other hand, since (1+[¢|?)*/24 € L*(RV)
we deduce from (10.2)) and the Cauchy-Schwarz inequality that d>u € L'(R™). O

In particular, in 1-space dimension (N = 1), then H!(R) — Cy(R).

For later applications, it will be convenient to restrict ourself to an open subset Q@ C RY. We will
not define H*(Q) but only H¥(€2), which roughly speaking, stands for those H*(R™) functions vanishing
outside 2 (this simplied way of saying hides problems of extending smoothly Sobolev functions on the
boundary of Q). Let us see the rigorous definition of ” functional analysis” nature.

Definition 10.2.2. The space HY(Q) is the closure of C°(Q) is H*(RY).

It follows from the definition of H}(Q) that it is a closed subset of H*(R™) endowed with the norm
I - | g»- It is consequently complete as well.

Proposition 10.2.1 (Locality). If u € HY (), then for each o € NV such that |a| < k,
[0%ullL2@yy = [|0%ul L2(0)-

Proof. The property is obviously true for functions in C°(Q). If u € HE(Q) and (up)n>1 C CX(Q)
converging to v in H*¥(RY). Then 0%u,, — 0%u in L?(R") and consequently,

0%l 2@v\0) — 0% unllL2@ava)| < 10% (u — un) | L2@y\0) < 10 (w = un) | L2@y),
which goes to 0 when n goes to infinity. O

Theorem 10.2.3 (Compactness). Let Q C RY be a bounded open set. Then the injection of H(Q)
in L?(Q) is compact.

Proof. Let u € H{(Q) be such that |lul|gigy) < 1, and h € RY. Thanks to the Plancherel identity,
Corollary one has

| Thu — u||L2(RN) = ||Th/\u - ﬁHLZ(RN)
= |le™™ "0 — d oy

= [l(e7™" = 1)if| 2y
It is easy to check that there exists a constant C' > 0 such that
|e~2imEh _ 1| = |e2imEh _ o=2m0h) < Op]ig].
Hence,

C|R[[I€]a]| 2 @n
C|RII[(1 + [€2) 24 2w
C|n|||ull g1 gy < CIA.

I Thu — ul| L2 @)

NN

As a consequence, according to the Riesz-Fréchet-Kolmogorov Theorem (Theorem [4.5.1), we deduce that
{u e Hg() : ||ul g vy < 1} is compact in L?(Q). O
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Corollary 10.2.1 (Poincaré inequality). If Q2 C R is a bounded open set, then there exists a constant
C > 0 such that
llull 2 () < ClIVullz2()

for every u € H}(Q).

Proof. If the conclusion was not true, for any n > 1, there would exists v, € H{(£2) such that ||v, | r20) >
n||Vun| r2(). Define wu, := v, /[|vnllr2(q), then |lun||z2) = 1 and ||Vu,|r2@) — 0 as n — oco. In
particular the sequence (uy,),>1 would be bounded in Hg (), and thanks to the compact imbedding
of H}(Q) into L*(Q2) (Theorem , there would exist a subsequence of (u,)n>1 (still denoted by
(un)n>1) and uw € H(Q) such that u,, — u in L*(Q), and in particular by Proposition

ol vy = lll gy = Tim 2oy = 1.

On the other hand, since Vu,, — 0 in L?(2) then Vu = 0 a.e. in 2, and thus also a.e. in RY by the
localization property (Proposition [10.2.1]). This would imply that u is constant in R which is absurd
since [lul|2@yy =1 < oo. O

It follows from the Poincaré inequality that the norm on H}(Q) is equivalent to
[ull g @) = Vullz2 (o),
and that H{ () endowed with the scalar product

(u, V) () o= Vu-Vvdr
Q

is a Hilbert space.

10.2.3 Dirichlet problem
We conclude this chapter by an application concerning the existence of solutions of the Dirichlet problem.

Theorem 10.2.4. Let Q C RY be a bounded open set, and f € L*(Q). Then, there exists a unique
u € HY(Q) such that
—Au=f

in the sense of distributions in Q, i.e., for any x € C (),

<_Aqu> = <f7 X>
Proof. The map
L:H}Q) — C,

u /Qu(x)f(x)da:

is a continuous linear map. Indeed by the Cauchy-Schwarz and Poincaré inequalities,

L(u) < [lull2@ [ fllz2 @) < ClIVull2@ I fllz2@) < Cllfllz2@llull gy 0)-

Hence by the Riesz representation Theorem in Hilbert spaces (Theorem , there exists a unique
u € H}(Q) such that

L(v) = (u,v) g1 (o)

/Vu'Vvdsc:/fvdx.
Q Q

In particular, since C2°(2) C L?(€2), the previous relation holds for any v € C°(£) as well. Next,
thanks to the definition of the derivation in the sense of distributions, Definition [10.1.5} and the fact
that C2°(Q) € S(RY), we deduce that

for all v € H}(Q2), or in other words,

(=Au, x) = (Vu, V)
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for any y € C2°(Q). Moreover, since Vu € L*(RY)
(Vu,Vx) = / Vu - Vydz,
Q

where we used the locality property, Proposition [10.2.1] Gathering everything, we infer that

<—A’LL, X> = <f7 X>

for any x € C°(€2). The uniqueness of the solution follows from that of the Riesz representation Theorem
41 O
We say that u € H}(Q) is a weak solution (or solution in the sense of distributions) of the equation

—Au = fin Q.

The next step, which is out the scope of this course, consists in studying the regularity of weak solutions,
and to ask wether weak solutions are actually classical solutions.
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