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Abstract

The purpose of this paper is to construct and compare two natural
definitions of the equivariant holomorphic torsion. The comparison
formula is shown to be compatible with the embedding formulas ob-
tained by the first author for analytic torsion forms and equivariant
analytic torsion.
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Introduction

The purpose of this paper is to establish a formula relating two natural
versions of equivariant Quillen metrics. These Quillen metrics are global
spectral invariants, and the formula relating them is a local formula.

The equivariant Quillen metrics refine two versions of the Lefschetz
formulas, the Lefschetz fixed point formulas of [AB1], and the Kirillov like
formulas of [BV]. Namely, let (X,w™) be a compact Kihler manifold,
let (E,h*) be a holomorphic Hermitian vector bundle on X. Let G be a
compact Lie group acting holomorphically on X, F/, and assume the action
preserves wX hf. Then G acts of H'(X, E). Let L(g) = Tr,® (XF)[g] be
the virtual character of the action of G on H'(X, E). Then the Lefschetz
formulas of Atiyah-Bott [AB1] assert that if g € G, if X, is the fixed point
set of g, then

L(g) = /X Td, (T X)chy (E) (0.1)

In (0.1), Tdy(TX) and chy(FE) are equivariant versions of the Todd genus
of T X and of the Chern character of E. These are cohomology classes on
Xy, which depend explicitly on the angles of the action of g on the normal
bundle Ny ,x and on Elx,.

There is another cohomological expression for the Lefschetz trace. In
fact let g be the Lie algebra of G. Then if K € g, for |K| small enough, we
have a Kirillov like formula

L(eK) = /X Tdg (TX )chg (E). 0.2)

In (0.2), Tdg (T X) and chgi (E) are the Todd genus of T'X, and the Chern
character of E in equivariant cohomology. More generally, if ¢ € G, if
Z(g) € G is the centralizer of g, and if 3(g) is its Lie algebra, when
K € 3(g), for |K| small enough, a similar formula expresses L(ge’) as
the integral over X of a characteristic class in equivariant cohomology. As
explained by Atiyah-Bott [AB2] and Berline-Vergne in [BV], the equality
of the right-hand sides of (0.1) and (0.2) can be proved directly by using a
localization formula, whose proof in differential form version was given by
Duistermaat-Heckman [DuH] and Berline-Vergne [BV]. In [Bi3], formula
(0.2) was proved by a heat equation method.

Let Ag(E) be the inverse of the equivariant determinant of H (X, F),
introduced in [Bil2]. If G is trivial, then A\g(E) is just the inverse of
the determinant of the cohomology. More generally, Ag(F) is the di-
rect sum of the inverses of the determinants of the irreducible represen-
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tations of G which appear in H (X, E). In [Bil2], a Quillen metric was
constructed on Ag(E). In fact let ||y, g be the Ly metric on Ag(E)
one obtains by identifying H (X, E) with the corresponding harmonic el-
ements in the Dolbeault complex (€'(X, E),EX). It DX =3 + 5X*, if
0w, hF)(g)(s) = —Trs[Ng(D¥?)7%], s € C, Re(s) > 0, this function
extends to a meromorphic function of s, which is holomorphic at s = 0.
Then %H(wx ,hF)(9)(0) is the equivariant Ray-Singer torsion. In [Bil2],
the equivariant Quillen metric || ||y, (g) is defined by the formula

log (|| 3, (9) = log (| R (1)) (9) — 550(w™ h")(9)(0). (0.3)
For a precise interpretation of (0.3), we refer to section 1.4. When G is
trivial, %Q(wx ,hF)(0) is just the standard Ray-Singer analytic torsion
introduced in [RS], and || ||z, () is the Quillen metric [Q2], [BiGS1] on the
inverse of the determinant of the cohomology.

Standard Quillen metrics have remarkable properties, which were estab-
lished by Bismut—Gillet-Soulé [BiGS1] and Bismut-Lebeau [BiL]. Namely
their variation in terms of (w*, h¥) can be evaluated in terms of Bott—Chern
classes [BoC], [BiGS1]. There is a curvature theorem for Quillen metrics
[BiGS1], which refines the theorem of Riemann-Roch-Grothendieck at the
level of differential forms. Also their behaviour under complex immersions
has been studied in [BiL]. Namely, let i : Y — X be an embedding of com-
plex manifolds. Let F' be a holomorphic vector bundle on Y, and let (E,v)
be a holomorphic complex of vector bundles on X which is a resolution
of i, F'. Let A(E),A\(F) be the determinants of the cohomology of E, F.
Then by [KnM], there is a canonical isomorphism A(E) ~ A\(F). In [BiL], a
local formula has been given for the ratio of corresponding Quillen metrics
in terms of the Bott—Chern currents of [BiGS2,3] and of the Gillet—Soulé
additive genus [GilS3| associated to the formal power series R(z) given in
terms of the Riemann zeta function ((s) by the formula

= 3 (i olem) o (0.4

n>1 7=1
nodd

Using the main result of [BiL], Gillet and Soulé [GilS4] proved a Riemann—
Roch formula in Arakelov geometry for the first Chern class. They had
conjectured such a formula in [GilS3]. In this formula, the genus R appears
as a correction to natural arithmetic characteristic classes. In [Bil3], the
main result of [BiL] was extended to the analytic torsion forms of [BiK], and
Gillet—Soulé [GilS5] extended their conjectural Riemann—Roch formula to
arbitrary Chern classes. In [F], Faltings suggested an alternative strategy
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to the proof of this Riemann—Roch formula for arbitrary Chern classes.
Also Roessler [Ro| has given a K-theoretic version of this result.

In [Bil1,12], the results of [BiGS1], [BiL] were extended to equivari-
ant Quillen metrics. In particular the immersion result of [BiL] was ex-
tended to the equivariant setting. The natural extension of the R genus of
[GilS3] to the equivariant setting has been constructed in [Bill]. In fact
let L(y,s) = 3.t €™ /n® be the Lerch series, let ((y, s),n(y, s) be its real
and imaginary parts. Set

n

R(0, ) = E:i{E:Enwfqo+zggw,ﬂ@};i

n>0 j=1
neven

> dc-m+ 250w b 09

n!
j=1

+ 3

n>0
nodd

Observe that R(x) = R(0,z). A Riemann-Roch formula in equivariant
Arakelov geometry has been conjectured in [Bill, Section 7e)], in which the
genus R(,z) would appear as a correction to not yet constructed arith-
metic characteristic classes. In [Bil2], the behaviour of equivariant Quillen
metrics under immersions was studied. As anticipated in [Bill], the genus
R(6, x) appears in the comparison formula.

In [K6R1], Kohler and Roessler have established the Riemann-Roch
formula conjectured in [Bill], under the natural assumption that X is an
arithmetic variety, equipped with a projective action of Spec (Z[t]/(1 — t™)).
Various applications of this formula have been given by Kéhler and Roessler
[K6R2] and Kaiser—Kohler [KK].

A by-product of the above considerations is that the equivariant Ray—
Singer analytic torsion and the associated Quillen metrics provide a re-
finement on the Lefschetz fixed point formulas of [AB1] at the level of
differential forms.

Now let p : P %, S be a Gc principal bundle. By [GuS], G¢ acts
holomorphically on X and the action lifts to E. Put

V=Pxg, X. (0.6)

Let ¢ : @ S S be a G-reduction of P to a G-principal bundle. This
reduction induces a connection on P, and therefore a connection on the
fibration 7 : V 25 S. Assume that G acts on (X,wX) with a moment
map p. One shows easily that the the Kirillov like formulas give a form of
the theorem of Riemann—Roch—Grothendieck for the map «. It is also easy
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to see that 7 : V 2 S is a Kéhler fibration in the sense of [BiGS1]. Namely
the form w™ is the restriction to the fibres X of a closed (1,1) form on V.

To the above data, one can then associate the analytic torsion forms
T(w™, h®) of Bismut-Kohler [BiK]. These are real forms on S, which are
sums of forms of type (p,p) one can attach naturally to any Kéahler fibra-
tion. Over S, they solve a 00 equation, which is a transgression in any
degree of the Riemann—Roch—Grothendieck formula at the level of differen-
tial forms. The component of degree 0 in T'(w™, h¥) is just the Ray-Singer
analytic torsion of the fibres X. It turns out that in the above situation,
the forms T'(w™, h¥) are closed. More precisely, let g be the Lie algebra

of GG, let © be the curvature of the given connection on ¢ : @ S S. Then
we show in section 2.6 that there is an ad-invariant formal power series
O(w™X, hE)(K)(s), K € g,Re(s) > 0 such that

(W™, hE) = Lo(w¥, hP) (=) (0). (0.7)

2w

In section 2, we prove that %g(wx ,hE) (K) (0) makes sense as an an-
alytic function defined on a neighbourhood of 0 in g. The proof involves
nontrivial estimates, established in section 7. More generally, given g € G
we construct %H(WX, h¥) (g, K) (0), with K lying in a neighbourhood of 0
in 3(g). Using this function, in section 2, we define an equivariant Quillen
metric in infinitesimal form, and we prove corresponding anomaly formulas
and comparison formulas under embeddings.

The infinitesimal equivariant Ray—Singer torsion and the corresponding
Quillen metrics provide a refinement on the Kirillov like formulas at the
level of differential forms.

As explained before, the purpose of this paper is to compare the equiv-
ariant Quillen metric and the equivariant Quillen metric in infinitesimal
form.

In [Bi9], Bismut constructed equivariant Bott—Chern currents which
refine the formulas of Duistermaat-Heckman [DuH] and Berline-Vergne
[BV]. Given K € g with |K| small enough, if Xx is the zero set of the
associated vector field K~ a current Sk (X,w”™) on X is constructed such
that

8;, iK Sk(X,w¥)=1- O - . (0.8)
Cmax,K(NXK/X, h XK/X)

In (0.8), dk,0k are equivariant refinements of the 0,0 operators, and

Cmax, K (N Xie /X5 hNxk/x ) is an equivariant Euler form of the normal bundle

Ny, /x- Also anomaly formulas were established in [Bi9] in terms of equiv-
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ariant Bott-Chern classes, and the behaviour of Sx (X, w™) under complex
immersions was studied. More precisely, if 8 € R*, z € C, put

Re) = —— +1 2 (o) —log@®) ~1og (14 2)) . (09)
In the main formula in [Bi9], the additive genus associated to RY(z) appears
as a defect in an embedding formula.

To state our main result, we still need to introduce one piece of data,
namely the function I(,¢’,x) given by

0.00= Y 8 0+ grrg)
= i(2km+0+0")+x
2km+0#£0
We identify 1(60,6’,.) with the corresponding additive genus, as explained
below.

Now take g € G, Ko € 3(g). For z € R*, put K = zKy. Set X,k =
Xy N Xk. Let VTX be the holomorphic Hermitian connection on T'X.
Then g and VIXKX act on N Xx/ x| X, s locally constant commuting
operators, and VIX KX is invertible. Let ¢, 0 < 6 < 27, i¢',6' € R*, be
the corresponding distinct eigenvalues of g, VX KX, Then N Xi/X| X, x
splits as a direct sum of eigenbundles indexed by 6,60". Let I, (Nx, /x)
be the characteristic class on X, g which is the sum, indexed by (6,6’), of
the corresponding additive genera.

Recall that K = zKy. The main result of this paper is as follows.

(0.10)

Theorem 0.1. For z € R*, if |z| is small enough, the following identity
holds

- K 2
log (M) — / Td, i (TX, hTX)chy x (B, W) Sk (X,,w¥)

I Iag () (ge’) ,

—/ ngeK(TX)Ig,K(NXK/X)ChgeK(E)- (0.11)
Xg, K

We will now put the main result in perspective from the point of view
of Quillen metrics and Arakelov geometry. We will also give its relation
to results of Goette [Go|] on equivariant n-invariants, and finally, we will
explain the main techniques used in the paper.

1 Compatibility of Theorem 0.1 to known results on Quillen
metrics. In [Bi8], it was shown that, formally, the Ray—Singer torsion
can be thought of as the integral over the loop space LX of a current
Sk (LX,wlX). This is an elaboration on ideas of Witten and Atiyah [A],
who showed that by viewing a manifold X as the submanifold of the loop
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space LX where the canonical vector field defining the obvious action of
S' on LX vanishes, at least formally, the Atiyah-Singer index theorem
could be obtained from the McKean—Singer formula [MS] by a localization
formula in equivariant cohomology.

In [Bil0], it was shown that at least formally, the embedding formula
for Quillen metrics [BiL)] is an infinite dimensional version of the embedding
formula for the currents Sy (X, w™) established in [Bi9], this assertion being
also valid for the intermediate steps of the proof. The analogy remains valid
for the immersion result of [Bil2]. In particular, in [Bill], extending results
in [Bi10], the following formula was given for R(6, x),

R(,z)= Y R7™(z). (0.12)

keZ
2mk+0#£0

The fact that the genus R(0, z) is a special case of the genus which appears
in [Bi9] is an indication which makes the similarity between the results of
[Bi9] and [BiL], [Bil12] plausible.
In connection with the above facts, we show in section 4 that if § ¢ 27Z,
1(0,0',2) = R0,z + i) — R(O+ 0, z), (0.13)
and also that
1(0,0',x) = R(z +i0') — R(¢', ) + R” (). (0.14)
Equations (0.13), (0.14) allow us to show in section 5 that Theorem 0.1 is
compatible with the embedding formulas of [BiL], [Bil12,9].
Also since the embedding formulas of [BiL], [Bil2] are one of the blocks
leading to the proof of a Riemann—Roch—Grothendieck formula in Arakelov
geometry in [GilS4,5] and in [K6R1], in section 5, we are led to speculate on

an evaluation of the current Sy (X, wX) in terms of arithmetic characteristic
classes.

2 Equivariant eta invariants and equivariant analytic torsion.
In [Go], Goette arrived at a similar class of problems on equivariant eta
invariants from a different point of view. In [D], extending earlier work
by Atiyah-Patodi-Singer [APS] on the index theorem for manifolds with
boundary, Donnelly proved a Lefschetz formula for manifolds with bound-
ary. The contribution of the boundary is expressed as the equivariant
n-invariant of the boundary. On the other hand, in [BiC], Bismut and
Cheeger proved a families index theorem for even dimensional manifolds
with boundary. The contribution of the boundary is an even form 77, whose
component in degree 0 is just the eta invariant of the boundary.
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Assume now that the family of manifolds with boundary comes from a
G-fibration. Along the lines given above, one then obtains two formulas for
L(ef), the first formula being the one given in [D], and involving the equiv-
ariant eta invariant of the boundary, the second one coming from [BiC], and
involving an infinitesimal version of the eta invariant. These two formulas
being equal tautologically, one then obtains a formula only involving the
boundary, relating the equivariant eta invariant to its infinitesimal form in
terms of a Chern-Simons current on the boundary.

In [Go], this relation was extended to manifolds which are not equivari-
antly cobordant, but only as an identity of formal power series in K, when
the corresponding vector field is nowhere vanishing.

Our work can be considered as an extension of [Go] in the sense that
the group G always has fixed points, since it acts on X with a moment
map, and also because we deal with a more complicated sort of invariant,
the analytic torsion. In principle our techniques should lead to a general
proof of the result established in [Go]. No exotic class like (0, ¢’, z) should
appear in the final formula.

Our results do in fact bear some direct relation to corresponding results
on eta invariants via the holonomy theorem of Bismut-Freed [BiF].

3 The analytic techniques used in the proof. Now we explain
briefly some of the analytic difficulties in our proof of Theorem 0.1. The
general outline of the proof is similar to the proof of corresponding results
in [BiL], [Bil12,13]. Namely, in section 6, we produce a closed 1-form -,
on R} x R%, whose integral on a lower triangular contour gives 0. By
pushing the boundary of the contour to +oo in the v-direction and to 0 in
the t-direction, we obtain our formula.

Some analytic techniques are inspired by [BiL], [Bil2]. Namely we
combine the Getzler rescaling in local index theory [G], [BGV] with Lax—
Milgram and commutator techniques to obtain the required estimates. As
in [BiL], [Bi12], finite propagation speed of solutions of hyperbolic equations
[CP], [T] plays an important role, in order to show that the required esti-
mates can be adequately localized, and to obtain Gaussian decay of certain
rescaled kernels in directions normal to submanifolds like X, or X k.

Still there is a new difficulty with respect to the above references. In
fact, observe that the Kirillov like formula given in (0.2) only makes sense
for |K| small enough. Also our main formula (0.11) in Theorem 0.1 is true
only for |z| small enough. More ominously, (0.11) only makes sense for |z|
small enough. This already indicates that the proofs themselves, and more
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precisely the required estimates, will only be valid for |z| small enough.

Now, we will explain where the difficulty appears in the proof. Let
DX = 3" + 7" be the Hodge—Dolbeault operator acting on the Dolbeault
complex Q' (X, E) = C®(A(T**V X) ® E). Recall that A(T*OVX) ® F is
a Tr X-Clifford module. Let ¢(K*X) be the Clifford multiplication operator.
Then DX is a self-adjoint operator, and ¢(K%X) is a skew-adjoint operator.
For T € R, put

KX
D%( = DX + T% . (015)
Then < X
2
DX = <DX’2 - ) +T [DX, (;f/i)} : (0.16)

In (0.16), DX:2 —TQQ is a second order self-adjoint elliptic operator with
a lower bound which tends to —oo as |T| — +oo, and T[DX, c(KX)/2v/2]
is a first order skew-adjoint operator. These two facts work against us in
the course of the proof.

To make the difficulty more concrete, consider the following toy model,
which appears in a limit situation, after adequate rescaling of the co-
ordinates. Let A be a skew-adjoint matrix acting on C ~ R?, with
eigenvalue 6, with § € R*. Let Z be the generic element of R?. Let
e1, ez be an orthonormal basis of R?. For z € R, y € R’ , consider the
differential operator

L=} (Ve +244290) 4 yazgp (0.17)
Then 9

Re(L) = —%A+ <4y;$ >|Azy2, (0.18)

Im(L) = —gvAZ-

By (0.18), we see that if 22 —4y > 0, the operator Re(£), while having a
self-adjoint extension, is not lower bounded. In this case, it is not possible
to define a priori a honest heat kernel for e=£. A natural way to overcome
the difficulty is to replace A by zA, with z € C. When z = i, the operator
L becomes a honest self-adjoint operator, which has a lower bound. Its heat
kernel p(Z, Z') with respect to dZ’/(2m) depends analytically on z € C on
a neighbourhood of 0. For z € C and |z| small enough, it is then possible
to define p1(Z,Z’) as an analytic function of A, for |A| small enough. In

particular,
V2 —4yf/2 (0.19)
sin (y/2? — 4y0/2) 7 .

n (07 0) =
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which is well defined for 8 small enough.

In our geometric context, the analogue of the condition 2 — 4y > 0 is
always verified. However we are not allowed to change A into iA as we did
before, this transformation destroying the geometry of the situation. In our
paper, we use another method, which we briefly describe on the toy model
we just considered. The idea is to express the function exp(—a?) as an
infinite sum of functions whose Fourier transform have compact support.
Using finite propagation speed for solutions of hyperbolic equations [CP],
[T], we write the heat kernel p;(Z,Z’) as an infinite sum of kernels which
only see the operator £ on a bounded domain, on which £ has a lower
bound. The question is then to prove that the above infinite sum converges.
This last fact can be proved by abstract functional analytic methods, for
|0] small enough. The point is that the above method can still be used in
our geometric context. This is why we often express our kernels as infinite
sums of kernels evaluated on truncated operators.

In [Go], where equivariant n-invariants were considered, the above dif-
ficulties were overcome using an involved power series argument partly
inspired from [BGV].

Our paper is organized as follows. In section 1, we recall the con-
struction in [Bil2] of the equivariant holomorphic torsion and of the corre-
sponding Quillen metrics, and we state its main properties. In section 2,
we construct the equivariant infinitesimal analytic torsion forms, and we
describe the properties of the corresponding Quillen metrics. The proof
of the estimates which are needed in the construction is deferred to sec-
tion 7. In section 3, we recall the construction in [Bi9] of the equivariant
Bott—Chern currents Sg (X, w™).

In section 4, we introduce the genus I(6,6’,z), which we will obtain
through evaluations of characteristic classes involving harmonic oscillators.
In the proof of our main formula, the genus (6,6, x) will appear precisely
via these characteristic classes. This section is closely related to earlier
work in [Bi7,11], where the genera R(x) and R(f,z) were also obtained as
characteristic classes involving harmonic oscillators.

In section 5, we verify the compatibility of Theorem 0.1 to the immersion
formulas for Quillen metrics, and also to the immersion formula of [Bi9] for
Bott-Chern currents. We also speculate on an expression of Sk (X,w™) in
terms of arithmetic classes, in connection of the Riemann—Roch formula of
Kohler and Roessler [K6R1].

In section 6, we prove Theorem 0.1. The proof relies on two intermediate
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results, the proofs of which are deferred to sections 8-9.

In section 7, we prove the estimates which are needed to show the
existence of the infinitesimal equivariant torsion. The proof is given in
much detail, since most arguments will be used in a more complicated
context in sections 8 and 9.

Sections 8 and 9 are devoted to the proof of the intermediate results
mentioned above. We have tried to give as many details as necessary, still
referring when necessary to [BiL], [Bil2] to avoid tedious repetitions.

We assume the reader to be somewhat familiar with the superconnection
formalism of Quillen [Q1]. In particular, if A is a Zg-graded algebra, if
A, B € A, then [A, B] denotes the supercommutator of A and B. Also Trg
is our notation for the supertrace.

The results contained in this paper have been announced in [BiG].

Acknowledgment. The authors are indebted to P. Gérard, K. Kohler
and D. Roessler for useful conversations.

1 The Equivariant Holomorphic Analytic Torsion

In this section, we recall the main results in [Bil2,13] on the equivariant
Quillen metrics. In particular, we introduce the R(x) genus of Gillet—Soulé
[GilS3,4] and its equivariant extension R(#, z) introduced in [Bill].

This section is organized as follows. In section 1.1, we briefly recall
various properties of Clifford algebras. In section 1.2, we introduce the
equivariant Quillen metrics. In section 1.3, we give the asymptotics of cer-
tain supertraces. In section 1.4, we state the anomaly formulas for equiv-
ariant Quillen metrics. Finally in section 1.6, we state the main result of
[Bil2], which describes the behaviour of the equivariant Quillen metrics
under complex immersions.

1.1 Complex vector spaces and Clifford algebras. Let V be a
finite dimensional complex Hermitian vector space of dimension ¢, let Vg be
the underlying real vector space. We denote by ( ) the Hermitian product
on V or the associated scalar product on Vr. Let J € End(VRr) be the
corresponding complex structure. Then J is antisymmetric, and J? = —1.
Let ¢(Vr) be the Clifford algebra of VR, i.e. the algebra spanned over R
by 1, X € Vg and the relations for X, Y € VR,

XY +YX =-2(X,Y). (1.1)



1300 J.-M. BISMUT AND S. GOETTE GAFA

Then A(V*O1) is a ¢(Vg)-Clifford module. Namely if X € V, let X € V
be the conjugate of X, and let X* € V" correspond to X by the Hermitian
product (). If X € V, set

oX)=V2X*N, oX) = V2. (1.2)
Then the operators in (1.2) act on A(V*1). We extend (1.2) to a linear
map from Vg ® C into End(A(V*®1)). This map extends to a map from
¢(VR) ® C into End(A(V*OD)) ie. A(V*OD) is now a ¢(Vgr) module.

If A € End(V), then A acts naturally as a derivation on A(V*OD),
More precisely, let eq,...,es be an orthonormal basis of Vg. Then

Alpv=om) = 3(Aei,eg)c(es)c(es) + 3Tr[A]. (1.3)
1.2 Equivariant Quillen metrics. Here we follow [Bil2]. Let X be a
complex manifold of dimension ¢. Let E be a holomorphic vector bundle
on X.

Let G be a compact Lie group, and let g be its Lie algebra. We assume
that G acts on the left on X by holomorphic diffeomorphisms, and that
this action lifts holomorphically to E. Then G acts on H (X, E).

Let (£2(X, E),EX) be the Dolbeault complex of smooth sections of
AT*OVX)® E on X. Then

H((X,E),0") ~ H(X,E). (1.4)
Clearly G acts on (' (X, E),EX) by the formula
(95)(x) = gus(g™ '), (1.5)

and (1.4) is an identity of G-spaces.

Let 7%, h¥ be smooth G-invariant Hermitian metrics on TX, E. Let
dvx be the corresponding volume form on X. Let (, >A(T*(0’1)X)®E be the
corresponding Hermitian product on A(T*OVX) @ E. If 5,5’ € Q(X, E),
put

(s,8') = / (8,8 A (w0 dv—X (1.6)
’ X ’ (T*ODX)QE (27.(.)d1mX
Then (1.6) is a G-invariant Hermitian product on (X, E).
Let 8" be the formal adjoint of 7" with respect to (1.6). Put

DX ="+, (1.7)
Then D is a first order elliptic operator. By Hodge theory,
ker DX ~ H'(X,E). (1.8)

Also DX commutes with G, so that G acts on ker DX. Then (1.8) is an
identification of G-spaces. Also ker DX inherits a G invariant Hermitian
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product from the Hermitian product (1.6) on Q' (X, E). Let hf (X:E) he
the corresponding Hermitian metric on H (X, E).

Let G be the set of equivalence classes of irreducible representations
of G. If W € @, let xw be the character of G associated to W. Then we
have the isotypical decomposition

H(X,E) = @&y gHomag (W, H (X, E)) @ W, (1.9)
which is orthogonal with respect to hff (5B It W e CAJ, put
Aw (E) = (det(Homg (W, H'(X, E)) @ W)) .

Then A\ (E) is a complex line. Set
AG(E) = Oyegrw (E). (1.11)

Let | |, (z) be the metric induced by R (XE) on Ay (E).

DEFINITION 1.1. Set

log (| ’)\G Z log (| |>\W
we@

The symbol | |?\G () Will be called an equivariant Ly metric on Ac(E).

Let ker(DX)+ be the orthogonal vector space to ker(DX) in (X, E).
Then D¥? acts as an invertible operator on ker(D¥)L. Let (DX?)~! de-
note the inverse of DX:? acting on ker(D¥)*L.

Take g € G. Let X, be the fixed point set of g in X. Then X, is a
complex totally geodesic submanifold of X.

Let N be the number operator of Q' (X, E), i.e. N acts by multiplication
by k on QF(X, E). By standard heat equation methods [Gi], [BGV], we
know that as ¢ — 0, for any k € N,

Trs[Ngexp(—tD¥?)] = Ht+.aotait+... apt® 4+ o(th) . (1.13)
DEFINITION 1.2. For g € G, s € C, Re(s) > ¢, put

H(wX,hE)(g)(s) = —Trg [Ng(DXQ)_S} . (1.14)

By (1.13), 8(w”X, h¥)(g)(s) extends to a meromorphic function of s € C,

which is holomorphic at s = 0. In particular, geG — %H(wX, h¥)(g)(0)eC

is a central function. When g = 1, it was introduced by Ray and Singer
[RS]. This function is called the Ray—Singer equivariant analytic torsion.

(1.10)

(1.12)

DEeFinITION 1.3. For g € G, put

log (Il 34(z))(9) = log (| Ki(p))(9) — &0 hF)(g)(0).  (1.15)
The symbol || [z, will be called an equivariant Quillen metric
on Ag(E).
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1.3 The asymptotics of certain supertraces. Let J7X be the com-
plex structure of TR X. Let w*X be the Kihler form associated to the metric
hTX | so that if U,V € Tr X,

XU, v) = (U, IV . (1.16)
In this subsection, we assume that the metric ATX is Kéhler, i.e. the form
wX is closed. In the sequel TX will denoted the complex tangent bundle
to X, and TR X the corresponding real tangent bundle. A similar notation
will be used for other complex vector bundles.

Let VIX_ V¥ be the holomorphic Hermitian connections on (7'X, hTX),
(E,hF), and let RTX, RF be their curvatures. Let VAT OVX)RE 10 the
corresponding connection on A(T*OY X)® E. By [H], since h™¥ is a Kéhler
metric, v/2DX is a Dirac operator. In fact recall that by section 1.1,
AMT*OVX) ® E is a ¢(TrX)-Clifford module. Let ey,...,ez be an or-
thonormal basis of TR X. Then DX is given by the formula

Z (e:) VAT*“’”X) . (1.17)

Take g € G. Then
TX,={UecTX|x,, gU=U}. (1.18)
Let Nx, /x be the normal bundle to X, in X. Then g acts on Ny /x.

Let 1, ... €% (0 < 6; < 2m) be the locally constant distinct eigenvalues
of g acting on Nx ,x, and let N)Q( X0 ,Nfélg/x be the corresponding
eigenbundles. Then Ny ,y splits holomorphically as
9 .
Nx,/x :@1§JSQNXJQ/X' (1.19)
Also we have the holomorphic splitting
TX =TXy,® Nx,/x - (1.20)

01
Moreover the splittings (1.19) and (1.20) are orthogonal. Let h’ X, WX/,
be the Hermitian metrics induced by A7 on TX,, N o1 . Then VTX|x .

Xg/X
. . . . N
induces the holomorphic Hermitian connections V7Xs, V"'Xe/X  on
0 0
N2 N2 :
(TX,4, hTX9), (N)H(1 /X,h Xg/X).... Let RT™ 9 R 'Xe/X . be their curva-

tures.

DEFINITION 1.4. Let PX be the vector space of smooth forms on X,
which are sums of forms of type (p,p). Let PX? be the subspace of the
w € PX such that there exist smooth forms «, 3 on X with w = da + 95.
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If Ais a (g,q) matrix, put

Td(A) = det < > , ¢h(A) = Trlexp(4)], cmax(A) = det(A).

(1.21)

The genera associated to Td, ch and cp.x are called the Todd genus, the
Chern character and the maximal Chern class.

l1—e=4A

DEFINITION 1.5. Set
]

q N
Tdy (T, A7) = T (=522 TT (524) (2552 + ;).

j=1
Td, (TX, %) = 2 [Td (—g;fg " b)

I () (5 v )l )
(Td; " (TX,h7%) = & [Ta~" (=52 +0) (1.22)

0.
1 NJ
(@) <7_R2;g/x + i + b) ‘b_o} ,

chy(E, hP) = Tr [g exp (_R;LX" )] .

The forms in (1.22) are closed forms on X, and lie in P%s, and their
cohomology class does not depend on the G-invariant metrics A7~ , h¥. We
denote by Tdy(TX), Tdy(TX),...,chy(E) these cohomology classes, two
of which appear in the Lefschetz formulas of Atiyah-Bott [AB1]. In fact, if
g € G, put

.
=

<
Il
_

L(g) = T )[g]. (1.23)
Then the Lefschetz formulas of [AB1] assert that
L(g) :/ Tdy(TX)chy(E). (1.24)
Xg

Now we state a result from [Bil2, Theorem 8.3].
Theorem 1.6. There exist D_1(g), Do(g) ... such that ast — 0,
Tr [N exp(—tD¥?)] = 2Z=19) | Dy(g) + ...+ Dy(g)t* + O(t*) .  (1.25)

In particular,

D_y(g) = /X <X T, (T X )chy(E)
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Dolg) = / Td,(TX) <dim(X) _ <E) (TX))chg(E) . (1.26)
Xy Td g
Moreover there is ¢ > 0 such that as t — 400,
Trs[Ng exp(—tDY?)] = Tr, T KB Ngl + O(e™) . (1.27)
ProPOsITION 1.7. The following identity holds,

1
20X 1) (0)0) = - [ (T [Ngexp(-0%2) -2 _pyg)) &
- / h (Trs[Ng exp(—tD*?)] — Tr, T PN 9])%
1
+D-1(g) +1"(1)(Dolg) — Tr PNg]) . (1.28)

Proof. This follows easily from (1.25), (1.27). O

1.4 Anomaly formulas for equivariant Quillen metrics. Let
(BTX p'E ) be another couple of G-invariant metrics on 7X, E. We denote
by ’ the objects which we just considered which are attached to WTX pE,
By [BiGS1, Part I], there are uniquely defined classes Td, (7X ,hTX n/TX)
and chy(E, h? W'F) in PXs/PXs0 such that
I Td g (TX, K™Y WTX) = Tdy(TX, hTY) — Tdy(TX, h" ),

20 chy (B, hP W) = chy(E, h'F) — chy(E, hP) . (1.29)
Now we recall a result in [Bil2, Theorem 2.5].

Theorem 1.8. Assume that the metrics hT~X and h'TX are Kéahler. Then

’ 2 —~
1og< »am) _ /X Tdy(TX, h™, WX )chy (E, h”)
g

I g e

+ / TA(TX, 'TX)ch, (B, h'F). (1.30)
Xg

1.5 The R genera.
DEFINITION 1.9. For # € R*, z € C, put

1 T
0 _ / _ 2y _ il
R(r) = —— (zr (1) — log(6?) — log (1 + w)) . (13
Let ((y,s),n(y, s) be the real and imaginary parts of the Lerch series,
+oo
B cos(ny)
(y,s) = ; —
(y,s) = io sin(ny) (1.32)
0y, s) = - .

n=1
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Then if y ¢ 27Z, s — ((y, s)(y,s) extends to a holomorphic function of
s € C,ify e 2rZ, s — ((y,s) extends to a meromorphic function on C
with a simple pole at s = 1. Also s — n(y, s) extends to a holomorphic
on C.

DEFINITION 1.10.  For § € R, z € C, |z| < 2r if § € 27Z, |z| <
infrez |0 + 2k if 0 ¢ 277, set

+Y {Z%g(a, —n)—}—Q%(G, —n)}%. (1.33)

By [Bill, Theorems 7.2 and 7.8], the series (1.33) is uniformly conver-
gent on its domain of definition. Now we recall the definition of the series
R(z) by Gillet and Soulé [GilS3]. Let {(s) = >/ nls be the Riemann zeta
function.

DEFINITION 1.11. For z € C, |z| < 27, set

n

=3 <Z ((- +2—C(— )>% (1.34)

n>1 =
nodd
Clearly
R(0,z) = R(z) . (1.35)
DEFINITION 1.12. For z € C, |z| < 27, set
p(z)= > 20 (—n)%;. (1.36)
n>1
n odd

Now we recall results from [Bill, Theorems 7.9, 7.10 and 7.13].
Theorem 1.13. For 0 ¢ R, z € C, |z| < 2w if § € 27Z, |z| <
infrez |0 + 2kn| if 0 Qé 27Z, then R(0,x) is given by

Z R2k7r+9 (137)

2k7r+9750
If0 €] —2m,2n[\{0}, if v € C, |z| < infiez |0 + 2km|, then

) log(1+ 6/2km
keZ*

Also for 6 € R,
R(0,0) = 2i92(0,0),
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21 (1) — log(6?
R(9,0) = p(i6) + 221 — og(t”) (1.39)

In the sequel, we identify R(6,x), R(x) with the corresponding additive
genera.

1.6 Equivariant immersions and Quillen metrics. Let::Y — X
be an embedding of complex manifolds, let Ny,x be the normal bundle to
Y in X. We assume that G also acts holomorphically on Y. Let F' be a
holomorphic vector bundle on Y, let
(E,U):O—)EmTEm_l...—>...7EO—>O. (1.40)

be a G-complex of holomorphic vector bundles on X, which, together with
a holomorphic restriction map r : Ey|ly — F provides a G-equivariant
resolution of i,(Oy (F)), i.e. we have the exact sequence of sheaves

0— Ox(Em) - Ox(Epm-1)...— ... — Ox(Ey) — ixOy(F) — 0.

(1.41)
In particular, the complex (E,v) is acyclic on X \ Y.

Let Ny x be the normal bundle to Y. If y € Y, let H,(E,v) be the
homology of the complex (E,v),. If y € Y, u € Ny/x, let d,v be the
derivative of v in any holomorphic trivialization of E near y. Then using
the local uniqueness of resolutions [S], the following results were proved
in [Bi6].

e The H,(E,v) are the fibres of a holomorphic Z-graded vector bundle
H((E,v)) on Y. The map 0,v acts on Hy(E,v) as a chain map, and
this action does not depend on the trivialization of (E,v) near y, and
only depends on the image z of u in Ny,x. From now on, we will
write d,v instead of 0,v.

e Let 7 be the projection Ny x — Y. Then over Ny, x, we have a
canonical identification of Z-graded chain complexes

(7*H(E,v),8.v) =~ (7" (A(Ny/x) ® E), V—T1i.) . (1.42)

Let H (X, E) be the hypercohomology of E. Then by [Bil2, Section 3],

we have the canonical isomorphism of G-spaces
H(X,E)~H(Y,F). (1.43)

If, given W € CA;, Aw, pw are complex lines, if A = &wAw, u = Sy, capw,
put,

AMl=a,er " Aon=y 0w e puw). (1.44)

Now, we construct the Ag(F;), 1 <i < m, A\g(F) as in section 1.2. Put

A(E) = ®1<im (Aa(E:)) D" (1.45)
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Then in [Bil2, eq. (3.15)], using in particular (1.43), one shows easily that
we have a canonical isomorphism
Ag(E) ~ Ag(F). (1.46)

Let h¥ = EBlgigthi,hF be G-invariant Hermitian metrics on E =
P<i<m i, F'. Let h™NY/x be a G-invariant Hermitian metric on Ny/x. By
finite dimensional Hodge theory , the Z-graded vector bundle H(FE,v) in-
herits a G-invariant metric A Z) from the metric h¥. Also the metrics
h¥ hNv/x induce a Hermitian metric on A(N;/X) ® F.

We will say that the metric h¥ verifies assumption (A) with respect to
the metrics hf", hVY/X if the identification (1.42) is an isometry. By [Bi6,
Proposition 1.6] and [Bil2, Proposition 3.5], given G-invariant Hermitian
metrics A, hNY/X on F, Ny/x, there exist a G-invariant Hermitian metric
hE = EBlgigthi which verifies assumption (A) with respect to hf’, RNv/x

Now let A% ATY be G-invariant Kéhler metrics on TX,TY. We iden-
tify the normal bundle Ny, x with the orthogonal bundle to TY in T Xy
Then the metric A7¥ induces a G-invariant Hermitian metric hNY/X on
Ny, x. Let h® = ®1<i<mh®, bt be G-invariant Hermitian metrics on E, F.
We assume that ¥ verifies assumption (A) with respect to ¥, ANY/x,

Take g € G. Then Y, C X,. Let dy, be the current of integration
on Yy. In [BiGS2, Section 6], and following earlier work by Bismut-Gillet—
Soulé [BiGS2] in the case g = 1, a current T,(X,, h¥) on X, is constructed,
which is a sum of currents of type (p,p), whose wave front set is included

in Nyg /Xy R which verifies the equation of currents

D0 Ty(Xg, hP) = Td, ' (Nyx, BN/ )chy (F, hF) 6y, — chy(E,hF). (1.47)
Clearly g acts on TX|x,. If eli 0 < 0; < 2m, 1 < j < gq, are the
locally constant distinct eigenvalues of g, and if T'X |§§g, 1 <j <gq, are the

corresponding eigenbundles, then

0;
TX|x, = @TX|)gg . (1.48)
DEFINITION 1.14. Put
9.

Ry(TX) =Y R(0; TX[} ). (1.49)

Then R, (T'X) is a cohomology class on X,. Similarly we can define the
cohomology classes Ry (1Y), Ry(Ny/x) on Y.

Consider the exact sequence of holomorphic Hermitian vector bundles
on Yy,

0—TY|y, = TXl|y, — Ny/xly, = 0. (1.50)
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Let ﬁg(TY|yg,TX|yg,hTX|Y9) € PYs/PYs¥ be the Bott-Chern class of
[BiGS1] such that
35 Ty (TY |y, TX |y WT09)
= Tdy(TXly,) — Tdy(TYly,) Tdy(Ny/xly,) - (1.51)
Now we state the main result in [Bil2].
Theorem 1.15. For g € G, the following identity holds,

~ 2
1og< ||AG(E)> () :_/X Ty (TX, hT)T, (X, hF)
g

g

/ 7 Ny x, RN X)Tdy (TY |y, TX |y, , h7X 10 )chy (F, hT)
/ Ry(Ny,x)chy(F), (1.52)

< |/\G(E)> :_/X Tdy(TX, T T, w(Xg, AT

g

+/ Td, ' (Ny,x, h"NY/X)Tdy(TY |y,, TXly,, h*¥ Mo )chy (F, hT)

- /X Tdy(TX)Ry(TX)chy(E) + / Tdy(TY)Ry(TY )chy(F).

g9

2 The Equivariant Infinitesimal Analytic Torsion Forms

In this section, we construct the equivariant analytic torsion in infinitesimal
form, and we establish its main properties. As explained in the introduc-
tion, it is here crucial that the given Lie group G acts on the manifold X
with a moment map.

This section is organized as follows. In section 2.1, we introduce the
moment map (u, K') which is associated to the action of G. In section 2.2,
as a motivation for our construction, we introduce a new metric on the triv-
ial bundle, which depends on T' € R, and we construct the corresponding
Dirac operator. In section 2.3, we recall the Lefschetz fixed point formulas
of Atiyah-Bott [AB1] and the corresponding delocalized Kirillov formulas,
relating them through the localization formulas of Duistermaat—Heckman
[DuH], and the equivariant cohomology formalism of Berline-Vergne [BV].
In section 2.4, we recall the heat equation proof of the Kirillov formula
given in [Bi3]. In section 2.5, we briefly recall the construction by Bismut—
Kohler [BiK] of the analytic torsion forms, in the case where the structure
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group of the considered fibration reduces to a compact Lie group G. In sec-
tion 2.6, we construct the infinitesimal equivariant analytic torsion forms,
and the associated infinitesimal equivariant Quillen metric. In section 2.7,
we give the corresponding anomaly formulas. Finally in section 2.8, we
give a formula which describes the behaviour of these Quillen metrics by
immersion.

2.1 Complex manifolds and moment maps We make the same as-
sumptions as in section 1.2. Let w”X be a closed G-invariant real 2-form
on X which is of complex type (1,1), which is the Kéhler form of a Her-
mitian metric A7X on TX. If J7X is the complex structure of Tr X, if
UV elrx,
WwX(U, V) = (U, J"XV ) rx (2.1)
Then w¥ is a symplectic form on X, and G acts on X by symplectic
diffeomorphisms.
If K € g, let KX be the corresponding vector field on X. If K, K’ € g,
then
(KX, KX = —[K,K')X. (2.2)
Let 4 : X +— g* be a smooth moment for the action of G' on (X,w™).
Namely g is such that
e lfgeG,xe X,

pwlgz) = g.pu(x). (2.3)
o If K € g, then
dlp, K) +igxw® =0. (2.4)
In particular, if K, K’ € g,
(p, [K, K"y = —w™ (KX, K™Y). (2.5)
Recall that VX is the holomorphic hermitian connection on (TX, pTX ).
Since (X,w?X) is Kéhler, VI¥ induces on TR X the corresponding Levi-
Civita connection.
DEFINITION 2.1. If K € g, set
mTX(K) = VIX KX, (2.6)
The vector field K% is Killing and holomorphic, and the connection
VTX induces the Levi-Civita connection on Tr X. Therefore m”* (K) is
a skew-adjoint section of End(7'X), which is also the vertical part with
respect to VI of the lift K7X of KX to TX. The Lie derivative operator
Ly is given by
Lk =Vix —m'¥(K). (2.7)
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Let KF be the vector field induced by the action of K on E. Let
m¥(K) € End(E) be the vertical part of K¥ with respect to the G-invariant
connection VF in E. Then m¥(K) is a skew-adjoint section of End(E).
Moreover since the connections VX and V¥ are G-invariant, by [BGV,
Section 7],

VI¥mTX(K) +igx R™ =0,
VEME(K) +ipxRE =0. (2.8)

Let VAT ®VX)SE 1,6 the connection on AT*O)X) ® F induced by
VIX VE. Then the operator Ly defined in (2.7) extends to an operator
L acting on Q' (X, E), given by

Ly = VAT OUNSE _ ) TX () - (K. (2.9)

2.2 A new metric on the trivial line bundle. Let (C,| |) be the
trivial hermitian line bundle.

DEFINITION 2.2. If K € g, T > 0, let | |7 be the metric on the trivial
bundle

| p=e T2 (2.10)

Now, we equip the trivial line bundle with the metric | |7. Equivalently,
the hermitian product on (X, E) in (1.6) is now given by

- dox
<S, S/>T = /){<S, 8/>A(T*(O,1)X)®E€ T<N’K>(2ﬂ_)m . (211)
Let 57)5* be the formal adjoint of 9" with respect to (2.11). Then
Iyt = Tk GX* =T K) (2.12)
PropoOSITION 2.3. The following identity holds
Ty =0 — TV Tigexon - (2.13)
Proof. By (2.12),
=X * =X * .
8T = 8 + TZ(V.(M,K»(o’l) . (214)
By (2.1), (2.4), we get
(V. (u, K)) OV = —/Z1KXOD (2.15)
Then (2.13) follows from (2.14) and (2.15). 0
Put
5% — o T ) GX T (1K)
oR* = T I H) GX* o= F () , (2.16)

Ap =63 +65*.
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Then 67)1( * is the adjoint of 67)1( with respect to the standard hermitian prod-
uct () on Q' (X, E).
ProroOSITION 2.4. The map

sEQ(X,E) ez e (X, E) (2.17)

is an isomorphism between the hermitian complexes (' (X, E),EX,< )7)
and (2 (X, E), 6%, )

Proof. This is a trivial result, whose proof is left to the reader. O

PRrROPOSITION 2.5. The following identities hold,
=X
5 =% 4+ TyTIKX00,
55 =0 = T Tigexon (2.18)
_ DX —q oEX)

Ap =D" +TV-157%.
Proof. The second identity was already proved in Proposition 2.5. The
proof of the remaining identities is similar. u]

Clearly, the objects which have been defined in (2.18) also make sense

for T € C. In particular

A =DX 4T (2.19)

However, for T' # 0, the operator A_ =7y is not self-adjoint.
2.3 Lefschetz and Kirillov formulas. Recall that by (1.23),

L(g) = Tr," P)[g]. (2:20)
Then L(g) is the character of the representation of G on the Z-graded

vector space ker(DX). The McKean-Singer heat equation formula [MS]
asserts that for any ¢t > 0,

L(g) = Trs[g exp(—tDX’Q)} . (2.21)

By making ¢t — 0 in (2.21), and using local index theory [ABP], [Gi], [Bil],
[BGV], one obtains the Atiyah-Bott-Lefschetz formula [AB1],

Llg) = [ Ta,(TX N el (B, 1), (2.22)
g9
which can also be written as in (1.24) in the form

L(g) = /X Tdy(TX)chy(E) . (2.23)

g

Let (DR(X),d) be the de Rham complex of smooth complex differential
forms on X, equipped with the de Rham operator d. Let (DR%(X),d) be
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the subcomplex of the G-invariant forms. The de Rham operator d splits
as

d=0+0. (2.24)
Now we follow Berline-Vergne [BV], and Bismut [Bi8,9].
DEFINITION 2.6. Set
di = d — 2imigex
Ox =0 — 2imigxo.) , (2.25)
Ok = 0 — 2iTigrx0 -
Clearly,
dix = Ok + Ok, (2.26)
dK? = —2imLyx .
In particular when acting on G-invariant forms,
d3 =0. (2.27)
The cohomology classes of (DR%(X),dx) are called equivariant cohomol-

ogy classes.

Since KX is a holomorphic vector field,
2

9% =0, 0x=0. (2.28)
By (2.26), (2.28),
[0k, 0] = —2imLyx , (2.29)
[Lgx,0k] =0, [Lgx,0k]=0.
In particular when acting on G-invariant forms, the operators Ox and Jx

anticommute.
Put

REX = RTX — 2izm™(K), RE =R¥ —2irmP(K). (2.30)
Then Rﬂx and Rf( are called the equivariant curvatures of T'X and F.

Take g € G. Let Z(g) C G be the centralizer of g, and let 3(g) be its
Lie algebra. Then

3(9) ={K€g,9K=K}. (2.31)
In the sequel, we always take g € G, K € 3(g). Put
X ={zeX, KX(z)=0}. (2.32)

Then X, which is the fixed point set of the group generated by K, is a
complex totally geodesic submanifold of X. Set

X97K :XgﬂXK. (2.33)
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Then X, i is a complex totally geodesic submanifold of X. More precisely,
if Ky € 3(g) and, for z € R, K = 2K, for z small enough,

Xgrw = Xgex . (2.34)

Observe that m’* (K)|x, acts on TX, and on N x,/x- Also it preserves
0.
the splitting (1.19) of Nx ,x. Let mT¥Xs(K) and mNXJg/X (K),1<j<g,

be the restriction of m’*(K)|x, to TX,, Nf(jg/X' Then m™Xs(K) and the
%

N . .
m" Xe/X(K) are just analogues of m”(K). We define the corresponding
%
equivariant curvatures RII;X" , R KXg .,

DEFINITION 2.7. For K € 3(g) with |K| small enough, set
0.

TX 4q Ny /X
TX —Ry Y d )\ (=Bg’ -
Tdg x(TX,h" ") = Td( T > H (cf?)( S "’wj) )
j=1
/ TX d ~R?
T, 1 (TX, hTY) = B[ Ta (55 +b) (2.35)
q Nf(j /X
—R, 9 .
X <C$§x> ( }2(’L'7r + 29]' + b>} ’b=0 y

J
chy, i (B, hP) = Tr [exp (= 5£)] .
The restriction on K is needed because the denominator of Td(z) van-
ishes for x € 2inZ.

The forms Td, x(TX,hTX) and ch, x(E, k%) are forms on X, which
lie in PXs. They are G-invariant. Moreover by [BV], [BGV, Theorem 7.7],
dre Tdy c(TX,hT™X) =0, dgchy (E,hF) =0, (2.36)
and their equivariant cohomology classes do not depend on the G-invariant

metrics hTX and hP.

The localization formulas in equivariant cohomology of Duistermaat—
Heckman [DuH], Berline-Vergne [BV] imply that

/ Tdy x (TX, h™)chy x (E,hF) = / Td e (TX, KT )ch

g Xg,K

1

(E,hF).

geX

(2.37)

From the Atiyah—Bott—Lefschetz formulas in (2.23) and from (2.37), we re-

cover the Kirillov formulas in the manner of Berline-Vergne [BV]. Namely,
if K € 3(g) is small enough,

L(gef) = / Td, x(TX, " )ch, x (E, hF). (2.38)

Xg
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2.4 The heat equation proof of the Kirillov formulas. Now, we
will briefly explain the direct heat equation proof of (2.38) given in [Bi3],
which is an analytic analogue of the heat equation proof of the Atiyah—
Bott—Lefschetz formulas outlined in (2.21),(2.22).

DEerINITION 2.8. For t > 0, put

Crep = VIDY + <82 (2.39)
Equivalently
Cr = VDY, (2.40)

A first trivial step in the heat equation proof of (2.38) is an obvious exten-
sion of the McKean—Singer formula

L(ge®) = Tr, [gexp(—Lg — C’%Q] . (2.41)
For g = 1, one then shows in [Bi3] that ‘fantastic cancellations’ still occur
in supertrace of the kernel of the operator g exp(—Lx — C’%( ;), and that for
K small enough, the limit as ¢t — 0 exists, and is given by’ the right-hand
side of (2.38). We thus get a direct proof of (2.38) in the case g = 1. The
general case will be dealt with in section 7.

2.5 Analytic torsion forms and compact Lie groups. In this sec-
tion, we assume that G is connected. Then by Guillemin—Sternberg [GuS,
Proposition 4.1], G has a unique complexification G¢. Namely G¢ is a
connected Lie group, whose Lie algebra gg is the complexification of g,
and G is a maximal compact subgroup of G¢. By [GuS, Theorem 4.4],
the holomorphic action of G on X extends to a holomorphic action of G¢
on X. Similarly, by proceeding as in [GuS, Theorem 5.1], this action of
Gc lifts to a holomorphic action on E. Let Z(g)c be the centralizer of g
in Ge.

We will assume that Z(g) is connected. By [Bou, Corollaire 5.3.1], this
is always the case if G is simply connected. Needless to say, if ¢ = 1,
Z(g) = G is connected.

Let Go = PG be the Cartan decomposition of Gg. If h = pq is the
Cartan decomposition of h € Z(g)c, then p,q commute with g. Therefore
Z(g)c is connected, and is the complexification of Z(g).

Let S be a complex manifold. Let p : P pitlic S be a Z(g)c holomorphic

principal bundle over S. By [GuS, p.527], Z(g)c/Z(g) is contractible.

Therefore the Z(g)c-bundle P can be reduced to a Z(g)-bundle ¢ : @ 26) g.
Then the Z(g)-bundle @ is canonically equipped with a connection which
lifts to a holomorphic connection on the Z(g)c-bundle P, to which g is
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parallel. Let 6 be the connection form on @, and let © be its curvature.
Then © is a (1,1) form with values in the vector bundle @ x (4 3 (9)-
Put

V=P XZ(g)c X. (242)

Then 7:V % Sis a holomorphic fibration with compact fibre X. Also g
acts fibrewise on V. Moreover

V= Q XZ(g) X (243)
Therefore V is also equipped with a connection, i.e. we have a splitting
TV =TV o TX, (2.44)

and g is parallel with respect to this connection.

Let PTX : TRV — TrX be the obvious projection with respect to the
splitting (2.44). If U € Tr S, let UY € THV be the horizontal lift of U. If
U,V € TrS, put

T(U,V)=-PTX[Ut vH]. (2.45)
One verifies easily that T is a tensor.

PROPOSITION 2.9. The tensor T is a (1,1) form on S with values in vector
fields along the fibres X. More precisely

T=0%. (2.46)
Proof. Equation (2.46) follows from (2.45). o
Observe that by (2.3), (i, %) is a well-defined differential form on S.
DEFINITION 2.10. Let w" be the 2-form on V
WV = wX 7 (u, 0%). (2.47)
PROPOSITION 2.11. The 2-form w"" is a real closed (1,1) form on V.
Proof. This follows easily from equation (2.4). O
Observe that:

e The restriction of the form w" to the fibres X is just the Kihler form
along the fibres.
e The vector bundle THV is the orthogonal bundle with respect to w"'.
By [BiGS1, part II, Definition 1.4], we find that (7, "X THV) is a
Kihler fibration, and that w' is an associated (1,1) form. If w! is the
restriction of w" to THV | then
Wi = (u,0%). (2.48)
It is a general fact for Kéhler fibrations that if U,V €Tr S, then w (UH , VH)
is a Hamiltonian for the vector field T'(U, V'), which is of course the case
here.
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The vector bundle P X 7y, £ is a holomorphic vector bundle on V.
We still denote it by E. Clearly it is also given by @ X z(4) E. Therefore £
is now a holomorphic hermitian vector bundle on V. Similarly Z(g)c acts
on (X, E). So (X, E) descends to a ‘holomorphic’ vector bundle on S,
given by P X 7)o (X, E), which is also Q x z¢5) (X, E), i.e. (X, E)
is now a holomorphic hermitian vector bundle on S.

The given connection on @ induces the holomorphic hermitian connec-
tion VZ on (E,hF), and the holomorphic hermitian connection V¢ (X:F)
on (U (X, E), h&¥ (5B,

The operator v~ being Z(g)c-invariant descends to an operator acting
on the vector bundle ' (X, E). Therefore (' (X, E), EX) is a a holomorphic

complex of infinite dimensional vector bundles on S. The adjoint A
being Z(g)-invariant descends to the corresponding adjoint. Then DX =
7+ acts along the fibres Q'(X, E).

Now, we recall the definition of the Levi—-Civita superconnection [Bi4,
Section 3].

DEFINITION 2.12. For t > 0, let B; be the Levi-Civita superconnection

_ X Q(X,E) _ c(T)
B, =VtDX +V v - (2.49)
Clearly, if
" X Q'(X,E)” . c(T(l,o))
B! =Vt~ +V Nl (2.50)
o X % Q(X,B) c(TOD)
B, =Vtd +V N
then
B, =B/ + B;. (2.51)
By [BiGS1, part II, Theorem 2.6],
B”=0, B?=0, (2.52)

B} =B, B]].
By [BiGS1, part II, Theorem 2.6] or [Bil3, eq. (2.35)]
. X . ” —X\ _ . X
B} = exp (—Z—<“’26t >) tN/2(VQ (XE)" 5 )t N/2 exp (z—w’g >> , (2.53)
. X _ . =Xk . X
B} = exp (l—m’g >) t—N/2 (VQ (XE) 1+ )tN/2 exp (—z—(“’g >) )

Recall that if K € g, the operator L was defined in (2.9). One verifies
easily that

VEEE2 — g, (2.54)
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Therefore, by proceeding as in [Bi4, Remark II1.2], we get

Bf =-Lo+C?%g,. (2.55)
DEFINITION 2.13. For ¢t > 0, put
Ny = N +¢9) (2.56)
Let ¢ € End(A(T{(S)) ®r C) be given by
o (2im)de8(@)/ 2 (2.57)
DEFINITION 2.14. Let oy, be the forms on S,
o = eTrg[gexp(—B7)], v = ¢Trs[Nigexp(—B7)] . (2.58)

Theorem 2.15. The forms oy and +; are real and closed, and lie in PS.
More precisely,

oy =L (gexp (—%)) , (2.59)
el (5+ 68 e (- (0~ 555))]
Proof. By (2.55),

0%)\?
a; = oTr [exp (L@ - (\/iDX - ‘é—@)) )} . (2.60)
Using (2.41), (2.60), we get the first equation in (2.59). The proof of the

second equation in (2.59) is similar. Finally Chern—Weil theory shows that
the forms a; and ~; are closed. The proof of our theorem is completed. ©

REMARK 2.16. By (2.38) and (2.59), it follows that
o = /X Ty o621 (T X, K )by oxp26m) (E) (2.61)

This is a form of the theorem of Riemann—Roch—Grothendieck, but also a
special case of the local families index theorem [Bi4], where the forms «y
remain constant.

REMARK 2.17. In a more general context, it is shown in [BiGS1, part II,
Theorem 2.9] that

%at *%%’Yt (262)

This equation is here tautologically verified.

Clearly G¢ acts on H (X, F), and G acts isometrically on (H (X, E),
R (XE)) - Therefore (H (X, E), W (X:E)) descends to a holomorphic her-
mitian vector bundle on S.

By [BiGS1, part II, Theorems 2.11 and 2.16] in the case where g = 1
and by [Bil2, Theorem 8.3] in the general case, we know that as t — 0,

C_
Ve = + Co + Z thk (2.63)
7j=1
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and, as t — oo,

v = TrT KB [N gexp(—0/2im)] + O(1/V1) . (2.64)
DEFINITION 2.18. For s € C,0 < Re(s) < 1/2, put
1 oo s—1
R =g |7 e i, (2.65)

By (2.63), (2.64), R(s) extends to a meromorphic function, of s € C,
Re(s) < 1/2, which is holomorphic at s = 0.
DEFINITION 2.19. Set
T(w™, 1E)(g) = 2 R(s)lso- (2.66)
Then T'(w™, h¥)(g) is an even form on S which lies in P%.

Theorem 2.20. The form T(w™,h%)(g) is closed. Its cohomology class
does not depend on the reduction of P to Q).

Proof. By Theorem 2.15, the forms 7, are closed. Therefore the form
T(w™, hF)(g) is also closed. The same argument shows that the cohomology
class of T(w*X,h”)(g) does not depend on Q. The proof of our theorem is
completed. O

2.6 The equivariant infinitesimal analytic torsion. We make the
same assumptions as in sections 2.1-2.4, the results of section 2.5 being
only intended as a motivation for what follows.

DEFINITION 2.21. For t > 0, K € 3(g), put
ar(g, K) = Trg[gexp(—Lx — Ck,)] (2.67)

(9, K) = Trs [(N - Z@) gexp(—Lg — Cky)
Clearly the above definitions extend to the case where K € 3(g)c.-
Theorem 2.22. Fort > 0,K € 3(9)c,
(g, K) = L(ge™). (2.68)
If K € 3(g) and if | K| is small enough, there exist v €10, 1] and C1(g, K), ...,
Co(g, K) € C such that for t €]0,1],
_Ca(g,K)

Y(g, K) = Y + Co(g, K) +O(t"). (2.69)

Moreover

C_i(9, K) = /X (%—z‘(u,K>)ng,K(TX,hTX)chg,K(E,hE), (2.70)

g9

Co(g,K):/X ng7K(TX)(dim(X)— (TTC}i) K(TX))cth(E).

)
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Finally, if K € 3(g), as t — 400,

(g, K) = Tr PN geK] + O(1/VA). (2.71)
Proof. The fact that oy does not depend on ¢ was already stated in (2.41).
Equations (2.70) and (2.71) will be proved in section 7. O

REMARK 2.23. Needless to say, one can also show that for any & € N, as
t — 0, (g, K) has a Taylor expansion to arbitrary order k € N.

DEFINITION 2.24.  For K € 3(g), with |K| small enough, for s € C,
0 < Re(s) < 1/2, set
~ 1 too
0(w™, ") (g, K)(s) = —m/o t* 71 (6(9, K) = Y4oolg, K))dt . (2.72)
By (2.69), (2.71), 8(w™, h®)(g, K)(s) extends to a holomorphic function
of s near s = 0.
By comparing (1.14) and (2.72), we find that

0™, 1) (9)(s) = 0(w™*, h)(g,0)(s). (2.73)
One then verifies easily that with the notation in (2.66),
T, hP)(g) = $0(*,1") (9,—3%) (0) (2.74)

where (2.74) is now an equality of power series which contain only a finite
number of terms. Also (2.74) makes clear that the cohomology class of
T(w™, hF) does not depend on the choice of the reduction @ of P.

More generally, the considerations in section 7 show that if K € 3(g), for
z € C and |z| small enough, %g(wx,hE)(g, 2K)(s) depends analytically
on z.

PROPOSITION 2.25. For K € 3(g) and |K| small enough, the following
identity holds,

O ~

1
X ) 100 = - [ (uta 1) - I - g, 0))

dt
t
oo dt
- [ nla K =il KD
+C_1(g, K) + T'(1)(Co(g, K) — TrXE[NgeX]) . (2.75)
Proof. This follows easily from (2.69), (2.70). O
In the sequel, %5(wx,hE)(g, K)(0) will be called the equivariant in-

finitesimal Ray—Singer torsion.
Now we imitate Definition 1.3.
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DEFINITION 2.26. Put

og (Il s ) (9, 5) =log (| 13, (1)) (9e™) — Z0(w™, hF) (g, K)(0).
(2.76)

The symbol || H;\G () Will be called an equivariant infinitesimal Quillen
metrics. By (2.73)

~.2
10g (I 3(2)) (9) =108 (Il 1)) (9, 0) - (2.77)
The main purpose of this paper is to compare log(|| H?\G( E))(geK ) and

tog(I I, )9 K).

2.7 Anomaly formulas for equivariant infinitesimal Quillen met-
rics. Let w'X be another G-invariant Kéhler form on X, and let #'F be a
second G-invariant hermitian metric on E. We denote || ||’/\~G () the corre-
sponding families Quillen metric. By [BiGS1, part I, for |K| small enough,

we can define Bott—Chern classes Td, i (TX,hTX) € PXo/PXa0 which

verify the obvious analogue of (1.29). Similarly the class c~hg, x(E,hE WE)
was already considered in (1.29).

Theorem 2.27. For K € j3(g) and |K| small enough, the following
identity holds

/2 2 o
log (M> (g,K):/ Td, x (TX, T, WX ch, g (E, hF)
T g2 X,
+ / Tdy (TX, W'TX)chy i (B, P W'F) . (2.78)
g

Proof. When K = 0, our theorem is just Theorem 1.8. The general case
can be proved by using the methods of [BiGS1, part III], [Bil2]. 0

2.8 Equivariant immersions and equivariant infinitesimal Quillen
metrics. Now, we suppose that besides the above assumptions, the as-
sumptions of section 1.6 also hold. Let K € 3(g). Then one can easily
modify the construction of the current T,(E,h¥) on X, given in [Bil2,
Section 6], and, for | K| small enough, construct a current T, x (X, h¥) on
X, which verifies the equation of currents

0D T, 1o (Xg, W) = T b (Ny)xc, FNY/X )ehg i (F, hF)by, — chy i (B, hP).

(2.79)
In fact in [Bil2], one needs just to replace the considered curvatures by the
corresponding equivariant curvatures. Similarly Ry x(Ny/x, hNY/X) is the

analogue of R,(Ny,x, RNY/X), where the curvature R™Y/X is replaced by
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. . N .
the equivariant curvature RKY/ *. Let R, Kk (Ny/x) be the corresponding
equivariant cohomology class on X,.

Theorem 2.28. For K € 3(g), | K| small enough, the following equivalent
identities hold,

~ 2
log <M> (9,K) = —/ Tdy (TX, W), 5 (X, W)

Moy ;

+/Y Td, T (Ny)x, VY% Tdg i (TY |y, TX ]y, A" )chg 1 (F, hY)

g

~ | Ty () BNy )i e F).

Yy

~ 2
o (T2 ) (98 = = [T, (TXTT, (B )
Ag(F) g
+/Y Td;}((NY/X,hNY/x)THg,K(TY\yg,TX\yg,hTXIYg)cth(F, ht)
g
—/X ng7K(TX)R%K(TX)Chg,K(E)—I—/YngJ((TY)R%K(TY)cth((F).
g g9

(2.80)
Proof. When K = 0, the above result is just the result of [Bil2], which
was stated in Theorem 1.15. In infinitesimal form, i.e. in the context of
section 2.5, the above result was proved in [Bil3] when g = 1. One minor
observation with respect to [Bil3] is that the identity proved there (which is
an identity in P /P%%) becomes here an identity of complex numbers. Es-
tablishing (2.80) in full generality requires some nontrivial analysis, whose
necessity is best revealed by the fact that it only makes sense for | K| small.
Most of the extra analysis which is needed with respect to [BiL], [Bil2,13]
is done in section 7. Finally, an alternative method is to notice that both
sides are analytic in K near K = 0. Using [Bil3] is then enough to establish
(2.80). The proof of our theorem is completed. O

3 Equivariant Bott—Chern Currents

In this section, we recall the construction of the equivariant Bott—Chern
currents Sk (X,w™) given in [Bi8,9] and we state the main results which
have been obtained on these currents. These Bott—Chern currents are an
essential ingredient in the formula which is the main result of this paper.
This section is organized as follows. In section 3.1, we construct the
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currents Sy (X, w™). In section 3.2, we state the main result of [Bi9], which
gives a formula describing the behaviour of such currents by a complex
immersion. Finally, in section 3.3, we specialize the construction to the
case where the group G acts on X with a moment map.

3.1 Construction of the Bott—Chern currents. Let X be a com-
pact complex manifold. Let w™ be the Kéhler form of a Kéhler metric
on TX. Let G be a compact connected Lie group acting holomorphically
on X and preserving w¥. Let g be the Lie algebra of G. Otherwise, we
keep the notation of sections 1 and 2, and in particular the notation of sec-
tion 2.3. The major difference is that, for the moment, we do not assume
that a moment map is attached to the action of G on X.

DEFINITION 3.1. Let Pfg be the vector space of the smooth K¥X-invariant
forms on X, which are sums of forms of type (p,p). Let PI){(’0 be the vector
space of the a € Pfg which can be written in the form a = 08 + 07, where
3,7 are smooth K¥X-invariant forms on X.

If K =0, we will write P instead of P. By (2.29), when acting on
Pfg , the operators Ox and O anticommute.

We will now prove an identity already established in [Bi8, eq. (14)] and
in [Bi9, eq. (2.12)]. Let K'* € T X be the 1-form which is dual to K* by
the metric A7X. Since VX induces the Levi-Civita connection on T X
and since KX is a Killing vector field, if U,V € Tr X,

AKX (U, V) = 2(VIX KX, V). (3.1)
ProposITION 3.2. The following identity holds
DO wX KX
KIK© _ g2 (3.2)
2im 27 dim
Proof. By (2.1),
K™ = i(ig0 — iK(OJ))wX . (3.3)
Since w¥ is closed, we can rewrite (3.3) in the form
K" = L (0 — 0k )w™. (3.4)
Using (2.29), (3.4), we get (3.2). The proof of our proposition is comp-
leted. o
DEerFINITION 3.3. For t > 0, let by, d; be the even forms on X,
5[{8}( wX
by = — 3.5
LT ( 2irt 21 ) (3:5)

J wXx o OxOr wX
=— —e¢x — .
t 27t P it 21
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We define ¢ € End(A(T*grX) ®gr C) as in (2.57). With the notation in
[Bi9, Definition 2.2],
by=¢ Ry, dy= %8071(%- (3.6)
Now we state a result in [Bi8, Proposition 5|, [Bi9, Theorem 2.5].
Theorem 3.4. For t > 0, the forms b; and d; lie in PI)((. Fort > 0,
the forms b; are di closed, and their dx cohomology class does not depend
on t. More precisely

0 Oxok
b= dr. (3.7)

DEFINITION 3.5. Let PI)((XK be the set of KX-invariant currents on X

which are sums of currents of type (p,p), whose wave-front set is included
in N;‘(K JXR- Let P;é’?(K be the set of currents a € P[)é x, such that there

are K*X-invariant currents 3,7 on X, whose wave-front set is included in
N;(K/XR’ with a = Ox 8 + Oky.

Let hN¥kx/X be the hermitian metric induced by w¥X on Nx,./x, which
is identified to the orthogonal bundle to T X in TX|x, .

By [Bi5, Theorem 1.3], [Bi9, Theorem 2.5 and Remark 2.6], there are
currents p1, ..., Pk,... 10 PI)éXKsuch that if 7 is a smooth form on X,

k
" ‘ .
" :/ + /Wrt“rot . (38
/)\( ' XK Cmax,K(NXK/X,hNXK/X) ]Zl X J ( ) ( )

By (3.8), we see that as t — 0,

X k X
nw" /2w 1 / w j k
ndt:—/ - E No=pj+1t’ +o(t").
/X XK Cmax,K(NXK/XahNXK/X) ¢ 7=0 X 2m ’

(3.9)

If A is an invertible (g, ¢) matrix, put
Chax(A) = L det(A+b)|p0, (3.10)

max

nbl(A) = & [det(A+b)] "

max

b=0"
Let 6x, be the current of integration on Xg. The following result was
proved in [Bi8, eq. (40)—(49)] and in [Bi9, Theorem 2.7].
Theorem 3.6. The following identity holds
X — .
—2p1 = (Cmax) ¢ " (Nxye 30, WV X) 8, in PRy /PRS0 (3.11)
Let n be a smooth form on X. By (3.9), the function of s € C,

Re(s) > 1,
Fy(s) = r(ls) /01t51{/X77dt}dt, (3.12)
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extends to a meromorphic function, which is holomorphic at s = 0. Also,
for s € C, Re(s) < 1,

L[t
F}(s) = —— ! / dy pdt 3.13
2= ) o Lo (513
is holomorphic
DEFINITION 3.7. Let Sk (X,w™) be the current on X, such that
/ nSkc(X,w¥) = & (FL + F2)(0). (3.14)
X
Using (3.6), with the notation in [Bi9, Definition 2.9],
Sk(X,w™) = s 58 x. (3.15)

Now we state a result in [Bi9, Proposition 2.11].
ProrosITION 3.8. The following identity holds

/nSK(Xan)_
X
1 X /2m)é 1 X dt
/ {/ n(dt+ w” /2m) e —+w—p1>}—
0 X Cmax,K(NXK/X7h XK/X>t 2m t

+eo dt wX /21 wX
+/ {/ nd, }——i—/ 7 +I'(1 / n—np1 -
1 X ! t XK CmaX,K(NXK/X7hNXK/X) ( ) X 27

(3.16)
Proof. This follows from (3.9), (3.12), (3.13). o
Now we state the result of [Bi8, Theorem 6], [Bi9, Theorem 2.12].
Theorem 3.9. The current S (X,w™) lies in PI)((,XK' Moreover
k0 )
KR S (X, w¥)=1— e . (3.17)
2im Cmax,K(NXK/X’h XK/X)

Let w'¥ be another G-invariant Kéhler form on X. Let h”¥Xx/X be the
corresponding metric on Nx, /x. Let E;;X x(Nxp /x5 hNXK/X,h'NXK/X) €
PXx | PXK© be the Bott—Chern class such that

90 ~— N N - N
%Cm;x,K(NXK/X7 h XK/X’h/ XK/X) — Cm;X,K(NXK/X’ B XK/X)
—cr;glmx7K(NXK/X7hNXK/X)' (318)
The following result was established in [Bi8, Theorem 7].
Theorem 3.10. The following identity holds,

Sk (X, w'X) = Sk (X, wX) = =T (N o, B0/ X W NXw/X) 50,

. X,0
in P x, /P x, - (3.19)
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3.2 Bott—Chern currents, excess normal bundles and immersion
formulas. Let (H,h') be a holomorphic Hermitian vector bundle on X.
Suppose that G acts on (H, rH ) . Let o be a G-invariant holomorphic
section of H. Put

Y =0 40). (3.20)
Assume that do|y is surjective, so that Y is a complex G-invariant subman-
ifold of X, and that do : Ny, x — H|y identifies the vector bundles Ny, x
and Hl|y. Let hNY/x be the corresponding Hermitian metric on Ny, x. Let
i:Y — X be the obvious embedding. Put w¥ = i*wX.

We will use for Y the same notation as for X. Since Y is G-invariant,
the vector field KX restricts on Y to the vector field K. We still denote
by i the embedding Yi +— Xk.

Consider the short exact sequence of vector bundles on Y,

O—>NYK/Y—>NXK/X—>N—>O. (321)

Equation (3.21) defines the vector bundle N. Observe that for reasons of
dimension, N is in general nonzero. This vector field appears as an excess
normal bundle. It measures the defect of transversality between X and Y.

Observe that we have the holomorphic splitting of vector bundles on Yg,

Ny)xlvi = Ny, xc ® N (3.22)
In fact, observe that K acts on Ny, x|y, Then Ny, ,x, is the eigenbundle

associated to the eigenvalue 0, and N is the direct sum of eigenbundles
associated to nonzero eigenvalues. Also the splitting (3.22) is orthogonal
with respect to the metric hVY/x

P

Let cgéxyK(NyK/y,NXK/X,hNXK/X) be the Bott—Chern class on Y
such that

0 —1 N .
217"cmaXK(NYK/Y’NXK/X7h XK/X)_CmaXK(NXK/th XK/X)_

cmaxK(NyK/y,h My /v)e maxK(N hN) (3.23)

Clearly, the vector bundle N splits holomorphically as

N =@y N, (3.24)
J
so that VIXKX = mTX(K) acts on N by multiplication by iH' Oof

course the splitting is orthogonal. Let hN 4 be the corresponding metric
on N%
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DEFINITION 3.11. Let RE(N, hN be the closed form
RE(N, 1Y) = ZR (N hN]) (3.25)

and let RX(N) be its cohomology class.

We define PK,Y as in Definition 3.5, by replacing Xx by Y. By [Bi9,
Section 2e)], there is an Euler-Green current ¢ (X, h") on X, which lies
in Pfé y» such that

OrcOc (X, hM) = 6y — Comaxic (H, W) . (3.26)

2
The construction of €x (X, hf') extends the construction of standard Euler—
Green currents (with K = 0) given in [BiGS3, Section 3f)].
We define P{,; X as before. By [Bi9, Section 2e¢)], there is a current

e (Xg,h) on Xg, which lies in P{,if, such that
81(.81( o5
29
Note that since KX vanishes on X, in (3.27), we may replace dg, Ok
by 0, 0.
Let Pfé xxuy be the set of K-invariant currents on X which are sums
of currents of type (p,p), whose wave front set is included in N¥ Xi/XR T

Xics hH) = emax e (N, BY) 8y, — % cmax i (LY . (3.27)

N}*,/XR Let PI)({”;)(KUY be the set of currents ~ in PK7XKUY such that
there exists K-invariant currents «, 3, whose wave front set is included in
N;(K/X,R + N}*,/XyR, such that v = dga + 0.

Now we recall the main result given in [Bi9, Theorem 3.2].

Theorem 3.12. The following identity of currents on X holds,
— ek (X, M) — Sk (X, w™ ) emax,x (H, h7) + Si (Y, w" )8y
Cmax K(NXK/Xa hNXK/X)

8%

—_—~—

CmaxK(N hN) maxK(NYK/Y7NXK/X7hNXK/X)éYK
+ e i (Nyie py )R (N)Sy,e = 0 in PR oy /P oy - (3:28)
Equivalently
— e (X, W) — Sg (X, w™) emax i (H, BT + S (Y, w0 )by
ex(Xx, ht)

Cma)gK(NXK/Xv hNXK/X)

S
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— Cmax, k(N hN)C;l;X,K(NYK/Y, Nx o /xs WXy,
+ Cr;lax7K(NXK/X)RK(NXK/X)CmaX,K(H)(SXK

o cl;l«X:K(NYK/Y)RK(NYK/Y)(SYK =01in PI)((,XKUY/PI)((&KUY . (3.29)
REMARK 3.13. In section 5, we will show that Theorem 3.12 is compat-
ible with a conjectural Riemann—Roch like formula, in which the current
Sk (X,w™) can be expressed as as the difference of two ‘exotic’ classes.

3.3 Bott—Chern currents and moment maps. Now we make the
same assumptions as in sections 1 and 2. In particular we assume that G
acts on X with a moment map u.

First we establish a modification of Proposition 3.2.

PRrROPOSITION 3.14. The following identity holds

Ok Ok K'X
K)y=d . 3.30
O, ) = dic - (3:30)
Proof. By (2.4),
dc (W™ = 2im{u, K)) =0. (3.31)
From (3.2),(3.31), we get (3.30). O
DEFINITION 3.15. For ¢t > 0, let d; be the even form on X,
7. <,u, K) EKaK
dy = —i T exp | —— (u, K) | . (3.32)
Now we give an analogue of Theorem 3.4.
PROPOSITION 3.16. The following identity holds
0 0K O ~
—b=———dp. 3.33
ot ' 2mt (3:33)
Proof. Equation (3.33) follows easily from (3.30). 0

Clearly, when replacing d; by d;, the analogue of (3.9) holds, when
replacing wX /27 by i{u, K).
Theorem 3.17. The following identity holds,
i, K)p1 = (emax) 0 (Nxye o, B0/ X) 8, in PRJPREC . (3.34)
Proof. We give two proofs of (3.34). First one can reproduce word for word
the proof of [Bi8, eq.(40)—(49)] and of [Bi9, Theorem 2.7], and still get

(3.34). Another indirect proof is to observe that the dx cohomology class
of t(d; —dy) is constant. Therefore one deduces easily (3.34) from (3.11). o

By replacing d; in (3.12)-(3.13) by d;, one constructs _a current
Sk (X,wX) as in Definition 3.7. Equation (3.16) still holds for S (X,w™),
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when replacing d; by dy and w¥ by 2im(u, K). Also Theorem 3.9 still holds
for S (X, w™).
An explanation for the above results is as follows.
Theorem 3.18. The following identity holds
Sk(X,w¥) = Sk (X,w¥) in P§ x, /PRy, - (3.35)
Proof. Clearly
dy —dy = (—w™ /21 +i{u, K))be /1. (3.36)
Now, we can reproduce the construction of the current Sg (X, wX ) in
(3.12)—(3.14), by replacing d; by b;/t. Let Tk (X,w™) be the corresponding
current. We claim that
Tg(X,w¥)=0 in Py /Py, (3.37)
In fact, this follows from the identities in s, which are valid in the obvious
domains of definition

Lo, 1 [t o, 1
572t = , 2=
I'(s) Jo L(s)(s—1) " I'(s) Ji ['(s)(s—1)
(3.38)
From (3.31), (3.36) and (3.37), we get (3.35). The proof of our theorem is
completed. O

Observe that by the analogue of (3.16), if n is a smooth form on X,

/X77§K(X7WX)=/01{/Xn(—i<u,K>)exp<t5g%<u,K>>}dt
+/1+OO{/Xn(—i<u,K>)<exp(t5f;fK<u,K>>

O P 1) }dt

_ - _ A

Cmax,K(NXK/X7h KK /X) t

i{u, K) / :
+/ n (1) [ mi{p, K)pr. (3.39)
XK Cmax,K(NXK/thNXK/X) X
Equation (3.39) is interesting. In fact let (C,| |) be the trivial hermitian
line bundle. Then

OK0
e (C. eI ) = i T, K) (3.40)

Clearly, on X, we can define equivariant Bott—Chern currents by the method
of [BiGS1, part I], by simply replacing the operators 9, by the operators
Ok, 0. They will be also marked with a™. Also by [BiGS1, part I, Theorem
1.27], we have the identity
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_ T _
e (C. | 12 ) == [ 1) exp (62425 (. 1) ) e
0

in PE/PY°. (3.41)
Of course the left-hand side of (3.40) still makes sense when replacing (u, K)
by —i(u, K). By (3.39),(3.40), we see that the current Sk (X,w) is a nor-
malized limit as T — 400 of Bott—Chern currents —ch(C, | |, e~ T wK)/2| |y,

4 Harmonic Oscillator and the Genus I

In this section, we construct the genus I which will appear in our main
formula. The genus I appears as the integral of an auxiliary genus &,
which itself appears in a computation involving the heat kernels of semi-
groups which are associated to an harmonic oscillator. As explained in the
Introduction, this harmonic oscillator is not lower bounded, because the
corresponding quadratic potential is in general negative. The associated
heat kernel is then defined via analytic continuation. This is a strong sig-
nal of difficulties to come, the estimates in the proof of our main result
being made more difficult because the quadratic potential has the ‘wrong’
sign.

This section is organized as follows. In section 4.1, we introduce the
function 1(0,6’,x), and in section 4.2, the function ®4(6,60' ;). In sec-
tion 4.3, we define the associated additive genera ®,, p and I, . In sec-
tion 4.4, using Mehler’s formula, we compute the kernel of the semigroup
associated to a harmonic oscillator. In section 4.5, we obtain the genus
®, ;B as the supertrace of the heat kernel associated to an harmonic oscil-
lator. Finally in section 4.6, under the assumptions of sections 1 and 2, we
construct the characteristic classes Iy i (Nx, /x) and @44 (Nx, /x)-

4.1 The function I.

DEFINITION 4.1. For § € R, ¢’ € R, |¢| small enough, and = € C, |z
small enough, set
log (1 + 9—/)
I 9 9/ — 2km+0 )
6,62) ;;z i(2kr+0+0) +a
2km4-0#£0
Recall that the function RY(z) was introduced in Definition 1.9.

Theorem 4.2. The function I(0,6',x) is periodic in 8 of period 2m. If
0 ¢ 2nZ,

(4.1)

1(0,0',x) = R(0,x +1i0") — R(O + 6, x). (4.2)
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Moreover 1(6,0,z) = 0. For ¢ €] — 2m,2x[\0, z € C, |z| < inf |0’ + 2kn|,
then

1(0,0',2) = R(z +i0') — R(#',z) + R? (z). (4.3)
Proof. First we consider the case 6 ¢ 27rZ. We may and we will assume
that 6 €]0,27[. Clearly

10,0 7) = Z log(1+(9—|—.9’)/2k57r) —log (146 /2kn) l(')g(l—i-ﬁ'/ﬁ) '
i(2km+0+0")+x i(0+0")+x
(4.4)

Using (1.38), (4.4), we get (4.2). Clearly 1(6,0,z) = 0. We will now assume
that €,z are taken as indicated before (4.3). Then

log (14 6'/2kn)
I ! = . 4.
(0,6, 2) k; i(2km+60") 4+ x (4.5)

From (1.38), (4.5), we get (4.3). The proof of our proposition is comp-
leted. o

keZ*

4.2 The function ®;.

DEFINITION 4.3. For 0 ¢ 27Z, and |0'|, |z| small, or for 0 € 27Z, |0'], |z|
small, with x 4+ 0’ # 0, and s €]0, 1], set
1 i0+si6’ i0+i0'+x st
d,(0,0,2) = 3 [coth < 5 > —coth( 5 )} =s)if+z"
(4.6)
Observe that even if z + (1 — s)0’ may vanish, the expression (4.6) is
still well-defined by analytic continuation. In particular ®4(6,6’, x) depends
smoothly on s €]0,1]. Also ®4(6, ¢, z) is periodic in 0 of period 27. Finally
if 0 ¢ 27Z,

®,(0,0,2) =0. (4.7)
PROPOSITION 4.4. As s €]0,1] — 0,
1
Iy
q)s(9> 0 7'7;) = lpeornz i+ + O(S) : (48)
Proof. Clearly, if 0 ¢ 27Z, as s — 0,
(0,0 ,x) = O(s) . (4.9)
Also
B.(0,0',2) = < [coth(sif'/2) — coth((i6! +2)/2)] —— 2 . (4.10)
ST g (1—9)i0 +x

From (4.9), (4.10), we get (4.8). The proof of our proposition is com-
pleted. 0
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PROPOSITION 4.5. The following identity holds,
st/

(0,0 = . 4.11
(6.6,2) %(2wk+59/+9)(2mk+¢9+¢9/+x) (411)
Proof. We use (4.6) and the identity
1 1
keZ
O

Theorem 4.6. The following identity holds,

/01 ( / ) = Llocor =1I(6 0 ) (4.13)
D 6,6,$ 02Zi9/ x »Y : :
Proof. By (4.11),

1 s6’

®,(0,0,2) — lpeong——v = .
(6.6,0) = Loeonz 7 z;z (2km+50'+6) (2ikm+i0-+i0 +)
2k +6£0
(4.14)
By (4.1),(4.14), we get (4.13). .

4.3 The genera ®, 4,15 p. Let X be a complex manifold. Let N
be a holomorphic vector bundle on X. Let A" be a hermitian metric on N.

Let g € Aut(N) be a holomorphic isometry of (N, h'V). Let €1, ... ¢
0 < 0; < 2w, be the locally constant distinct eigenvalues of the action of g
on N. Let B be a holomorphic skew-adjoint section of End(V), which com-

mutes with g. Let 6], ... ,i%,, 9;-, € R, be the locally constant eigenvalues
of the action of B on N. Then N splits orthogonally as
N = 1<jq N9 (4.15)
1<5/<d/
We make the basic assumption that in (4.15), 6 and 6’ do not vanish to-
gether.
Set
Nt =@ 1<j< N (4.16)

!
1§j/§q”6j’7é0
0,6"
N = @1y N

Then N1, N? are holomorphic subbundles of N and N° ¢ N¥t. Let
AN RN be the metrics on NT, N induced by A on N+, NO.

05:0% . .. . g5’
Let VN7 7" be the holomorphic Hermitian connection on N%?”7  and

RO
let R be its curvature.
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If Ais a (g,q) invertible matrix, using the notation in (3.10), we get
Cmax (A) = Tr[A™Y]. (4.17)

Cmax

DEFINITION 4.7. Put
775
(I)S7Q:B(N’ hN) = Z Tl” <9J’ 9; ’ N217r ):| ’

1<j<q
1<j'<¢’

- GJ 5
Lp(NRN) = > T [1(6;,0, - 25, (4.18)
1<j<q )
1<5'<q’

00", « _
(%)B N0 hNO Z Tr <z€’ Rgmj ) 1}.
1<5/<q’

Observe that by Theorem 4.2, and by (4.7), if @ ¢ 27Z, then 1(6,0, x)=0,

®,(0,0,2) =0, so that
Iy s(N W) = I s(N 1Y), (1419)
O, ,5(N,WN) =@, , p(NT, RN,

PROPOSITION 4.8. As s €]0,1] — 0,

B, o 5(N,BY) = (2—)3 (N9, RNY £ O(s) . (4.20)
Proof. This follows from Proposition 4.4 . m

Theorem 4.9. The following identity holds,
1 /
d
/ <<I>S,g,B(N, W) — (—Cma"> (NO, hN°)> & L p(NT RN (421)
0 B S

Cmax

Proof. This follows from Theorem 4.6 and from (4.20). O

4.4 The heat kernel of the harmonic oscillator and its analytic
extension. For u e C,ne C,z € C, put

<x—2n+\/m2+4u> i <—x+277+\/1:2+4u>
sin .
4

o(u,n,x) = 4sinh 1

(4.22)

Note that vz? + 4u is well defined up to sign, but that o(u,n,x) does
not depend on the choice of the square root. In particular o(u,n,x) is a
holomorphic function of its arguments, which is periodic in 7 of period 2i7.
By [Bill, Proposition 4.2],

o(u,ib,z) = (6% + iz + u) H
keZ*

(0 4 2km)? +i(0 + 2km)z + u
4k272 ’
(4.23)
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and if 0 ¢ 27Z,

o(u,i0, ) = 4sin®(6/2) H <1 + Ry + 0 2k7r)2> : (4.24)
keZ

Let V be a finite dimensional complex hermitian vector space. Let F, H
be commuting elements of End(V'), with F self-adjoint and H skew-adjoint.

Let e1,...,e9 be an orthonormal base of Vg. Consider the differential
operator
L= -1 (Ve + MHZe))? + WFZ, 7). (4.25)
Put
P = H?+4F. (4.26)
Then P is a self-adjoint element of End(V'). Clearly
L=-iA—1Vys+ (P2 Z). (4.27)
Set
M=L+LiVyy. (4.28)
Then
M, VEz]=0. (4.29)

Also the operator M, with domain Cy(VRr, R), is a formally self-adjoint op-
erator. If P > 0, the operator M, when viewed as an unbounded operator
acting on Lo(VR), has a self-adjoint closure. When P > 0, the operator M
is a harmonic oscillator. When P > 0, let ) be the obvious nonnegative
self-adjoint square root of P.

When P > 0, let p(Z,2"),Z,Z' € VR, be the smooth kernel of the op-
erator exp(—L) with respect to dvy /(27)4™V. By using Mehler’s formula
[GlJ, Theorem 1.5.10] as in [Bi7, eq. (6.37), (6.38)], [Bill, eq. (4.48), (4.49)]
we get

1 Q/ 2 !zl Q/ 2 H/2 !
-3 <t—anh(Q/2)Z 7 > + <7Smh(Q/2)e 27,7 >} . (4.30)

Observe that in (4.30), p(Z, Z') depends analytically on P, since all the
functions of @ which appear are in fact functions of Q2 = P. Therefore
the kernel p(Z, Z') extends to a holomorphic function of (F, H), which is
well defined as long as for any k € N*, —4k?7? is not an eigenvalue of P,
although the operator M is not lower bounded. Still, in this case, we will
say that p(Z, Z") is the smooth kernel associated to the operator exp(—L).
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A functional integral interpretation of the above is as follows. Let
Z,7" € VR, and let Bz 7 be the probability law of the Brownian bridge
Zs, s €0,1], with Zy = Z, Z; = Z'. Then by using Feynman-Kac formula
and the Ito calculus as in [Bi7, eq. (4.11)], we find that if P > 0, , so that
the operator exp(—L) is well defined, then

1
P(Z,7') = expl(—|Z — Z'12)2) E¥ [exp ( [ wizaze
0

_/01<FZS,ZS>/2>]- (4.31)

In (4.31), E¥®z.2') is the expectation operator with respect to B(z,z, and
the integral

1
/ (HZs,dZs)
0

is an Ito or Stratonovitch stochastic integral. More generally, the condition
P > —47? guarantees that the expression in the right-hand side of (4.31)
is integrable with respect to Bz 7).

PROPOSITION 4.10. If F is positive definite, there exists C > 0, C' > 0

such that for any skew-adjoint H € End(V') commuting with F' such that
H? > —47?, then

‘p(Z, Z)| < Cexp(—C'|Z|2) . (4.32)
Proof. By (4.30),
B Q/2
.2) =9 Gt
ex —1 Q—/2 sin sin —
p< 2<sinh(c2/2)4 h((H +Q)/4) sinh((H Q)/4)ZaZ>(2?;3)

Clearly % is positive definite and remains uniformly bounded. The

operator 4 sinh((H +@Q)/2) sinh((H —Q)/2) is self-adjoint and nonnegative.
We claim that it has a strictly positive lower bound, which is uniformly
bounded away from 0. In fact, by (4.23),

dsinh((H + Q)/4) sinh(H - Q)/4) =F [[ (1 + 2L + ;=) . (4.34)
keZ*

By (4.34), we get the required uniform lower bound. Using (4.33), we thus

get (4.32). The proof of our proposition is completed. o
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4.5 Harmonic oscillator and the genus ®, 4 g. Let X be a complex
manifold. Let

E:0—-L—-M-—N-—>0 (4.35)
be a short exact sequence of holomorphic vector bundles on X. We assume
that the sequence (4.35) splits holomorphically, i.e.

M=L®N. (4.36)
Let hM be a hermitian metric on M which is such that the splitting (4.36)

is orthogonal. Let h”, h" be the corresponding metrics on L, N. Let
g € Aut(M) be a holomorphic isometry of M, which preserves L and N.

Let €1, ... e, 0 < ; < 2m, be the distinct eigenvalues of the action of
g on €. Then the exact sequence &£ splits into a direct sum
£ = Di<j< £, (4.37)

so that g acts on £% by multiplication by e?, and the splitting (4.37) is
orthogonal. Let B be a holomorphic skew-adjoint section of End(M) which
also preserves L and N and which commutes with g. Let 6], ... ,i%,,
0} € R be the distinct eigenvalues of B acting on £. Then the splitting
(4.37) can be refined into

0,0,

E=Di1gj< €7, (4.38)
1<5'<¢’

so that on Sej’e;’, g acts by multiplication by €%, and B by multiplication
0,0,
by iH;,. Of course, the splitting (4.38) is still orthogonal. Let kN~ 7" be

p 60",
the corresponding metric on N 059 Let VN , VIV "7 be the holomorphic

hermitian connection on (N, hY), (Ngj’e.;" , hNejyej/ ), and let RV, RNQ]‘%/ be
the corresponding curvatures.

We make the basic assumption that

EMN=1L. (4.39)
Equivalently, in M, N is the direct sum of the eigenbundles of g and B
associated to 6 > 0 or 6’ # 0.

Let JM be the complex structure of Mg. Let da, da be odd Grassmann
variables. Since C ~ R?, then A(R?) ®g C is the algebra generated by
1,da and da. Moreover A'(R?) @r C ~ C(da,da). In the sequel, we will
consider the graded tensor product (A(R?) ®g C) ® c(Ng), so that da,da
will anticommute with the odd elements of c(INg).

Let ¢ = dim L,¢ = dim M. Let eq,..., e be an orthonormal basis of
LR, let egpry1, ..., e90 be an orthonormal basis of Ng.
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Recall that A(N*(®D) is a ¢(Ng) Clifford module. To make our notation
simpler, we will assume that if U € Ly, then c(U) acts like 0 on A(N*(1D),

DEFINITION 4.11. For s €]0, 1], let L be the differential operator acting
on Coo (Mg, C(da, da) @ A(N*O1)),
S 2 S
Ly =—5 (Ve + 3((RY = (1 +5)B)Z, ;)" + §|BZ?
— 2(Be;, e5)cle;)c(e;) + $(RMBZ, Z) — Sidac(JM BZ) — £dada(JM BZ, Z)
+ $Te[RM] — iTx[B].  (4.40)
Using the notation in (4.25), set
F = —sB*+ s(RM —iJMdada)B , (4.41)
H=RM _(1+5)B.

Put
P=H?+A4F. (4.42)
A straightforward computation shows that
P = (RM - (1-s)B)” — 4siJ" Bdada. (4.43)

Let P be the component of degree 0 of P in the considered Grassmann
variables. Then

PO = (1-4s)%B2. (4.44)
Therefore, if |B| is small enough, for s €]0,1], then P(®) > —4x2. For |B|
small enough, we can then use the results of section 4.4.

DEFINITION 4.12.  For |B| small enough, let ¢*(Z,Z2'), Z,Z' € MR be
the smooth kernel of the operator exp(—L§) with respect to the volume
dvp (Z') ) (2m)dim M

Then ¢*(Z,Z') € (A(R?) ®r C) ® A(T5;X) ® End(A(N*®D)). Tn the
sequel, we will take the supertrace of gq*(g~'Z,Z). In the case where
N =0, we just consider ¢°(Z, Z) € A(R?) ®r C.
Theorem 4.13. For s €]0,1], the form Trs[gq*(g~'Z, Z)] is invariant by
translations by elements of Lg. If |B| is small enough, for any s €]0,1],
there is C > 0, C' > 0 such that if Z € Ngr, then

la°(97'2,2)| < Cexp (- C'|Z]). (4.45)
Moreover, if |B| is small enough, the following identity holds,
_ don(Z)
1 N _ M

@/NTI“S l99°(97' 2, Z)]W = Tdges(M,h™)

(14 dada®s g p(N*,hN")) . (4.46)



Vol. 10, 2000 HOLOMORPHIC EQUIVARIANT ANALYTIC TORSIONS 1337

Proof. To prove (4.45) and (4.46), we may as well assume that g acts on
M by multiplication by €, 0 < § < 27, and B by multiplication by 6.
Now we use the notation in (4.22)—(4.24). By the above, it follows that
o(F,i0,H) € End(M) is well-defined. Put
S(F,i0, H) = det [o(F, i, H)] . (4.47)
If 9/ =0, ie. if B=0, then
P =RM?2, (4.48)
of which a trivial square root Q is RM. If § # 0, then B is invertible. If
s €]0, 1], a square root @ of P is given by
Q=RM —(1-5)B—dada(RM — (1 - s)B)"'2isJMB. (4.49)
More generally, in all cases (including the case where s = 1), we temporarily

assume that RM is invertible (so that RM (R™)~! = 1), and write a square
root @ of P as in (4.49). Using (4.49), we get the identity ,

H+Q .y . isJMB
ZT% _RM _ B dad 4.50
2 YR —(1—$)B" (4.50)
—H+Q —  isJMB
2 TX _sB—dad .
2 TR (1= 9B

Let £? be the differential operator defined as in (4.25), with V' = M, and
F,H as given in (4.41). Let p*(Z, Z") be the smooth kernel associated with
the operator exp(—L?), with respect to the volume dvys(Z2')/(27)4m M. By
(4.30), we get

a2 = |t

oo -2 minmzz)). as

First we consider the case where § = 0,0’ =0, i.e. M = L. Then
o(F,0,H)=0. (4.52)
Recall that A is the multiplicative genus associated to A\(x) = % By
(4.51),(4.52), we obtain

p*(Z,7) = A(—R"). (4.53)
Using (4.40), (4.53), we get
©q°(Z,7Z) = Td(—RF /2ir) . (4.54)

So we have established our theorem when 6 =0, §’ = 0.
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Now we assume that 6 and 6’ do not vanish together so that M = N.
We claim that if |B| is small enough, if s €]0, 1], then

(sitem)

o(F,i0, H)
are positive definite operators. By (4.49), this is clear for the first operator.
Also observe that by (4.50),
o(F,0,H)® = 4sinh(—B/2)sinh(sB/2), (4.55)
which is indeed positive for B invertible if |B| is small enough. A similar

argument can also be used in the case where 6 ¢ 27Z.
From (4.51), we get (4.45) and we obtain

/NRps(g_lz’ Z) (Czi?)vd(fgv - E(F,EH,H) '
By (4.22), (4.47)—(4.50), we get
S(F, 0, H) = det [4sinh (3(RN —B—if + dada(sB/(R" —(1-s)B))))
sinh (3 (sB + 10 + dadasB/(RYN — (1 — s)B)))]. (4.57)

and

(4.56)

Equivalently,
S(F,i0, H) = det [4sinh((—R"™ + B +i0)/2) sinh(—(sB + i6) /2)]

(1 - dagdaTr [RN —?f_ 5 (Coth(=R" + B +i6)/2)-

coth((sB + i@)/2))] > (4.58)

From (4.58), we get
1

SE O [det(4sinh((—RN + B +i6)/2) sinh(—(sB +i0)/2))] "

(1 58 [r=ir=gatoonr <5+

— coth((sB + z@)/2))}> . (4.59)
Moreover by [Bi7, eq. (5.6)],

TrSA(N*(O‘l)) [g exp <s/4 Z(Bei, ej)c(ei)c(ej»”
— 0 dimN/2 o [2sinh(—(sB +i6)/2)] . (4.60)
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From (4.40), (4.56)—(4.60), we find that when 6 > 0,

@ /NR Trs[94° (9~ "2, 2)] %

dada

= Td,en (N, hY) (1 + 2Ty [( — coth((—RN /2im + B +i6)/2)+

coth((s +i6)/2)) — /%:f e BD (461

From (4.6), (4.19), (4.54), (4.61), we get (4.46). The proof of our theorem
is completed. O

4.6 The characteristic classes Iy k(Nx, ,x) and ®; 5 k(Nx, /x)-
We make the same assumptions and we use the same notation as in sections
1 and 2. Let g € G, Ky € 3(g9). Take z € R*, K = zKy. On Xy, g
acts on Ny, /x, with locally constant distinct eigenvalues exp, ... expa.
Similarly B = VIX KX acts as a skew-adjoint morphism of N Xy /x which
commutes with g, whose eigenvalues are also locally constant.

For z € R* close enough to 0, we can then define the characteristic
classes Iy B(Nx, /x), Psg.B(Nx,/x) on Xy In the sequel, we will note
these classes Iy (Nx,/x), ®s,g9,8 (Nx,/x)-

5 A Comparison Formula for the Equivariant Torsions

In this section we state our main result, which is a local formula for the ra-
tio of the infinitesimal equivariant Quillen metric to the equivariant Quillen
metric. In this local formula, the current Sk (X,w¥) constructed in sec-
tion 3 and the genus I introduced in section 4 appear. Also we verify the
compatibility of our formula to the immersion formulas for the Quillen met-
rics and for the current Sg (X, wX). Finally, we speculate on the arithmetic
consequences of our formulas, in particular in connection with recent work
by Kohler-Roessler [K6R1,2] and Kaiser-Kohler [KK]. We show that at
least formally, the known results on Quillen metrics and analytic torsion
forms are consequences of a formula expressing the current Sg (X,w¥) in
terms of arithmetic characteristic classes.

This section is organized as follows. In section 5.1, we state the formula
comparing the two sorts of equivariant Quillen metrics. In section 5.2,
we show that this result combined with the immersion formulas for these
Quillen metrics implies a nontrivial identity on currents. In section 5.3,
we prove a nontrivial identity on Bott—Chern currents with excess normal
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bundle, which is essentially a restatement of the results given in section 3.2
on excess formulas for the current Sk (X,w¥). In section 5.4, we give a
direct proof of the compatibility of our main formula with the immersion
formulas using these excess formulas. Finally in section 5.5, we speculate
on the arithmetic consequences of our identity.

5.1 The main result. For convenience, we state again the main result
of this paper, already given in Theorem 0.1. Here we take g € G, Ky € 3(g).
If z € R, we take K = zKj.

Theorem 5.1. For z € R*, if |z| is small enough, the following identity
holds

~ K 2
log (M) — / Td, i (TX, hTX)chy i (B, 1) Sk (X, w¥)
Xg

I Txg () (geX)
_ /X Tdyox (TX) T, i (N, /x)chyerc (E) . (5.1)
g, K

5.2 Compatibility with the immersion formulas. We temporarily
assume that besides the above assumptions, the assumptions of sections 1.6
and 2.8 also hold. Using Theorem 2.28, we find that for |K| small enough,

~ 2 2
log< AG<E)> (g’K)_log(u ||AG<E)) (ge5)

Mo Mhew)

= / Td, x(TX, R T, 1 (X, hT)

g9

+ / Tdyer (TX, hTX)TgeK (Xg.r, 1)
Xy K

+ / Td,  (Ny/x, WYY Tdy ke (TY |y,, TX |y, , T )chy i (F, b

g

_ — TX
—/Y ngelK (NY/Xa hNY/X)ngek (TY|yg7K,TX|yg7K,h |Y97K)Chg€1< (F, hF)

9,K

— [ T (T Ry e Ny el ()
Yg

—I—/ ngeK(TX)RgeK (Ny/X)Chgek(F) . (5.2)
Y,

9,K

On the other hand, by using Theorem 5.1, we find that

~ 2 2
1Og(lucw)) (g,K)—log(””*Gw)) (geX) =

Moy Mhew
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/x Tdy i (TX, K" )chy i (E, hP) Sk (X, 0™7)
o
— /Y Td, x (TY, ™Y )chy 1 (F, hT) S (Y, w¥o)
o
-/ Ty (TX) Ty (Vo )by ()

+ /Y Td,oic (TY) .1 (N )ehyorc (F). (5.3)
g9, K
Now, we will give a direct explanation for the compatibility of formulas

(5.2) and (5.3).

5.3 An identity of Bott—Chern currents with an excess normal
bundle. We make the same assumptions as in section 5.2. Now, we pro-
ceed as in section 3.2, with X,Y replaced by X,,Y,;. Consider the short
exact sequence of vector bundles on Y g,

0—>NngK/Yg—>NX%K/Xg—)N—>O, (5.4)

Equation (5.4) defines the vector bundle N. This vector bundle is an excess
normal bundle.
We have the holomorphic splitting,
NYg/Xg - NYg,K/Xg,K SN (5'5)
In fact, observe that K acts on Ny, /x, . Then Ny, 1 /x, x 1 the eigenbundle
associated to the eigenvalue 0, and N is the direct sum of eigenbundles
associated to nonzero eigenvalues. The splitting (5.5) is orthogonal with
respect to the obvious metric RNYe/Xg

—_—~—

Let CmaxK(NYg 1Yy NX, /Xy hNXg,K/Xg) be the Bott—Chern class on
Y, k, such that

29 —1

Nx,_ ./x
2im maxK(NY K/Yg7NXg$K/Xg7h 9K 9)

_ -1 Nx_ ./x
= CmaX,K(NXg,K/Xg7h g9,K g)

— Cmax,k (Ny, /v, hNYo1c/Ya) ek (Y, hYY . (5.6)
The vector bundle N splits holomorphlcally as
N = @9/ N , (5.7)

so that VIX KX = mTX(K) acts on N by multiplication by ZP},. Let

~9’., ~n!
hN' 7" be the corresponding metric on N b Now, we proceed as in Defini-
tion 3.11.
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DEFINITION 5.2. Let RE(N, hﬁ) be the closed form on Y g,

K(N,hN) = ZR (N hN]) (5.8)
and let RE(N) be its cohomology class.

Theorem 5.3. For z € R, |z| small enough, the following identity of
currents on X, holds,

— Ty i (Xg, ) — Sk (X, wX9)chy (B, hF) 4
Sk (Yy,w¥7)chy i (F, hE) 5y Tyex (Xg.x, h")
ngyK(Ny/X7hNY/X) g

X
Nx x,) 9, K
cmax,K(NX%K/Xgah 9./ Xg

P

CmaxK(N hN) maxK(NY%K/YquXg,K/ngh
Td, G (Nyyx, hNY/X)ehg g (F, )6y,

+C;;X,K(NYQ,K/YQ)Td;,}{(NY/X)RK(ﬁ)Chg,K( )0y, x
=00 P, oy, /Pikeoy, - (5:9)

Proof. This result has been essentially proved in [Bi9, Theorem 3.2], this
result being also restated in Theorem 3.12. Here we will use the notation in
section 3.2. In fact assume temporarily that ¢ = 1, and that the complex
(E,v) is a Koszul complex (A(H*),+/—1i,). Here H is a holomorphic vector
bundle on X on which G acts, o is a G-invariant section of H. Then doly
gives a G-equivariant identification

Hly =~ Ny/x . (5.10)

NXg,K/Xg)

We assume that the metric A¥ comes from a G-invariant metric A" on H,
which is such that the identification (5.10) is an isometry. Then by [BiGS3,
Theorem 3.17],

T (X, hP) = T (H, h")ex (X, ) in Py /Py . (5.11)

In [BiGS3], (5.11) has only been proved in the case where K = 0, but the
proof immediately extends to the general case. The same argument shows
that

Toxc(Xie, W) = T (H, hM)e (X, ) in PEY/PRE0. (5.12)
Then using Theorem 3.12, and (5.11), (5.12), we get (5.9) in this special
case. In the case where g = 1, but the complex (E,v) is not necessarily

Koszul, one can reproduce word for word the proof of [Bi9, Theorem 3.2]
and obtain (5.9) in full generality.
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When ¢ is not necessarily equal to the identity, a combination of the
arguments of [Bi9], [BiGS3, Section 3f)] and [Bil2, Section 6] leads easily
0 (5.9). Details are left to the reader. O

5.4 A direct proof of the compatibility. Now we will show how to
verify directly the equality of the right-hand sides of (5.2) and (5.3) using
(5.9).

In fact we multiply (5.9) by the form Td, x(TX,hT¥X), and integrate
on X,. We claim that this identity, when combined with Theorem 4.2,
leads to the equality of the right-hand sides of (5.2) and (5.3). In fact one
uses the obvious identity over X, f,

Tdy x (TX, K1)

= Td, .« (TX,h1¥). (5.13)
CmaX7K(NXg,K/Xg,h,NXg,K/Xg) g
Also, by Theorem 3.9, we get
Sk (Yy, w
/ Td, o (TX, h7Y)— KT g])v chy i (F, hE)
Y, Tdg x (Ny)x, h™Y7%)

= / Td, r(TY, h™Y) Sk (Yy, w¥o)chy i (F, hT)

g9

+/Y Td;}((Ny/X,hNY/X)ngVK(TY\yg,TX]yg,hTX|Yg)ch97K(F, ht)
g

Ny/x Ny, k1Y, -1
_ . (ng7K(NY/X’ h*'Y/ )CmaX:K(NYg,K/Yg7 h™ Yo, 9))

g9,K
Tdy i (TY |y, TX |y, KTXI0 )chy i (F,hY) . (5.14)
We claim that on Yy g,

et (N WV Yeinh e (N, vy N, g B 50050 TA™Y (N, BYVY/3)
Tdg, i (TX, W) 4 (Tdg i (Ny s PV ) e ic Ny, ey B ok ¥0)) !
Tdy x (TY |y,, TX|y,, hTXMs)
= Td_L (Ny/x, WNYX) Tdyer (TY |y, o, TX |y, o, o)
in PYox /pPYox0  (515)
In fact, let NX%/  be the direct sum of the eigenbundles of g associated to

eigenvalues of ¢ not equal to 1. Then we have the holomorphic splitting of
vector bundles over Yy .,

NY/X :NYg,K/Xg,KGBN@N;:/X' (516)
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Also the splitting in (5.16) is orthogonal. Using (5.16), we get identities of
forms on Yy  which extend (5.13),

Tdy x (TY, hTY)

Td, .« (TY,hTY) =

K
CmaX,K(NYg,K/Ygah 9K/ g)

Tdg,kx (Ny,x, hNv/X)
cmaX,K (Nv hﬁ) ‘

Using (5.13) and (5.17), when applying the operator 99/2im to both sides

of (5.15), we get a known identity. The identity (5.15) itself then follows

from the uniqueness of Bott—Chern classes.
Also observe that by (1.47) and by Theorem 3.9,

/ ng,K(TX)RQ’K(Ny/X)Chg’K(F)

g

(5.17)

ngeK (NY/X7 hNY/X) =

_ /Y Td s (TX) Ryorc (Ny x)chorc (F)
g9, K

= /Y ngeK (TX) (RQ,K(NY/X) - RgeK (NY/X)) ChgeK (F> )

9, K

/X ngeK (TX)I%K(NXK/X)ChgeK (E) - / ngeK (TY)IQ,K(NYK/Y)
g9, K

Y,k

ChgeK (F) = /Y ngeK (TY)Ig,K(NXK/X/NYK/Y)ChgeK (F) . (518)

9, K

Now using Theorem 4.2, we get
Iy k(Nxy /x /Ny y) = Ry (Ny)x) = Ryexc (Nyx) + R¥(N).  (5.19)

From (3.28), (5.14), (5.15), (5.18), (5.19), we have thus obtained a direct
proof of the equality of the right-hand sides of (5.2) and (5.3).

5.5 Riemann—Roch for the equivariant Quillen metrics. Suppose
that X is an arithmetic variety in the sense of Gillet—Soulé [GilS1,2,3], i.e.
X is an integral regular flat projective scheme over Spec(Z). Let w™ be
a Kéhler form on X¢ which is invariant under complex conjugation. Let
(E ,hE ) be an algebraic Hermitian vector bundle on X. Here h” is a Hermi-
tian metric on X¢ which is also invariant under complex conjugation. Let
wX be a Kahler form on X¢ which is invariant under complex conjugation.
Put

A =det(H (X, E)). (5.20)

We equip A¢ with the Quillen metric || || associated to w™, h¥.
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The Hermitian vector bundles TX and E map to the Grothendieck
group Ko(X) of Hermitian vector bundles introduced by Gillet and Soulé
in [GilS2]. In [GilS1,2], Gillet—Soulé also defined arithmetic Chow groups
C/'?I(X) and a Chern character map ch : I?O(X) — C/'?I(X) In particular,
there is a map a from the vector space of sums of smooth real (p,p) forms
modulo forms of the type da+073 into CH (X). Other characteristic classes
like the Todd class Td were constructed as well. The map f : X — Spec(Z)

maps C/’I?(X) into C/’I?(Spec(Z)). Also C/’El(Spec(Z)) ~ R.

Let deg(A) € R be the Arakelov degree of A Then the Riemann-Roch
theorem of Gillet—Soulé [GilS4, Theorem 7] asserts in particular that

deg(\) = £.(TA(TX, h"X)ch(E, hP) — a(TA(TX)R(TX)ch(E)))™".
(5.21)
More generally if X and Y are non singular quasiprojective arithmetic
varieties and if f : X — Y is a projective morphism, let fi : I?O(X) —
Ky(Y) be the direct image in Ky theory. Note that the definition of f in-
corporates the higher analytic torsion forms constructed in Bismut—Ko6hler
[BiK]. As an example, if for i > 0, Rim,E = 0, let hE™E he the obvious
Lo metric on R7,E. By definition,
F(E) = (ROm.E, hT"™F) — a(T(wX, h7)) . (5.22)
As conjectured by Gillet—Soulé in [GilS3], and proved by them in [GilS5]
using results of [Bil3] on the behaviour of the higher analytic torsion forms
under embeddings (the results of [Bil3] extend the results of Bismut—
Lebeau [BiL|, where the case where the base is a point was considered),
(5.21) extends to the equality

ch(f(E)) = fo(TA(TX, hT¥)ch(E, hP) — o(Td(TX)R(TX )ch(E)))
in CH(Y)q. (5.23)
A K-theoretic version of (5.23) has been given by Roessler [Ro].

Assume now that X is an arithmetic variety taken as before. Put T =
Spec(t,t1), and assume that X is equipped with a projective action of T
This induces in particular an action of C* on X¢g. Of course S C C*. We
assume that F is T-equivariant, and we also suppose that the considered
metrics are S'-invariant.

Take n € N. Let U be the total space of the universal line bundle
on P". Then Spec(t,t!) acts on U* and X. Form the quotient V =

U* Xgpec(t,t-1) X+ (As pointed out by D. Roessler, quotients have to be
handled carefully.) Then f : V — P™ has fibre X. Let © be the curvature
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of the connection of the universal line bundle on P™ equipped with the
Fubini-Study metric. Then by (2.74), the analytic torsion forms T'(w™, h¥)
associated to this projection (these are forms on Pg) are given by

T(w™, hF) = Zo(w™, nP) (1,—5%) (0). (5.24)

On the other hand, in [Bill, Section 7e)], Bismut conjectured an arith-
metic Lefschetz formula with group actions, in which the genus R(z) of
Gillet and Soulé would be replaced by the genus R(6,z). Using the re-
sults of [Bil2] described in section 1.6, Kohler and Roessler [K6R1] have

established such a formula, which takes the form
chy(fi(E)) = fi(Tdy(T X )chy(E)—a(Tdy(TX)Ry(TX)chy(E))) . (5.25)

In (5.25), if f is the projection X +— Spec(Z), ’fag(TX),cAhg(E) are arith-
metic versions of the Atiyah—Bott characteristic forms evaluated on the
fixed point set of g on X. The precise assumptions are given in [KoR1]. It
is very likely that a similar statement holds when Spec(Z) is replaced by
an arbitrary base Y. In (5.25), if for i > 0, R'f,E = 0, then

A(E) = (RO£. B, hFEY — o (T(wX,hF)) (). (5.26)

In (5.26), (RO fE, R f<E ) is considered as a G-equivariant Hermitian vec-
tor bundle, and T'(w”™, h¥)(.) is viewed as a form on Y depending on g € G.
Now in the special case considered after (5.23), R f.E is given by
R fi(E) = U* Xgpeer,i—1) H' (X, E). (5.27)
From (5.27), we find that R f.(E) can be obtained via the character of
the representation of 7" on H (X, E'), which is given by the Lefschetz fixed
point formula.

Let us now apply the Kohler-Roessler formula (5.25) in degree 1, and
also the Riemann-Roch formula of Gillet-Soulé given in (5.23) to the pro-
jection f : V +— P". Using Theorems 4.2 and 5.1, we should get the
following conjectural equality in R,

/ Tdg (TX, hTX)chy (E, hP) Sk (X, w™)
X

= / ﬂK(TXv hTX)éBK(E7 hE) - / ﬁeK(TXa hTX)&leK (E, hE)
X X

K

+ / Tdex (TX)R¥(Nx,./x)chex (E).  (5.28)
XK

In (5.28), K is a rational element of R, the Lie algebra of S'. Also
Tdg (TX,hT™X) and chy (E, h*) are still not defined equivariant arithmetic
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characteristic classes. More generally, one should expect that if « is an
arbitrary equivariant characteristic class,

[ atwrserx.m) - |

a(K)— / A(K) e mas, i (N, hVX57%)
X X5

4 /X a(K)eak (N x) RS (N x) - (5.29)
K

In fact a direct motivation for suspecting that (5.29) should be true is the
immersion result for the currents Sy (X, w™) [Bi9, Theorem 3.2], which was
stated in Theorem 3.12.

It is very likely that a formula like (5.29) can be given a direct proof,
independent of Riemann—Roch, by using a technique of deformation to
the normal cone. An asymptotic version of (5.29) as K tends to 0 was
established by Kohler and Roessler [K6R2], using their Lefschetz fixed point
formula in Arakelov geometry [K6R1] and also Theorem 5.1.

It should be pointed out that part of Bismut’s work on Quillen met-
rics was itself motivated by the fact that at least formally, the theorem of
Riemann—Roch in Arakelov geometry is itself a consequence of a formula
like (5.29) in infinite dimensions.This has been explained in some detail in
[Bi9,10].

Namely let (X,w¥) be a compact Kihler manifold, and let LX be its
loop space, i.e. the set of smooth functions from S' into X. Then S acts
on LX by kex. = x.s. The generating vector field for this action of S! is
just K(x) = dx/dt. The Kihler wX lifts to a S'-invariant Kihler form
wXX on LX. Moreover K is a holomorphic vector field on LX (for a natural
holomorphic structure on LX).

In [A], Atiyah explained an argument of Witten showing that at least
formally, starting from the classical McKean—Singer index formula [MS] for
the Euler characteristic x(det TX)_1/2)(this is just equation (2.21), with
g = 1) could be written formally in the form

x((det TX)"Y?) = /LX exp(—(d +ix)K'/2t) . (5.30)

Also in [A], it was observed that if A(z) = % is identified with the
corresponding multiplicative genus, then one has the formal equality of

cohomology classes on X,
Com it (X/LX) = A(TX). (5.31)
Recall that b; was defined in (3.5). In [Bi8,9], identity (5.31) was extended
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to the formal equality
x(E) = / biB(L(E @ (det TX)'?)). (5.32)
LX

In (5.32), B(L(E ® (det TX)'?)) is a natural lift of the Chern character
form of E ® (det TX)'/? to LX into a d — 2imig-closed form, which was
constructed in [Bi2].

In [Bi8], it was shown that at least formally

ge(wX,hE)—/ Sk(LX,w")B(L(E ® (det TX)V?)).  (5.33)
s LX

In [Bil0], the main result of Bismut-Lebeau [BiL]|, which is Theo-
rem 1.15 for ¢ = 1, was obtained as a formal consequence of the main

result of [Bi9] stated in Theorem 3.12. In particular, an interpretation
given in [Bil0] of the genus R of Gillet and Soulé [GilS3] is that

RN (Nx/rx) = R(TX). (5.34)

One can then show that at least formally, equation (5.29) ‘implies’ the
Riemann-Roch theorem of Gillet and Soulé [GilS4] in the form stated in
(5.23).

The theory has almost come full circle. An infinite dimensional version
of infinite dimensional equivariant cohomology was a motivation behind
some of the proofs needed in establishing analytic aspects of the theory of
Quillen metrics and higher analytic torsion forms.

6 A Proof of the Comparison Formula

The purpose of this section is to establish our main result Theorem 5.1.
The general organization of the section is similar to [BiL, Section 6]. In
particular, we prove our main result by deforming a contour integral.

This section is organized as follows. In section 6.1, we construct a closed
I-form 74, on R x R} . In section 6.2, we introduce a contour depending
on two parameters,(a, 4), with 0 < a < 1 < A < 400, on which the
integral of 7, vanishes identically. So we get an identity written in the
form 22:1 Ilg = 0. In section 6.3, we state two key intermediate results,
whose proof is delayed to sections 8 and 9. In section 6.4, we study the
asymptotics of the I,g’s, as A — +oo,a — 0. Finally, in section 6.5, we
obtain a final identity, which is shown to be equivalent to Theorem 5.1.

In this section, we make the same assumptions and we use the same
notation as in section 5.
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6.1 A closed one-form.
DEFINITION 6.1. Set

KX
D = DX 4+ T4E). (6.1)
With the notation in (2.19),
Df =A_ /~p. (6.2)

PROPOSITION 6.2. Let oy be the 1-form on R’ x R,

= %TI“S [Ng exp(fLK—tDi,{(’Q)}—}—dT Tr, [i(u, K)g exp(fLK—tD%(’Q)] .
(6.3)

Then oy is a closed form.

Proof. Replace temporarily T' by /—1T), i.e. D:,)f by Ar, which was intro-
duced in (2.16), (2.18). Then the proof of our proposition is the same as
the proof of [Bi6, Theorem 2.2], [BiL, Theorem 3.3] or [BiZ, Theorem 5.6].
The comparison with [BiZ] is especially relevant, since, in view of (2.10),
(u, K) plays here the role of f/2 in [BiZ]. Changing back T  into —/—1T,
we obtain the desired result. Needless to say, a direct simple proof can be
given. o

DEFINITION 6.3. Let 7;, be the 1-form on R} x R},
Vo = %Trs[ (N — szm) gexp(—LK — thf;)}
t v

+ DTy [iu, K)gexp(—Lg — tD?i)] . (6.4)

PROPOSITION 6.4. The I-form vy, is closed.

Proof. In (6.3), we make the change of variables
T=31-1, (6.5)

and we use Proposition 6.2. O

6.2 A contour integral. Take 0 <a <1< A < +4o00. Let I' =T 4
be the oriented contour in R? indicated in Figure 6.1. Set

1,2:/7, 1<k<3. (6.6)
Ly
Theorem 6.5. The following identity holds,
3
D =0, (6.7)
k=1
Proof. This follows from Proposition 6.4. O

In the sequel, we will make A — +00, a — 0 in this order in identity
(6.7), and we will ultimately obtain Theorem 5.1.
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t A
A b
r
r
1
af---- = ;
] 3 :
o a A <
Figure 6.1:

6.3 Two intermediate results. We use the notation of section 3. Set

& = / Tdy, 1 (TX, W™ )chy i (B, h7)d,
g

D 1(g, K) = /X Td s (TX)chyoi (B)i{p, K), (6.8)

Fo(g, K) = /X N Tdyex (TX) (S2) (N, o/, )chger (E)

Cmax

Then by the analogue of (3.9) for d, and by (3.34), as v — 0,

g = —%96[() _ Folg, K) + O@v). (6.9)

Also observe that by (4.20), as s — 0,
[ Ty (), (N )l (B) = Bof. ) +O(). (6.10)
9, K

Recall that g € G, Ky € 3(g), and that K = 2K, with z € R*. We
now state two intermediate results which will be needed in our proof of
Theorem 5.1.

Theorem 6.6. For z € R, if |z| is small enough, givenv € R , ast — 0,

Trg [zw’v—lqg exp(—LK — th’_i)} — —€y . (6.11)

Moreover, given z € R*, and |z| small enoufgh,v there exist C' > 0, v €]0, 1]
such that for t €10, 1], v € [t, 1],

‘TrS [zwv—mg exp(—LK - tD?f%)] + ey

<C(t/v)". (6.12)
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Given z € R*, if |z| is small enough, there exists C' > 0 such that for
t€]0,1], v >1,

T [i852 g exp(~ L — tD7?) )] [ < €. (6.13)
t v

Theorem 6.7. If z € R*, if |z| is small enough, given v € [1,400[, as
t— 0,

] ~_ K
Trs[z%gexp(—LK—tD?(’f_%))} — D 1t(Ug€ )

+ /X ngeK (TX)(bl/v,g,K(NXK/X)ChgeK (E)+o(1). (6.14)
g9, K

Proof. Theorem 6.6 will be proved in section 8, and Theorem 6.7 in sec-
tion 9. O

6.4 The asymptotics of the I,Sls. We now study the I,g’s. It will be
understood in the sequel that in all our statement, z € R* will be such that
|z| is small enough.

1) The term I9. Clearly,

N = /aA T [ (V= D) gexp(~ L — tDY*, ) |4 (6.15)
a) A— +oo. As A — +oo,
Trs[(N - M)geXp(—LK - tD)%(’_Z%)}
— Tr, [(N — M)gexp(—LK - tD);?)} =(g9,K). (6.16)

Clearly,

(KX
VIDY 4 = ViDX + (1 - §) 0. (6.17)

By (6.17) and by Theorem 7.7, for |z| < 1, there is C' > 0 such that for
€ [1,+o0[, A € [t,+o0],

i(pK) o apX2 ] . H(X.E) K fel
‘TrSKN =t )gexp( Lk tD%_%)} Tre [Nge™]| < i
(6.18)
By (6.15)—(6.18), we find that as A — +o0,
19 — Tr T OB N geX ] log(A)
. ! dt oo dt
2= [ e BTt [ (e K) = ool K)) - (6.19)

B) a — 0. By Theorem 2.22, as a — 0,
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% + Co(g, K) log(a)

—>112=/01 <%(9,K)—M Col(g, )) Cit

Il —

[ Ol ) = 0, KN Y = C il 8). (620
1

7v) Evaluation of I%.

PROPOSITION 6.8. The following identity holds,
1?2 = = 20(w*, hF) (g, K)(0) + T'(1)(Co(g, K) — TrsT BN geK]) .

(6.21)
Proof. This follows from Proposition 2.25 and from (6.20). O
2) The term I9. We have the identity
9 =— /A Trs[Ngexp(—Lg — tD*?)] % : (6.22)
a

a) A — +oo. As A — o0,

1
IS—FTTSH‘(X’E)[NgeK] log(A) N 121 — _/ Tr, [Ngexp(—LK—tDXa)]%

Foo : dt
- /1 (T Ngexp(—Lic — tD¥2)] = TrH KB Ngek) D (6.93)

B) a— 0. By Theorem 1.6, as a — 0,

eK
D=1l9eT) _ py(ge”) log(a) —

a
1 K
/ s[Ngexp(—Ly — tD*?)] — % — Dy(ge™)) Cit
0
—/ (Trg[Ngexp(— L —tD%?)] —TrSH'(X’E)[NgeK])%—f—D,l(geK).
1
(6.24)

7v) Evaluation of I3.

PROPOSITION 6.9. The following identity holds,

5 = 20(w™, 1) (ge™)(0) + (1) ( — Do(ge™) + T, F) [NgeK(]) 25)
6.25

Proof. This follows from Proposition 1.7 and from (6.24). O
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3) The term I§. We have the obvious

A
. dv
Ig = / Tr, [z(u,K)gexp(—LK = aD)f’_Zl)] 2 (6.26)
a) A — +oo. As A — +o0,
oo dv
19— 1) = / Trs[i{p, K)gexp (— L —aDy %)) = (6.27)
B)a—0. Se
1
d
Jl = _/ gv_vu
a v
+o00 . K d
Jo = / Tr, [%g exp(—LK — an’_Zl)] Tv , (6.28)
1 a v

1/a ilp, K ~\ dv
Js = / <TrS [ { >gexp(—LK - an(’f_l))} + eav> —.
1 av U= v
Clearly
L=J+J+Js5. (6.29)
By (6.9), as a — 0,

D K
= P (. K os(a)

1 [ K
~ D_q(ge dv ~
0
By (6.11), as a — 0,

Tr, [@g exp(—LK — aD)f’_Ql)} — —ey. (6.31)
Also by (6.13), there exist C' > 0 such that for v > 1, a €]0, 1],
Trs [Mg exp(—Lg — aD)ffl)] ’ < % . (6.32)
From (6.28), (6.31), (6.32), we find that as a — 0,
oo dv
Jo — J} = —/ Cp— . (6.33)
1 v

By (6.12), there exists C' > 0, €]0, 1] such that for 1 <v < 1/a,
Ty [ 450 g exp(— Ly - aD?g_%))} +m| < S (6.34)
Using (6.9), (6.14), (6.28) and (6.34), we find that as a — 0,

Jy — Ji

+oo .
- /1 </x Tdger (TX)P1 .95 (Nxye/x)Chger (E) = Eo(g, K)> o
g9, K

(6.35)
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From (6.29), (6.30), (6.33), (6.35), we see that as a — 0,
I} — P21e) g K log(a) — 12 = JL+ Jd + JL . (6.36)

a

7v) Evaluation of I3.

PropPoOSITION 6.10. The following identity holds,

2 =— /X Tdyer (TX, K™ )chyor (B, W) Sk (X g, w™9)
g

+/ Tdyex (TX)Ig x (Nx, x) +1I'(1)Eo(g, K). (6.37)
Xg.K

Proof. By (4.21) (6.30), (6.33), (6.35), (6.36), we get
1 n K +o00
Ii = / <g” + 2 ) +Eo(g,K)>@ / A
0 v v 1

v
- / Tderc (TX) Iy i (Nx /x)chyer (B) — D_q(ge’) . (6.38)
XK

Using the analogue of (3.16) for gK(Xg,wX«q), (3.34) and (6.38), we get
(6.37). o

6.5 The final identity.
Theorem 6.11. The following identity holds,

3
Y p=o0. (6.39)
k=1

Proof. We will check that, as should be the case by equation (6.7) in
Theorem 6.5, the divergences of the I,g’s add up to 0.
a) A — +oo. By (6.19), (6.23), we get the diverging terms

—Tr T SB[ N gel]log(A) 4+ Trs P [NgeX]log(4) = 0.  (6.40)
Therefore
3
Y 1i=o0. (6.41)
k=1

B) a — 0. By (6.20), (6.24), (6.36), we get the diverging terms

- 70—1519’10 + Co(g, K) log(a) + %QQK) — Dyo(ge™) log(a)

_ D_i(ge™) + Eo(g,K) log(a) . (642)

a

Now by (3.17), (3.31),
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(5 = 10, )) Ty e (TX ¥ ety (5,5 =

g
/ (%5 = i K)) Tdyer (TX, BT )chyere (B, BF). (6.43)
Xg.K

Equation (6.43) says that, as should be the case, the coefficient of 1/a in
(6.42) vanishes identically. A similar argument shows that the coefficient
of log(a) also vanishes. We thus get (6.39). The proof of our theorem is
completed. 0

Now we use Propositions 6.8-6.10 and Theorem 6.11. Since the coeffi-
cient of log(a) in (6.42) vanishes, we find that the coefficient of I(1) in the
left-hand side of (6.39) vanishes. Identity (6.39) is then equivalent to (5.1),
i.e. we have completed the proof of Theorem 5.1.

7 The Construction of the Families Equivariant Analytic
Torsion Forms

The purpose of this section is in particular to establish Theorem 2.22. This
result implies that the infinitesimal equivariant torsion %g(wX hF)(g,K)(0)
introduced in section 2.6 is well defined. Also we introduce many of the
tools which will be needed to complete the proof of the main result of this
paper. Many of our tools were already used in [BiL].

One of the main points is to show that %5@)(, hE)(g, K)(0) is well de-
fined as a function of K € g, for [K| small enough. By using the techniques
of [BiGS1], [BiK], [BGV], it is relatively easy to define %O(wx, h¥) (g, K)(0)
as a formal power series. The fact it exists as a function requires nontrivial
estimates.

This section is organized as follows. In section 7.1, we study the be-
haviour of (g, K) as t — +oo. The proofs use estimates on trace class
operators. The fact that C'k; is the sum of a self-adjoint part VtDX and
of a skew-adjoint part ¢(KX)/2v/2t plays an important role. In sections
7.2-7.14, we study (g, K) as t — 0. In section 7.3, by using finite propa-
gation speed techniques for solutions of hyperbolic equations [CP], [T], we
show that our problem can be localized near the fixed point set X,. Let
LitK be a rescaled version of the operator Lg + C%t near v € X,;. The
problem is now reduced to understanding the behaviour as t — 0 of a kernel
E(Li’tK)(Z, Z'") whose support is close to the diagonal.

Recall that equation (2.69) involves an asymptotic expansion of v;(g, K)
as t — 0, and the first two terms have to be evaluated explicitly. Sections
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7.4-7.13 are devoted to obtaining the first term in this asymptotic expan-
sion. In section 7.4, we state a Lichnerowicz formula. In section 7.5, we
introduce a local coordinate system near X,. In section 7.6, given x € X,
we replace the manifold X by (TR X),. In section 7.7, we perform a Getzler
rescaling [G] on certain Clifford variables.

From section 7.8 on, we use functional analytic methods inspired from
[BiL, Section 11]. In section 7.8, we introduce a natural family of norms,

and we prove that the rescaled operators Li’tK verify corresponding elliptic

estimates. In section 7.9, we truncate the operator Li’tK, and we express

E(Li’fK)(Z, Z') as an infinite sum, for the reasons outlined in the Intro-
duction.

In section 7.10, we give estimates on the resolvent of the truncated
operators, and in section 7.11, we prove corresponding uniform regularizing
properties. In section 7.12, we establish uniform estimates on the truncated
kernels. Finally, in section 7.13, we obtain the first term in the asymptotic
expansion of (g, K) as t — 0.

In section 7.14, we obtain the second term in the asymptotic expansion
of v(g,K). In fact we use an algebraic identity taken from [BiGS1], to
reduce the problem to a new one, which is accessible to the techniques we
just described.

In our proofs, the constants C' > 0 may vary from line to line.

7.1 The behaviour of the supertraces as t — oco. Recall that
(g, K) = Trq [(N — i@)gexp(—l};{ — C’%Q} . (7.1)

Theorem 7.1. There exist 3 > 0, C > 0 such that if K € 3(g), |K| < £,
t>1,

(g, K) = e OB N ge)| < € (7.2

Proof. This subsection is devoted to the proof of Theorem 7.1. O
Let F* be the Sobolev space of sections of A(T*®Y) X) ® E on X. Then
F*=Q(X,E). (7.3)

The Hilbert space F© is naturally equipped with the norm | |o associated
to the Hermitian product (1.6). More generally, for s € R\{0}, let | | be
a norm on F*. We may and we will assume that | |5 increases with s. Let
¢ €10, 1] be such that

Sp(D¥)N{X e R,|\| <2¢c} CO. (7.4)

Consider the contour in C indicated in Figure 7.1. Let U be the elements
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A

= ] /\\6 Nads
. >
-3c/4 \ y 2 |(3c/4
A A,

Figure 7.1:

of C which lie outside the domain bounded by A and 6. In particular
+ico e U.

If Ac L(F* F%), let |A
norms on F'®, F¥.
PROPOSITION 7.2. There exist C > 0, C' > 0 such that ift > 1, A € U,

Jo=vip) P < e,
o= viD¥) = < o (14 )
Proof. Using (7.4), the first inequality in (7.5) follows. Also
(A = ViDX)"! = ﬁ(\/__l_DX)fl
+ (V1= 2VH(V=1=D¥)'(A = ViD¥)"t. (7.6)

|**" be the norm of A with respect to the given

(7.5)

Moreover

I(vV=1-D%)1* <. (7.7)
From the first inequality in (7.5), and from (7.6), (7.7), we get the second
inequality in (7.5). The proof of our proposition is completed. u]

DEFINITION 7.3. Fort > 1, A € U, put
KX _
m(\) = 1= S (0 = veD¥) (7.8)
ProrosiTION 7.4. Given M > 0, there exist tg > 1, C' > 0 such that
for K € g, |[K| < M, t>tg, A € U, then my(\) € L(F°) is invertible and
moreover

lme (3 =1 < (7.9)

<
i
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Proof. By (7.5), there exists C’ > 0 such that for K € g, |[K| < M, ¢t > 1,

lme()) = 1] < & (7.10)

Equation (7.9) follows from (7.10). 0
DEFINITION 7.5. Ifg € R, q¢ > 1, let £,(F°) be the space of the A € L(F?)
such that

1Al = {Tr[(A* A7} < 400 (7.11)
Then L,(F?) is a vector space and || ||, is a norm on L£,(F°). Similarly, if

A€ L(FY), let ||A], be the usual norm of A.
Let p be the orthogonal projection operator from F? on ker DX. Put

L=1-p. (7.12)
Theorem 7.6. Given M > 0, there exist to > 1, C' > 0 such that for
Keg, |[K|<M,t>ty, A€ U, then A — Cg is invertible, an moreover
(A= Cra) 7, <C. (7.13)
Let q be an integer such that ¢ > 2dim X + 1. Then there exists C' > 0
such that if K € g, |K| < M, t >to, A€ U, |\ < cV/t,

[ = Cr) ™ =p/A, < G(L+IA)- (7.14)
There exists C” > 0 such that if K € g, |K| < M, t > tg, A€ U, |\ < ev/t,
1A= Cre)™ = p/A7], < G (1+1A)).- (7.15)
Finally there exists C" > 0 such that if K € g, |K| < M, t > tyg, A € U,
A= Cr) ™|, <CA+IA)- (7.16)
Proof. Clearly
A = Crs = m(N\)(\— VDX . (7.17)

Using Propositions 7.2 and 7.4 and (7.17), we find that for ¢t > tg, A — Ck+
is invertible. More precisely

A= Cr)™ = (A= VIDX)Im (). (7.18)
By( 5), (7.9), (7.18), we get (7.13).
y (7.5), (7.6), for ¢ > 2dim X + 1,

H(A—\/ZDX)—lHq < C(1+|/\|)H(\/—_1—DX)_1HQ (7.19)
< C'(14|A])
Using (7.9), (7.18), (7.19), we get
|A = Cre) ™ = (A= VED¥) 7

<= VIDX) Y| [lmit ) = 1| o < G(L+IA]) . (7:20)
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If u € Sp(DX), pu # 0, then |u| > 2¢. So if i/ € C, || < ¢, then
=) > (721)

Let (DX)~! be the inverse of DX on the orthogonal space (ker DX)+ to
ker DX in FO. From (7.21), we find that if A € U, |\| < cv/%, then

o0 - Vi), < 20N, < G ()
Equation (7.22) is equivalent to
|(x=viD¥) ™ =], < G. (7.23)

By (7.20), (7.23), we get (7.14).
If1<r<gqifAeU, |\ <ceVvt, by (7.14),

H(A — CK,t)_(T_l) ((A - C'Kﬂf)_1 - %) yvicd | M

<ClA=Cr) A= Cie) T =p/Al, < G+ [A) . (7.24)
From (7.24), we get (7.15).
Fix \geU. If A €U,
A=Cr) ™' = Mo—Crt) "+ MNo-ANA=Cki) t(Mo—Crs)~'. (7.25)
By (7.13), (7.14), (7.25), we get (7.16). The proof of our theorem is com-
pleted. O

Theorem 7.7. Let M > 0. There exist C > 0 such that for K € 3(g),
|K| < M, t>1, then

| exp(—Ck,) —pl|, < % (7.26)
Proof. By Theorem 7.6, for |K| < M, t > to,
1
exp(—C?) = P / exp(—=A%)(\ — Ck¢) " tdN. (7.27)
T J AU{6}

Take g € N, ¢ > 2dim X +1. Let f; be the unique holomorphic function
on C\v/—1R which has the following two properties:

i = 2
im f,(0) =0 (7.28)
(g—1)
g (N 2
= =exp(—A).
(¢—1)! (=39
Clearly, there exist ¢ > 0, C' > 0 such that if A € A,
|fs(N)| < cexp(—=C|A]?). (7.29)

We have the identity

1
L / exp(—A%)(A — Ck ) tdA =
2im JA

2im

/ faO) (X = Crg)~9dX. (7.30)
A
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By inequality (7.15) in Theorem 7.6 and by (7.29), for ¢ > to,

1 _ D C
— N(A=ck) - E)aN| <=. (131
‘ 20T JAn{A N <V} F) (( ) X’) 1Vt (7:31)
Also by (7.16), (7.29),
1 4D
- faO) A =Cke)™ = 7.32
2im /Am{A;MzC\/Z} e | (7.32)
<C 1O = = L ax < cexp(-c).

AN{N[A[ZevE}
Finally by the theorem of residues,

1 dX
o /A faN)5g =0 (7.33)
By (7.30)-7.33), we find that for t > o,

1 C
— “A) A= Crp)ldr| < —. 7.34
iz L0 - | < (731
Now let g4(A) be a holomorphic function on C such that
(g—1)
9q (A) _ 22
TEDE exp(—A?). (7.35)
Then
57 6exp( A VYA =Cgy) T dr = 57 6gq()\)()\ Cry) %dX.  (7.36)
Moreover
1 [ 9,0\ 1 5 d)
— d\ = — —A)—=1. 7.37
2ir Js A 2im ), P (7.37)
By (7.15) and (7.36), (7.37), we get
1 C
— —A) (A= Cgyg) Hdr —p|| < —. 7.38
siz (0~ ko ar -] < (7.39)
By (7.27), (7.34), (7.38), we get (7.26). The proof of our theorem is
completed. O

REMARK 7.8. Equation (7.2) in Theorem 7.1 is a simple consequence of
Theorem 7.7.

7.2 The asymptotics of the supertraces as t — 0.

Theorem 7.9. There exist > 0, C > 0, v €]0,1] such that if K € g,
K| <3, te€l0,1],

onlg, K) — / Td, (T X)chy 1 (E)| < CE7 (7.39)

Xg
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Y(g, K) — M —Co(g,K)| < Ct7.

Proof. The remainder of the section is devoted to the proof of Theo-
rem 7.9. O

REMARK 7.10. By (2.68), ay(g,K) does not depend on t. The first
inequality in (7.39) then leads to a proof of the Kirillov formulas in (2.38).
Still because a¢(g, K') does not depend on ¢, (2.38) follows from an equality
of formal power series in the variable z € C, when replacing K by zK. A
proof of Kirillov’s formula along these lines has been given by Bismut [Bi3]
by changing z into iz, and by Berline-Getzler—Vergne [BGV, Section 8.3]
by proving the convergence as ¢ — 0 of the corresponding power series.
Still v4(g, K) cannot be dealt with by such arguments.

7.3 Finite propagation speed and localization. Put

Ay =t(Lx + Ck,). (7.40)
Equivalently
Ay =L + 2D} (7.41)

Theorem 7.11. Given > 0, there exist C1 > 0, Cy > 0, C)(8) > 0,
C3(8) > 0, Cy > 0, C5(B) > 0 such that if K € g, |K| < 8, t €]0,1], if
s,8 e V(X,E),
Re(A;s,s) > C1t?|s|3 — (02t2 + Cé(ﬁ))\s%,
Im(Ays, s)| < C3(B)t]s]1]slo, (7.42)
[(Azs, s')| < Ca(t]s| + Cs5(8)|slo) (t]s'|L + C5(8)]s']o) -
Moreover, as 3 — 0, C4(3), Cs5(8), C5(8) — 0.

Proof. Clearly

KX KX|2
At:tzDX’2+t<LK+ [DX,C(Q\/?)D Spay (7.43)
Moreover DX2 is an elliptic second order differential operator, and
Ly, [D¥, c(KX)/2V/2] are first order skew-adjoint differential operators.

So we find in particular that

Re(A;s, s) = <(1§2DX’2 - @) s, s> , (7.44)
Im(As,s) =t < (LK + {DX, C(Qf/}—;)]) S, s> .

From (7.43), (7.44), we get the first two equations in (7.42). The proof of
the third equation is similar. The last statement in our theorem is trivial. o
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In the sequel, we take § > 0, and we assume that |K| < .
For ¢ > 0, put

U, = {)\ € C, Re()) < mQ)° 02}
V. = {A € C, Re()) > 1m0 c2} (7.45)
ro={AeC Re() = 5" - 2}

Note that Ue, V., I'c are the images of {\eC, [ImA| > ¢}, {\eC, |Im\| < ¢},
{\ € C,|[Im)| = ¢} by the map A — A2

Theorem 7.12. There exists C > 0 such that given ¢ €]0,1], for 5 > 0
and t €]0,1] small enough, if A\ € U,, the resolvent (A — A;)™! exists,
extends to a continuous operator from F~! into F', and moreover,

(A —4)7Y™ < 2, (7.46)
[ = AT < e (0 )
Proof. We use a method due to Lax-Milgram. By (7.42), we observe that
if A € R, A < —(Cat? + C4(B3)), then
Re((A; — N)s, s) > C1t%|s)2, (7.47)
so that
|slo < iz | (Ar = s, - (7.48)
Also since A4; is elliptic of order 2, given A € C, there exists Cy(A,t) > 0
such that
|S’2 < Cl()\,t)(‘(A — .At)8|0 + ’8‘0) . (749)
From (7.48), (7.49), we find that if A € R, A\ < —(Cot? + C5(B)), the
resolvent (A — A;) ™! exists.
Now take A = a + b, a,b € R. By (7.42),
(A = Vs, )| = sup{Crt2lsf} — (Cat? + C5(8) + a)lsf3.
— C3(B)tls|1]slo + [b]Is[5} . (7.50)

Set
C(\t) = iggsup{Cl(tu)Q— (Cot? +C5(B) +a), —Cs(B)tu-+|b|} . (7.51)
u>1
Since |s]o < |s]1, using (7. 50) (7 51) we get
(A s,8)| = C(\1)]s]§ - (7.52)
Now we fix ¢ €]0, 1]. Suppose that Ae U, ie.
a< @ — 2. (7.53)
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Assume that u € R is such that
|b] — C3(B)tu < c? (7.54)
Then by (7.53), (7.54),

Cy (tu)? — (Cot® + CY(B) + a) > Cy (tu)? — L5 — Cyt? — C%(B)

42
2
> (€= G2 (tu)? - S ¢u + 32 02#—0;(@. (7.55)

For 3 small enough,
Oy >0 -Gl > G (7.56)

The discriminant A of the polynomial in the variable tu in the right-hand
side of (7.55) is given by

A=G (32 - o2 - cy(e)) (Cr - G . (7.57)

4c2?
Clearly, for 3,t small enough,
A < =220 . (7.58)
From (7.55)—(7.58), we get
C(tu)? — (Cot® + CH(B) +a) > & (7.59)
Ultimately, by (7.51)—(7.59), we find that for 5 > 0, ¢t €]0,1] small
enough, if A € U,
C(\t) > % (7.60)
From (7.52), (7.60), we deduce that given ¢ > 0, for ¢ > 0, f > 0 small
enough,
(A = Vs, )] = Ssl5 (7.61)
By (7.61), we get
|\ = Ap)s|, = Slslo- (7.62)
By (7.62), we deduce that if A € U,, if the resolvent (A — .A;)~! exists,
then
(A —A) ™ < 2. (7.63)
From (7.63), we find that if ' € C,|N — A| < ¢?/2, the resolvent
(N — A;) 71 still exists. We saw that if A € R, A < —(Cat? + C4(3)), the
resolvent (A—.A;) ! exists. From the above, we deduce that for any A € U.,
the resolvent (A — A;)~! exists and (7.63) holds, i.e. we have established
the first inequality in (7.46). Incidentally, observe that (7.49) and (7.62)
also imply the existence of the resolvent (A — A;)~!
Clearly A; is a linear map from F! into F~!. By the first inequality in
(7.42), if \g € R, \g < —Cat? — C4(3), then

|3|1 S #}()\0 — At)S‘,l . (7.64)
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So by (7.49), (7.64), we see that if \g € R, g < —(Cat? + C%(83)), the
resolvent (Ag —.A;) ! exists, is one to one from F~'into F', and moreover
(o =AD" < e (7.65)
Take A € Ug, Mg € R, Mg < —(02t2 + 02(,8)) Then
A=A) =N —A) T+ Qo= NN —A) T — A7 (7.66)
By (7.63)-(7.66), (A — A;)~! is a linear continuous map from F~! into F°
such that

[ =AD" < gl (14 ZIA = Xal) - (7.67)

Moreover we can interchange A and Ag in (7.66). Using (7.65) and (7.67),
we now get

1 A — Ao 2
-1
| — A < <oe e <1+c—2|A—A0|>. (7.68)
By (7.68), we get the second inequality in (7.46). The proof of our theorem
is completed. O

Theorem 7.13. Given ¢ > 2dim X + 1, there exist C > 0,C" > 0 such
that given ¢ > 0, for § > 0,t €]0, 1] small enough, if A\ € U,, the resolvent
(A — Ay) 7! exists, and moreover

(A =A)7H, < %(ML A2, (7.69)
H (A=A qH1 = c2t4 (1+|)‘|)2q
Proof. Under the conditions of Theorem 7.12, we get
/7T = D) — A) Y| < Sl + A (7.70)
By (7.70), for ¢ > 2dim X + 1,
I =A) 7, < [IV=T=D) 7 I(vV=T=DH)(A = A4) |,

< SN2, (1T
which is just the first inequality in (7.69) The second inequality is now
trivial. O

Let ax be the injectivity radius of X. Let a €]0,ax/8]. The precise
value of o will be fixed later. The constants C > 0, C’ > 0... may depend
on the choice of a.

Let f: R — [0,1] be a smooth even function such that

f(s)=1for|s| <G, (7.72)
=0 for |s| > a.
Set
g(s)=1— f(s). (7.73)
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DEFINITION 7.14. Fort > 0, a € C, put

Fi(a) = /+0<> exp(isv/2a) exp (—%) f(Vts) j;_ﬂ , (7.74)

—0o0

Gi(a) = /+OO exp(isv'2a) exp <—§> g(\/%s)j;—w .

Then Fi(a), G(a) are even holomorphic functions of a such that
exp(—a?) = Fy(a) + Gy(a). (7.75)
Moreover F; and G; both lie in the Schwartz space S(R).
Put

Ii(a) = /+OO exp (zsx/i%) exp (—;—i) g(s) ‘;‘;t . (7.76)

—00

Then
I(a) = G, <%> . (7.77)

By (7.72), (7.76), we find that given m,m’ € N, there exist C > 0,
C’ > 0 such that if t €]0,1], a € C, |Im(a)| < /8,

ja|™ 1™ (@) < Cexp(—=C' /1) . (7.78)
_ Clearly, there exist uniquely defined holomorphic functions ﬁ’t(a), ét(a),
I;(a) such that

Fy(a) = F,(a®), Gi(a) =Gi(a®), ILi(a)=I(d%). (7.79)

By (7.75),(7.77),
exp(—a) = Fy(a) + Gy(a), (7.80)

Ii(a) = Gi(aft).
By (7.78), we find that if A € V,, /5, then

AP (V)] < Cexp(—C'/1). (7.81)

For ¢ € N, let E,q()\) be the holomorphic function on C, which is
characterized by the following two properties:

i T, () =0, (7.82)
N 7o
(g —1)! '

By (7.81), if A € Vs,
A I )] < Coxp(~C'/t). (7.83)
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By (7.80),
exp(—LK — CIQ(J) = Ft(LK + C}Qt) + It(At) . (784)
Theorem 7.15. There exist 3 > 0, C > 0, C' > 0 such that if K € g,
K| < 6, t€o,1],
[ Z¢(Ar)|], < Cexp(=C'/t). (7.85)
Proof. In Theorem 7.13, we take ¢ = a/8. Then given 8 > 0, t €]0,1]
small enough, Theorem 7.13 holds. By (7.81),

~ 1 ~
T(A) = 5 / LY — A)ld). (7.86)
1T Fa/s
From (7.83), (7.86), for ¢ € N,
- 1 -
T(A) = 5 / Ty — A)dA. (7.87)
1T Fa/8

Now in (7.87), we take ¢ > 2dim X +1, and we use the second inequality
in (7.69) and (7.83). Then (7.85) follows.
The proof of our theorem is completed. O

By (7.84), (7.85), we find that to establish (7.39) in Theorem 7.9, we
may as well replace exp(—Lg — C’%Q by ﬁt(LK + Cky).

Let dvx be the volume form on X associated to the metric h7X. Other
volume forms will be denoted in the same way. Let Fy(Ly + C%{’t)(:v,:v’ )

(z,2/ € X) be the smooth kernel associated to the operator Fy(Lg + C[Qw)
with respect to dvx (z)/(27)3m X Clearly the kernel of gF(Lx + C%,)is
given by gﬁt(LK + C%7t)(g*1w, z'). Then,

Tr.[gF; (Lic + CF0) ] = /X Tro[gF; (Lic + Ciy) (972, 0) | itie
Tr, [g (N - z@) Fi(Lg + G%Q} (7.88)

= / Tre {g (N - i—<“’tK>> Fy(Lg + C%(’t)(gflac,x)} (;:)’fh(i)x )
X
By (7.74),

~ +oo
Fy(Lk + C'%(yt) = 2/ cos (s\ [2(L + C’%Q) exp(—32/2))f(\/fs)\}175—7r .
0
(7.89)
The principal symbol of the operator 2(Lyx + C’%Q is scalar and equal

to t|¢]2. Also f(+/ts) vanishes for [v/ts| > a.
Fore >0, z € X, let BX (x, €) be the open ball of centre x and radius e.
Using finite propagation speed for solutions of hyperbolic equations [CP,
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Section 7.8], [T, Section 4.4], we find that given z € X, Fy(Lx + C%(,t)(x, )
vanishes on the complement of BX (z, ), and depends only on the restric-
tion of the operator Li + C%, to the ball BX(z,a). Therefore, we have
shown that the proof of (7.39)’can be made local on X.

By the above, it follows that gFy(Lx + C%7t)(g*1x, x) vanishes if
dX(g 'z, z) > a.

Now we explain our choice of a.. Given € > 0, let U, be the e-neighbour-
hood of X in Ny, /x. Recall that Nx_ ,x is identified with the orthog-
onal bundle to TX, in TX|x,. There exists ¢y €]0,ax/32] such that if
€ €]0,16¢o], the map (z,2) € Nx,/xr — expy (Z) is a diffeomorphism of
U, on the tubular neighbourhood V. of X, in X. In the sequel, we identify
U and V.. This identification if g-equivariant.

We will assume that a €]0,¢] is small enough so that if z € X,
dX(g7'z,r) < a, then z € V,,.

By (7.88) and by the above considerations, it follows that for § > 0 small
enough, our proof of (7.39) has been localized on the eg-neighbourhood V,

of X,.
Let k(z, Z) be the smooth function on U, such that
dvx(z,Z) = k(z, Z)dvx, (x)vaXg/X(Z) . (7.90)
In particular
klx, =1. (7.91)

If 6 € A(T{X,), if §(2dim Xy) i5 the component of top degree of §, let
o™#* ¢ R be given by the relation
§RdimXg) — smax gy, (7.92)
g
Theorem 7.16.  There exist § > 0, v €]0,1] such that if K € 3(g),
K| <3,te€]0,1], x € X,

dim N / . ~
75(27#1%)‘;{/ Trs [gF(Lk+Ck ) (g7 (2, VtZ), (2, VtZ))]
ZeNx,/x rlZ|<eo/VE

d Z
k(x,\/iz)( s

27r)dim NXg/X

{Tdy x (TX,h"¥)chy x (B, hF) ™

<o,

(Aim Ny x
(2m)dimXg  JZENx /xR

|Z|<eo/V/t
(97} (@, VE2), (2, V2)) | k(, ViZ)

tTrs[ (N - z@) gFi(Lk + C?{,t)

duny /x (2)
(2ﬂ_)d1m NXg/X

. {(wx i(M,K>> Tdy x(TX, hT¥)chy x (E, hE)}maX) <Ct'. (7.93)

2
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Proof. Sections 7.4—7.13 are devoted to the proof of our theorem. u]

REMARK 7.17. By (7.88) and by the above considerations,

[ TelotLic + Co) o™z il

dvx ()

_ /u Trs[gF (L +C?<,t)(g‘lf€7ff)](27r)m

€0

-/ N Ty [gFy (L + O )97 (0 VEZ), (2, ViZ)]
(m,Z)EL{EO\/Z

dox, (@)dony | (2)

k(x,VtZ) CERL . (7.94)
Using Theorems 7.15 and 7.16, we find that for |K| < g,

au(g, K) — / Tdy s (TX, BT )by i (B, hP)| < O (7.95)
g
A similar argument shows that

|t'y,5(g,K) - C_l(g,K)‘ < Ct. (7.96)

So we have established the first inequality in (7.39) and part of the second
inequality.

Now we concentrate on the proof of Theorem 7.16. The proof of Theo-
rem 7.9 will be completed in section 7.14.

7.4 A Lichnerowicz formula. Now we recall the Lichnerowicz for-
mula established in [Bi3, Theorem 1.6]. Let ey, ..., eq be a locally defined
smooth orthonormal basis of TR X. Let (F, V) be a vector bundle with
connection on X. We use the notation

20

2 2 AT OV X)QE
(Ve) = Z (Ve) - vz(%l vTXi. : (7.97)
i=1 =10
We will use formula (7.97) applied to A(T**VX) ® E equipped with the
connection V_A(T*<O’1>X)®E - % Let H be the scalar curvature of X.

ProposITION 7.18. The following identity holds,
Lic + Choy = —4 (VATODX028 (T )* ) ai

+ Le(e)e(es) (RE + ATe[R™]) (ei, ¢5) — (mP (K) + $Teim™ ¥ (K)]) .
(7.98)



Vol. 10, 2000 HOLOMORPHIC EQUIVARIANT ANALYTIC TORSIONS 1369

7.5 A local coordinate system near X,. Take z € X,. Then the
map Z € (TRX)z, |Z| < ax/2 — expX(Z) € X identifies BT=X(0,ax/2)
and BX(x,ax/2). With this identification, there exists a smooth function
K.(Z), Z € BTX(0,ax/2) such that

dvx(Z) = kl(Z)dvrx(Z). (7.99)
Also
KL.(0)=1. (7.100)
Recall that h7X denotes the Hermitian metric on 7X. We may and we
will assume that € is small enough so that if Z € (TpRX), < 4eo,
ShIX <hLX < 3pIX. (7.101)
Recall that KX is the one form dual to KX.
DEFINITION 7.19. Let 'vAT* Y X)@E he the connection on A(T*©VX)gE,
IgATTOIXEE — gMTTONeE KT (7.102)
Using (1.3) and (7.102), we find easily that

1VA(T*(0,1)X)®E,2 _ %<RTX61', €j>c(ei)c(€j) + %TI"[RTX] + RE o %dK/X )

(7.103)
DEFINITION 7.20. Let 1vAT* Y X)@5t he the connection on AT+ X)QE,
1VA(T*<0»1)X)®E¢ _ VA(T*(M)X)@E o Kz;tx ‘ (7.104)

In the sequel, we will trivialize A(T**VX) @ E by parallel transport
T*ODX)QEE Tt

Iy AT OV X)@E

along s € [0,1] — sZ with respect to the connection VA(

will often be more convenient to trivialize with respect to
and then to change K into K/t. Incidentally, observe that the above con-
nections are g-invariant.

Observe that if A € End(A(T**VX) @ E),
AT O X)EE 4 _ gMTONX)RE 4 (7.105)

In particular, if B is a smooth section of Tr X,
LA OVX)GE (B) = «(VIX B). (7.106)

We temporarily trivialize T X, F by parallel transport along s — sZ
with respect to VX, V. Let I'TX T'F be the connection forms for VX, V¥
in this trivialization. By [ABP, Proposition 3.7],

"% (z)=3iR"(2,.) + 0(12)?), (7.107)
I¥(2)=4iR%(Z,)+ 0O(|Z)%).
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Let T'X be the one form on BTX+(0,a) which vanishes at 0 and is
obtained by radial integration of the 2 form dK'¥ along s € [0,1] — sZ, so
that

dr'® = dK'™X. (7.108)

In particular, T'® depends linearly on K. Then, by the same result as
before,

I'%(2) = dK'*(2,) + 0(|12)?). (7.109)

Let (ei,...,ear) be an orthonormal oriented basis of (TrRX,)s, let
(€241, .., €2) be an orthonormal oriented basis of (Nx,/x,R)z, S0 that
(e1,...,eg) is an orthonormal oriented basis of (TgrX),. We denote with
an upper script the corresponding dual basis.

Let 1TAT"VX)®E e the connection form of in
the trivialization of A(T*OVX) ® E associated to the connection
LyAMT*OYX)SE oy A(T*O) X) ® E. Then by (1.3),

AT OVXOE _ LpTX o, oe(e))ele;) + 3TeTTX)+TP ~ L5 (7.110)

7.6 Replacing the manifold by (TrX),. Let ~(s) be a smooth even
function from R into [0, 1] such that

Iy AT OV X)QE

v(s)=1if |s] <1/2, (7.111)
=0if |s| > 1.
If Z € (TgrX),, put
p(Z) =~ (%) . (7.112)
Then
p(Z) = 1if |Z] < 2e0, (7.113)
= 0if |Z] > 4ep.

For x € X, let H, be the vector space of smooth sections of
(A(T*OVX) @ E), over (TRX)z. Let ATX be the standard Laplacian
on the fibres of T X .

DEFINITION 7.21. Let Lu,lctK be the differential operator acting on H,,
L = —(1=pX(2) 58T + p*(2)(Lk + Ciy) - (7.114)
Observe that if Z € Ny, xR |Z] < €0, if 2’ € X is such that
dX(Z,2") < a, since a < ¢, then
dX(z,2') < 2¢. (7.115)
In particular z’ is represented by Z’ € (Tr X ), such that |Z’| < 2, so that
p(Z') =1.
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Let E(Li”tK)(Z, Z") be the smooth kernel of ﬁt(LitK) with respect
to dvrx(Z')/(2m)4m X Using finite propagation speed for solutions of
hyperbolic equations [CP, Section 7.8], [T, Section 4.4], we find that if
Z € (NXQ/X,R)QH |Z| < €g, then

Fy(Lk + Ch )97 2, 2)K,(2) = KLy )97 2, Z) . (7.116)
In our proof of Theorem 7.16, we can then replace Lg + C%{,t by Lh

7.7 The Getzler rescaling. Let Op, be the set of scalar differential
operators acting on H,. Then

L% € End((MT**VX) @ E),) @ Op, . (7.117)
For t > 0, let H; : H, — H, be the linear map
Hih(Z) = W(Z/V1). (7.118)
DEFINITION 7.22. Let LitK be the differential operator acting on H,,
L2 = H7 'Ly Hy . (7.119)
y (7.117), since End(A(T*OV X)) = ¢(TrX) @r C,
L2 € (c(TrX) ® End(E)) , @ Op, . (7.120)

Now we introduce the Getzler rescaling [G] of the Clifford algebra. For
1 < j <2/, the operators e/ A and ie; act as odd operators on A(Tf*t(Xg).

DEFINITION 7.23. For t > 0, put

clej) = \/2/te! N—\/t[2i,, 1<j<20. (7.121)
DEFINITION 7.24. Let LY} € End(A(TRX YJRA(N ¥ V)@ E), @ Op, be

the operator obtained from L % by replacing c(e;) by c(e;) for 1 < j < 2¢
while leaving the c(e;)’s unchanged for 20/ +1 < j < 2¢.

Let ﬁt(Li’tK)(Z, Z") be the smooth kernel associated to ﬁt(LitK) with
respect to dvrx (Z')/(2m)3mX. Recall that g acts on (A(N% /X) ®E),.

We may write ﬁt(Li’tK)(Z, Z") in the form

ﬁt(Li,t Z Z/ Ze’bl A . lpiejl . ; F]l ]q

Zejq tll: 7p7

Fida € (e(Nx,/xr) @ End(E))_. (7.122)

tii1,.. )7’

Put
[FU(L2 (2, 2™ = Fyuo,..00(Z.2'). (7.123)
n (7.122).

/.

More precisely, E,ng,%/(Z, Z') is the coefficient of e! A ... 2
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PROPOSITION 7.25. If Z € (TrRX)z, |Z| < €0/V/t, the following identity
holds,

10 T [gF (L + O )™ (VE2), V)| KL(Vi) =

(i) T MO E [ B3 ) (9712, 2)] ™. (1.124)

Proof. Recall that all the above identifications are g-equivariant. Our

identity now follows from (7.116), [G], [BiL, Proposition 11.2]. O
Let j : Xy — X be the obvious embedding.

DEFINITION 7.26. Let Li’g{ be the operator in (A(TgXy) ® ¢(Nx,/x))z
® Op, given by
L3 = — 3 (Ve, + MG R™S — ™Y (K))Z,e))" + * RE — mP(K),
+ AT [*R™ — m™(K)]. (7.125)
In the sequel, we will write that a sequence of differential operators on
(TrX), converges if its coefficients converge together with their derivatives
uniformly on the compact subsets in (TR X ).
PROPOSITION 7.27. Ast— 0,
LY — L35 (7.126)
Proof. Using (3.1), (7.98), (7.107), (7.109), and proceeding as in Getzler [G]
and in Berline-Getzler—Vergne [BGV, Proposition 8.16], we get (7.126). o

7.8 A family of norms. Let x € X,;. Let I, be the vector space

of smooth sections of (A(T{Xg) @A(N;((go/’ﬁg) ® E)y on (TrX)z, let I,

be the vector space of smooth sections of (AY(TX,) @A(N;(go/’ﬁg) ® FE)y
on (TrX),. We denote by 10 = EBISJ the corresponding vector space of
square-integrable sections.

Now we imitate constructions in Bismut-Lebeau [BiL, Section 11k)].
DEFINITION 7.28. If s € I, has compact support, put

2(2¢'~q)
s\ix,o=/ |2 (H\ZW#)) dvrx (Z). (7.127)
TRX

Let (I, |¢2,0) be the direct sum of the Hilbert closures of the above
vector spaces, and let ( ); ;0 be the corresponding Hermitian product.
Recall that by (7.113), if p(v/tZ) > 0, then |v/tZ| < 4¢5. Now we have
the result in [BiL, Proposition 11.24].
PROPOSITION 7.29. Fort €10, 1], the following family of operators acting
on (12, | |tz0) are uniformly bounded

1 izjcae Vic(es),  1<j<20, (7.128)
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1|¢EZ|g4EO|Z|\/ZCt(6j)7 1<j<20.
are uniformly bounded.
Proof. 1f |VtZ| < 4e, by (7.113), p(v/tZ/2) = 1. Then our proposition

follows from the obvious inequalities under the stated conditions,
1 _ 7

, <1, 7.129
T (Zpiz) S T (7128)
t1+|Z))<C, t1Z|1+|Z]) <C.

[}
DEFINITION 7.30. If s € I, has compact support, put
20
720 (7.130)

|5’?,ac,1 = |5’?,x,0 + Z |v€i8
1

Let (IL,||;21) be the Hilbert closure of the above vector space with re-
spect to ||tz1. Then (IL,]];z1) is densely embedded in (I2,]|;z0) with
norm smaller than 1. We identify I with its antidual by the Hermi-
tian product () .0. Let (I;1,||tz,—1) be the antidual of (I, ||tz 1). Then
(I, | |t.z.0) embeds densely in (I}, ||z —1) with norm smaller than 1.
Theorem 7.31. There exist constants Cy > 0,...,Cy4 > 0 such that if
t €]0,1], z € C, |2| <1, if n € N, z € X, if the support of s,s' € I, is
included in {Z € (TR X)z,|Z| < n}, then

Re(Ly 8 9)10 = Culslisn = Co(1+ n2f?) sl

(L2 s, 8)ew0] < Ca((1+ [n2])[sltwalsliao + n2Plslf o), (7.131)

(L ks 8 ewo] < Ca(L+ |nzl?) sl sl -

Proof. By Proposition 7.18 and using (7.107), (7.109) and Proposition 7.29,

we get (7.131) easily. Note that the terms containing [nz|? come from terms
like

‘< <\/Z,0(\/ZZ)M>25,S>L%O , (7.132)

which can be dominated by C(1 4 [nz[?)[s|7, 0. o

7.9 The kernel ﬁ’t(Li’fK) as an infinite sum. Let h: R — [0, 1] be
a smooth even function such that

h(u) =1 for |u| < 1/2, (7.133)
=0 for |u| > 1.
For n € N, put
hn(u) = h(u+n/2) + h(u —n/2). (7.134)
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Then h, is a smooth even function whose support is included in
[-2-1,-2+1]U[3-1,2+1].
Set
= halu). (7.135)
neN
The above sum is locally finite, and H (u) is a bounded smooth even function
which takes positive values and has a positive lower bound on R.
Put
Fon(u) = 2 (u) . (7.136)
Then the k, are bounded even smooth functions with bounded derivatives,
and moreover
> kn=1. (7.137)
neN
DEFINITION 7.32. For t € [0,1], n € N, a € C, put

“+o0o
F; (a) :/ exp(isv/2a) exp (— —) F(Vts)kn(s )\/— (7.138)

—00

By (7.137),
=Y Fin(a). (7.139)

neN
Also, given m, m’ € N, there exist C > 0, C’/ > 0, C” > 0 such that for any
neN,c>0,

sup \a|m}Ft (a)| < Cexp(—C'n* + C"c?). (7.140)
|Im(a)|<c
Let F},(a) be the unique holomorphic function such that
Fyn(a) = Fyn(a®). (7.141)

Recall that V. was defined in (7.45). By (7.140), given m,m’ € N, there
exist C' > 0, C" > 0, C"” > 0 such that for any ¢ > 0, if A € V,

AP EI (V)] < Cexp(—C'n® + C"é?). (7.142)
y (7.139),
a)=Y_ Fin(a). (7.143)
neN

Using (7.143), we get

F(LY) =Y Fn(Ly%) . (7.144)
neN
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More precisely, by (7.142) and using standard elliptic estimates, given
t €]0, 1], we have the identity
R(L3(2.2') = Y FalL35)(2.2'), (7.145)
neN
and the series in the right-hand side of (7.145) converges uniformly together
with its derivatives on the compact sets in Tr X.

DEFINITION 7.33. Put

Z| ATX | Z]
L3 = _(1- | L3t 14
nin ( ”<2<n+2>>> 5 +”<2<n+2>> wrce (7146)

Observe that if k,(s) # 0, then |s| < § + 1. Using finite propagation
speed and (7.101), we find there is C' > 0 such that if Z € TrX, the
support of ﬁtn(Li%)(Z, ) is included in {Z' € T X,|Z' — Z| < 2(% +1)}.
Therefore, given p € N, if Z € TR X, |Z]| < p, the support of I?’t(Li”tK)(Z, )
is included in {Z' € TR X,|Z'| <n+p+2}.

If |Z| < n+p+2, then y(|Z]/2(n + p+ 2)) = 1. Using finite propagation
speed again, we see that if Z € T X, |Z] < p, then

FonL25N2,2") = Fun(L3Y )2, 2). (7.147)

7.10 Estimates on the resolvent of Li’fK,n. Now we proceed as in
[BiL, Section 111)]. From Theorem 7.31, it follows easily that

Re(L¥! 4 18:8)1a0 > Cilsl?,y — Ca(1+ n2?) sl 0,

(L3 5. 8) o] < Cs (L4 In)slalslewo + m2PlsP ) . (7.148)

’<LifzK,n87 5l>t7r,0| < 0(1 + |n2‘2)|5|t,x,1 8/|t,x,1 .
If Ae E(I];,I’;Z,), kK = —1,0,1, let HAH,’;fI be the norm of A with

respect to the norms | |tz , | |,z -

Theorem 7.34. Given n > 0, there exist ¢, €]0,1], C > 0, d > 0 such
that ift €]0,1], 2z € C, |2] < ¢, n € N, x € Xy, A € Uypyd, the resolvent

(A — Litz K,n)il exists, and moreover
_ 4
IO =3k e < et d?’ (7.149)
[0 = L)l < O+ ) (L IAP).

Proof. We will use arguments which were already used in the proof of
Theorem 7.12. By (7.148), if A € R, A < —Cy(1 + |nz|?),

Re((L 1, — N)s,8), o > Cilsl? o0, (7.150)

z,zK,n
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so that
3t
’8’1510 = C1 |<LI zKn )\)S‘t@,o : (7151)

Since Lii K. is elliptic of order 2 and coincides with —ATX /2 at infinity,
there exists C1(\, n,t) such that

|sla < C1 (A m, )| (L2

K — A)s\mo. (7.152)

From (7.151), (7.152), we find that if A € R, A < —Cy(1 + |nz|?), the

resolvent (\ — Li i Kn) ! exists.
Let A =a+1ib, a,b € R. By (7.148),
(L3 g = Nss $hewo] = sup(Cls[ar — (Co(l+ [n2) + a)lsli o,
= O3(1 + [n2|)|sleanlslew0 + (1b] = Cslnzl*)|sf4p) - (7.153)
Set

C(A\n,t) = gg{sup (Cru® — (Co(1 + nz|?) + a), |b|
u>1
— C3(1 + [nz|)u — Cslnz|?) . (7.154)
y (7.151), (7.154), we get
(L2 e = N8, 8)hao| = COLn,t)]slZ 40 (7.155)

z,zKn

Take n > 0, d > 0, and assume that A = a + b € Uy, 44, i.e.

< 4(77;7161)2 — (qn + d)*. (7.156)
Suppose that u is such that
6] — C5(1 + |nz|)u < (gn + d)*. (7.157)
Then
Cru? — (Co(1+|nz|*) +a) > Cru? — e bj_ PIE +(qn+d)? = Cs(1+ |nz|?)
> <C’1 ;n—i-—iT;ZI)Q) u 1+]nz|)u+i(nn+d)2—02(1+|nz|2) .

(7.158)
If |z| < n, if d > 0 is large enough, for any n € N,
C3(1+|nz))? _ &4

> _— > .
Cy > C it d? 22 (7.159)
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The discriminant of the polynomial in the right-hand side of (7.158) is given
by

2
A= %(1 + |nz|)2

4
2 2
—4 G(nn +d)? — Co(1 + ynz\2)> <01 — %) . (7.160)
Using (7.159), we find that for |z| < n and d > 0 large enough,
A < —Cy(nn+ d)* (7.161)
Therefore a lower bound for the polynomial in the right-hand side of (7.158)
is given by (nn + d)?/4.
If
b] — C5(1 + |nz|)u > (qn +d)?, (7.162)
for |z] < n,
(nn + d)?
—
It follows from the above that given n > 0, for |z| < 1 and d > 0 large

enough, for any n € N, if A € Uj44,

b — C3(1 + |nz|)u — Cs|nz|* > (7.163)

2
C(\t,n) > M. (7.164)
From (7.155), (7.164), for n > 0, t €]0,1], |2| < n, n € N, X\ € Uypyq,
n + d)?
(L2 e = V)3, Shmo] = LD e (7.165)

4

From (7.165), we deduce that if A € U,,4.4, if the resolvent ()\—Li’me)_l
exists, then
—110,0 4

< —

)= (nn + d)?
From (7.166), and by proceeding as in the proof of Theorem 7.12, we find
that for t €]0,1], |2| < n, n € N, XA € Uyp44q, the resolvent (A — Li’fzK’n)_l
exists and (7.166) holds.

Then by proceeding as in (7.64)—(7.68), we get (7.149). The proof of
our theorem is completed. O

-2

z,zKn

(7.166)

3.t

22 K 0t Here,

7.11 Regularizing properties of the resolvent of L
we proceed as in section [BiL, Section 11m].

DEFINITION 7.35. Let Q, be the family of operators
Q, ={V.,,1 <i<20}. (7.167)
For j € N, let 0’ be the set of operators Q1 ...Q;, with Q; € Q,,1 <1 < .
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ProOPOSITION 7.36. Take k € N. There exists C;, > 0 such that if
t €]0,1], z € C, |2| <1,z € Xy, Q1,...,Qr € Qp, if 5,5 € I, have
compact support, then

Q1,1 Qi L e ] - 188 ) ewo| < Cr(1+n?)[slanls'[rar . (7.168)
Proof. We proceed as in the proof of Theorem 7.31, and we obtain (7.168)
easily. m

If s € I, has compact support, put

k
2
IslF o =D > 1QslF 0 (7.169)
7=0 Qe
Let (I¥)|||lszx) be the corresponding closure with respect to the norm

| leope- If koK € Nand if A € LIF, 1), let | A|¥¥ be the norm of A with
respect to the norms || |

t7x7k7 ” ”t,fE,k"
Theorem 7.37. Givenn > 0, k € N, there exist my € N, C > 0 such
that if t €]0,1], z € C, |2| < ¢, n € N, z € Xy, A € Uy, the resolvent

(A — Liztan)*l maps I¥ into I8! and moreover
3, —111k,k+1
[0 - ) <G na p)™ . (7a70)

Proof. In view of Theorem 7.34 and of Proposition 7.36, the proof of our
theorem is the same as the proof of [BiL, Theorem 11.30]. O

7.12 Uniform estimates on the kernel of ﬁt,n(Li’; x)- Recall that
for ¢ > 0, the set I'. C C was defined in (7.45). We will now proceed as in
[BiL, Section 11n].

Theorem 7.38. There exist C' > 0, C” > 0, C"" > 0 such that forn > 0
small enough, for any m € N, there is C > 0, r € N such that for t €]0,1],
|z| <epmneN,xe Xy, 2,7 € (TRX).,

‘ glaltle| =

3,t
97297/ Ft,n(LLzK)(Z? Z,)

sup <C(+z|+|Z)"

|a,|a’|[<m
exp (— C'n*/4+2C"n*sup(|2)?, |2/ ) = C""|Z2 — Z'|?) . (7.171)
Proof. We use the notation in (7.140)—(7.143). We fix n > 0 small enough
so that
' —20"* > <. (7.172)
By (7.142), (7.172), given m,m’ € N, d > 0, there exists Cy > 0 such that
it A€ Vatntp)+ds

\)\\mﬁézl)()\)‘ < Cpexp (—%nQ + 20”772172) : (7.173)
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By Theorem 7.34 and by (7.173), if n > 0 is chosen as before, for ¢, and d
taken as in Theorem 7.34, and z € C, |z| < ¢y,

1 ~
th(Li iK n+p) = o / Ft,n(A)()\ Li tzK n+p) 1d)\ : (7174)

2 Jr
n(n+p)+d
In view of (7.173), given ¢ € N, there is a unique holomorphic function
Finq()\) defined on a neighbourhood of V444 such that

Fing(\) = 0as A — +o0, (7.175)
7(g—1)
Ft,n,q ()‘) o
Tg-r e

Then ﬁtm,q()\) verifies bounds on V(1) 4.4 similar to (7.173).
By (7.174), (7.175), we get

~ 1 ~
Frn(LY ki) = 5 / FrngN A= L3y ) 7%dN . (7.176)

2im Lontp)+a
By Theorem 7.37, if Q € QF k < ¢, there is mg such that if A € Uy 1p)+ds
z€C, |z < ¢,

Q= L2 ke i) oo S C(A+ 4+ P2 A+ NP)™. (7.177)
By introducing the adjoint operator L
we also find that if Q' € QF k < ¢,
IO = L2 i) Qo < C(A+ () A+ AP (7.178)
Ultimately, we find that if Q € QF, @' € Q¥ k+k < g,
JQO = L2 i) @000 < CL(L+ Gt 9L+ AR ™. (7.179)
From (7.173), (7.176), (7.179), we deduce that there exists m, € N such
that if Q € QF, Q' € Q¥ k+ K < q,if z € C, |2 < ¢y,
|@FA(L k) QI < OOt p)™ exp (~C7%F +20"0Pp).
(7.180)
Let J3, O be the vector space of square integrable sections of

(AT X )®A( N0 @ ), over {Z € TaX,|Z] <p+1}. Iis € JO,
put

g K ntp and by proceeding as before,

|53 =/ |s|*dvrx (Z) . (7.181)
|Z|<p+1
y (7.127),if s € J7
Islo < [8lew0 < C(L+p)*|s]o. (7.182)
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If Ae L(J],),let [|Alop be the norm of A with respect to | [o. From
(7.180)(7.182), we find that if Q € QF, Q' € Q¥ k+ k' < ¢,
Q1 )@y < OO+ 907 exp(~Clnt 4 207
(7.183)

Using Sobolev inequalities, we deduce from (7.183) that given m € N,
there exist C' > 0, r € N such that for z € C, |z| < ¢,, n € N, pe N,

sup ’a\alﬂa’\ 7 (L3,t )2, 7")

@ ra’ t?’n’ Z‘,ZK,’IZ
ol [<m 02207 +p
121,12/|<p
< C(1+4p) ) exp (—C'n? /4 + 20" n?p%) . (7.184)
For h € N, put
h oo ; 2 d
Flu@ = [ explisvEa)exp (=) F(VEs)ha(s) (1= 1(25/1) oo

(7.185)

Then Ft}}n has the same properties as ﬁtm. The estimate in (7.140) is
replaced by

sup |a|™|F/" ) (a)| < Cexp(~C'n® + C"2 — C"R%).  (7.186)
acC
Im(a)|<c
Let ﬁt’:‘n(a) be the holomorphic function such that
Fl (a) = F}',(a?). (7.187)
Then ﬁthn verifies uniform estimates similar to (7.142), with the extra factor
exp(—C"h?).
Using finite propagation speed and (7.101), it is clear that if Z, 7' €
(T X)z, | Z —Z'| > h,
Fon(L gy )2, Z) = FLo( L3 e ) (2, 2. (7.188)
On the other hand, by (7.186) and by proceeding as in (7.173)—(7.184), we
find that for |z| < ¢,

glal+la’l =p 3¢ /
| (L (2 Z)
al,|la’ |I<m

1Z],12"|<p

< C(1+p)®*) exp (fC"n2/4 +2C"n?*p? — C’”’hQ) . (7.189)

Using (7.147), (7.188), (7.189), we get (7.171). The proof of our theorem
is completed. 0
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Put

30 __(1_.2(_12 ATY o 1Z] 3,0
L%, = <1 v <2(n+2)>> +7 (g ) Lk (T190)

By Proposition 7.27, as t — 0,

3.t 3,0
Lx,zK,n - L:t:,zK,n : (7191)

Also if s is smooth with compact support, as s — 0, |s|tz0 — [5]0,2,0
|8lte1 — [8loz1- Let (I9)] Jo.z.0), (I, | J0.z,1) be the Hilbert closures of the
above s with respect to the corresponding norms. Let (I,71,] |o.,—1) be the
antidual of (I}, ] |o.z1). Then we have the embeddings with norm smaller
than 1,

Igcl — I;O — I;_l.
Observe that we can take ¢t = 0 in (7.148). Therefore the estimates in
Theorems 7.34 and 7.37 still hold when making ¢t = 0. Also
[slt..0 < [8]02,0- (7.192)
7.13 A proof of Theorem 7.16.
Theorem 7.39.  There exists C > 0 such that for t €]0,1], z € C,
2l <1, neN, z€X,, ifs € C°(TrX)a, (MT3X,)BANSY) @ E),)

Xq/X
has compact support, then

(L8 e = L2058,y < COVEL+1Y)]sl0.e1 (7.193)

Proof. Clearly (7.193) is equivalent to the inequality

(LS e — Lot )5 0| < C(L+ VI [slowalslean - (7.194)
Recall that if v(Z/2(n+2)) # 0, then |Z| < 2(n + 2). An application of
Taylor’s formula leads to (7.194). u]

Now we prove an analogue of [BiL, Theorem 11.36].
Theorem 7.40. Given n > 0, there exist C >0, ¢;, €]0,1],d >0, g€ N
such that if t €]0,1], z € C, |z| < ¢, © € Xy, A € Uppq, if s has compact
support, then

(A= Losen) ™ = O = L) s < OVEHL 4R (L+ A7) [sleo

sy

(7.195)
Proof. We use the formula
36 30 -
()\ - Lx,zK,n) t- ()\ - Lx,zK,n) !
3, -1/713, 3,0 3,0 -
= ()\ - L:c,tzK,n) 1(Lx,tzK,n - Lx,zK,n)()\ - Lx,zK,n) L (7196)

Also if s is smooth with compact support, by (7.192),
0,z,—1 < |5|t,:v,71 < |5|t,z,0 . (7197)

|s



1382 J.-M. BISMUT AND S. GOETTE GAFA

Using now the inequality (7.149) (also in the case t = 0) and (7.193),

(7.196), we get (7.195). o
By (7.138),
+o0o
Fon(a) = /_ exp(isv/2a) exp(—5%/2)kn(s) j;— . (7.198)

By proceeding as in (7.140), we find that for m, m’ € N, there exist C' > 0,
C'>0,C" >0, C" > 0 such that for for ¢ > 0,

sup |a|m‘(Ft7n — F07n)(m/)(a)‘ < C’exp(—C"n2 +O"? — C"/t).

acC
[Tm(a)|<c
(7.199)
Also by (7.137),
> Fynla) = exp(—d?). (7.200)
neN
Moreover ﬁO,n(a) is the holomorphic function such that
Fon(a) = Fon(a?). (7.201)
By (7.199), (7.200), we get
Z Fon(a) = exp(—a). (7.202)
neN

Now we use the notation in (7.183). In particular if A € £(J? ), let
|| Al|sc,p be the norm of A with respect to the norm | [o on J .

Theorem 7.41. For n > 0 small enough, there exists C > 0, ¢, €]0,1],
r € N such that ift €]0,1], z€ C, |z| < ¢;, n e N,pe N, z € X,

[Fen (L3 ) = Fom(L30) o < CVH1 +p)" exp(=C'n? /4 +2C"7*p?) .

(7.203)
Proof. Clearly, by Theorem 7.34,
~ 3, =~ 3,0 1 ~ 3, _
Fin(E3 ) Fn( B0 ) = 5o / FrnO) (A=L3 ) ™!
YT I (nsp)+a
3,0 -
— (A= Ly gnap) )AL (7.204)

By (7.173), (7.182), by Theorem 7.40 and by (7.204), for n > 0 small
enough, and z € C, |z| < ¢,

=3, = 13,0
HFt,n(szzK,n+p) - Ft,n(Lm7zK7n+p)Hoo7p
< CVt(1+p)lexp (—C'n?/4 +20"y*p?) . (7.205)
Also by (7.149), (7.182) and (7.199), for > 0 small enough, z € C, |z| < ¢,
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[(Fen = Fon) L3k i) oo

<C(1+p)* exp (—C'n2/4 + 2C"n*p? — CT/“> . (7.206)

By (7.147),(7.205),(7.206), we get (7.203). The proof of our theorem is
completed. O

Theorem 7.42. For n > 0 small enough, there exist C > 0, C' > 0,
C">0,C" >0, reN, ¢, €]0,1] such that if t €]0,1], z € C, |z] < ¢,
neN, zeX, 2,7 € (TpX)a,

|(Fon(L3r) = Fon(L32i )2, Z)| < O8/1CHD (14| 2] +12'))
exp <—C"n2/4 +2C"?sup (124, 12')) — S- |2 - Z’|2> . (7.207)

Proof. We proceed as in [BiL, Section 11p]. Let ¢ : R — [0, 1] be a smooth
function with compact support, equal to 1 near 0, such that

/ o(|1Z))dvrx(Z) = 1. (7.208)
TrX

Take 3 €]0,1]. By Theorem 7.38, there exists C' > 0 such that if |Z||Z'| <
pi, U,U' € (TR X,)BANYOY) @ B),,

(20 ~ Fonl 22,002, 2)0.0°)

- /(T it (Fon(L¥ ) = Fon( X 0)(2 = 2,2/ = 20, U7)
R zX({R x

£ 0(Z/8) 302 [8)dvrx (Z)dvrx ()

< CB(1+p) exp (—C'n?/4+2C"n*p®) U|U'|. (7.209)
On the other hand, by Theorem 7.41,

(Fen(L3 ) = Fon( L3002 ~ Z,2' — Z')UU")

xT

/(TRX)z X (TrX )z
F0(Z2]8) Gnd(Z'|B)dvre(Z)dvrx(Z')

< O (1+p) exp (—C'n? /4 4 2C"nPp?) . (7.210)
By taking 8 = t/2C4D we deduce from (7.209),(7.210) that if
1Z],12'] < p,
|(Fon(Lyk) = Fon(L320))(2, 2)

< CtY2CHD (1 4 p)exp (—C'n? /4 + 2C"n*p?) . (7.211)
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By (7.171), (7.211), we get (7.207). The proof of our theorem is com-
pleted. 0

Now we briefly explain how to make sense of the kernel
eXp(—Li’gK)(Z, Z"). In fact, since L>° coincides with —ATX/2 at

z,zK,n+p
infinity, the operator FO,n(Li Kontp ) is well defined. Also, by proceeding

as in (7.147), if |Z|,|Z’'| < p, using finite propagation speed, we find that

the kernel ﬁO,n(-Li 2 K.nip)(Z,Z') does not depend on p. Finally this kernel

verifies estimates similar to (7.171) for n > 0 small enough and |z| < Cp-
Therefore we may define the kernel exp(— Li 2 1 )(Z,Z") by the formula

exp(—L30)(2,2") = Fon(LY 0 N2, 2)), |2),|2) < p, (7.212)
neN

and the series in (7.212) converges uniformly on compact subsets of (TR X ),
together with its derivatives.

Theorem 7.43. For n > 0 small enough, there exists ¢, €]0,1], r € N
such that if t €]0,1], z € C, |z| < ¢, v € Xy, Z,7" € Tr X,
|(Ft(Lat i) — exp(— Lx zK))(Z Z )’
< CHACHD (14| Z) + 1 Z))" exp (20"772 sup(| Z|?, |Z’]2)—CTW]Z—Z’|2> .
(7.213)
Proof. By (7.145), by Theorem 7.42 and by (7.212), (7.213) follows. o
Now there is ¢ > 0 such that if Z € Nx, /xR, then
g Z — Z| > c|Z]. (7.214)
By (7.213), (7.214), we find that there exists C"”” > 0 such that if Z €
Nx,/x Rz

(FULy k) — exp(~Ly )9~ 2, Z)]
< CVACED (141 Z)) exp (200|122 — C™|Z)?) . (7.215)
For n > 0 small enough,
20//772 —_om < —CW//Q, (7.216)
so that by (7215), if Z e NXQ/X,R,IE’
|(FULS ) = exp(~ L3297 2, 2)| < G A D exp (-7 22)
(7.217)
Put
HTX = *RTY —mTX(2K). (7.218)
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Clearly HTX splits as
H™ = HTXo 4 gNxg/x (7.219)
By (4.25), 4.30), (7.125), for |z| small enough,

_ HTX
eXP(_Li:gK)(Q 1Z, Z) = det <W) exp (_%TI'[HTX])

exp (- <ﬂ(cosh(HTX/2) — eHTX/Qg_l)Z, Z>)

sinh(HTX /2)
exp (— j*RY + mP(zK)). (7.220)
We can write 9|ng/x in the form
g= e, (7.221)

with A € End(Nx,,x) skew-adjoint, parallel and commuting with H X,
By (7.220), (7.221), we get

TX
exp(—Li’gK)(g—lZ, Z) = det (%) exp (—%Tr[HTX])

exp <— <%(Cosh(HTX/2) — cosh(HTX /2 — A))Z, Z>)

exp (= j*RE + mP(2K)) = det (%) exp (— L Te[HTY))

exp <— <%2 sinh(A/2) sinh ((HTX —A)/2)Z, Z>)

sinh(

exp(—j*RP + m¥(zK)). (7.222)

Now we use the same notation as in (4.44). Observe that for z € R, if |z|

is small enough, ((HTX /2)/sinh(HTX /2))(©) is positive definite. Moreover
if |z| is small enough,

(sinh(A/2) sinh((HTX — 4)/2))©
is positive definite on Ny ,x. Using (7.222), one then finds easily that if |z|
is small enough, exp(—Li’(Z) ) is a Gaussian on N Xy/XR,z: and moreover

dUN (Z) HTXg

3,0 —1 Xg/X

exp(—L, )9 2, 2)——r~—— = <—>
exp(—%Tr[HTX])

—i*RE L mE(s '
Gt [dsinh(A/2) sinh((H % — )2y PR+ mi )

(7.223)
Also

AN )eE

Trs g exp(—j*RY + mE(zK)] = det(1 — €A)|NX9/X

Tr(g exp(—j*RF + mE(zK))] (7.224)
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Using (7.223), (7.224), we get
AN DeE -
o TR (120, g 2,2)
Nxg/x

= Td, .5 (TX,hTX)ch, .k (E,hF). (7.225)
From (7.124), (7.217), (7.225), we find that the first inequality holds
n (7.93), with K replaced by zK. It is then trivial to obtain the required
uniformity. The proof of the second inequality is similar. In fact by [BiGS1,
I1, Proposition 2.4], or by an easy direct computation,
N = te(Jeg)e(ey) + 92X (7.226)
Let Nt be the operator obtained from N by the Getzler rescaling indicated
above. One verifies easily that as t — 0,
tNt — wXo (7.227)
By proceeding as before, we get the second inequality in (7.93).

7.14 A proof of the second half of Theorem 7.9. Put

1,0)
Chy=Vi0" +U ) (7.228)
* c (0,1)
CKt—FX + (Ki(/il).
Then
Ciry =0, C}’<2,t =0, (7.229)

CK,t = [C},(,tv C}(,t] .
Moreover, using (2.4), we get

GCky =% |Clers N —i800], (7.230)

A K
GCke =% [Chon N — 5]
Let da,da be odd Grassmann variables as in section 4.5. The consider-
ations we made after (4.39) still apply. Here da, da will anticommute with

the odd elements of the above endomorphism algebras, and commute with
the even elements of these algebras. If o € A(R2’*) ®Rr C, then

o = 5o + dac® + dac® + dadac®@® | sy, 0%, g% g%l c C. (7.231)
Now we establish an identity proved in a related form in [BiGS1, II, Theo-
rem 2.14].

PROPOSITION 7.44. The following identity holds,

Dy, K) = Trg [9 exp ( ~ L —Cq, —

_ _\dada
dav/2 L2 (Cl — Cle) — dav/2L2 (Clly + Cle) + Ndada)] " (7.232)
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Proof. Using (7.230), we get
%tTrs [(N — z@) gexp(—Lg — C%ﬂ} = Trg [Ng exp(—Lg — CIQ(,t)}

+ 5T [(tN —i{p, K))gexp (~Lx — Ok — b [Cry, 5C0xt]) } ‘b—o'
(7.233)
Also
[Li,Crs] = 0. (7.234)

By (7.230), (7.233), (7.234), and using the fact that Trg vanishes on super-
commutators [Q1], we obtain

%tTrs [(N — z@) gexp(—Lg — C?(,t)} = Trg [Ng exp(—Lk — C%(,t)]
+ BT 222 (Cey — Cy)gexp (—Lx — Cy — b2Crky)],  (7.235)
which is equivalent to (7.232). The proof of our proposition is completed. o
The following result was proved in [BiGS1, II, Theorem 2.15].
Theorem 7.45. The following identity holds

Lk + Chky + dav2t2(Cl, — Cky) + dav/2t 2 (Ck, + Ck,) — Ndada
%(0,1) KX e o - T 2
=t (VA(T X)QE _ { ~ ) 4 2d_\/E,LC(JTX€i) _ 2d_\/zc(€i)>
+ t% - %da%—}— Le(ei)c(ej) (RE + %TI[RTX]) (€i,€5)
— (mP(K) + 3Tem™X(K)]) . (7.236)
Proof. When making da = 0,da = 0, (7.236) is just (7.98). Using (7.226),
we then get (7.236) in full generality. a)

By proceeding as in [BiGS1, II, Theorem 2.10], [BGV, Chapter 10] and
[Bil3, Section 11], i.e. by using the techniques of the local families index
theorem instead of the above techniques for the usual local index theorem,
we see that the above methods can be applied to the operator which appears
in (7.229). In particular, we find that for z € R, with |z| small enough,
t €]0,1],

|%t'yt(g,zK) — Colg,zK)| < Ct". (7.237)
From (7.96), (7.237), we deduce that for |z| small enough, as t — 0,
t’Yt(ga ZK) - Cfl(ga ZK) = CO(Q, ZK)t + O(t7+1) ’ (7238)

which is just the second inequality in (7.39). This completes the proof of
Theorem 7.9.
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8 A Proof of Theorem 6.6

The purpose of this section is to establish Theorem 6.6. We will use some
of the techniques developed in section 7, and also the techniques of [BiL,
Section 11], [Bil2, Section 11]. It should be observed that the geometric
situation is much closer to [BiL| and [Bil2] than in section 7, with X g
playing formally the role of Y or Yj in [BiL] and [Bil2].

For technical reasons it is here important to split (i, K) into two pieces
w1 and pa, where p; vanishes together with its first derivatives on X, and
wo is locally constant near Xg. In fact Xy is the critical submanifold for
(u, K). If (u, K) vanished identically on X, the proof of Theorem 6.6
would be relatively easy, as the sequel will show. Also if (u, K) was just
any constant (forgetting for the moment the relation between (u, K) and
K*X), the proof of Theorem 6.6 would be even easier, since the supertrace
appearing in (6.11) would itself be constant. Since the above ideal assump-
tions are absurd anyway, we try to capture in the proof the best features
of these two cases.

This section is organized as follows. In section 8.1, we establish a Lich-
nerowicz formula. In section 8.2, we establish equation (6.11).

Sections 8.3-8.12 are devoted to the proof of the uniform estimate (6.12)
in Theorem 6.6. In section 8.3, we construct a splitting of the function
(u, K). In section 8.4, we show that the problem is localizable near X.
In section 8.5, we introduce a rescaling of the normal coordinate to X,
in X,. In section 8.6, we construct a coordinate system near yo € X, x and
we use an associated Getzler rescaling technique on the Clifford variables.
Note here that we concentrate on the analysis near X, i, because what
happens away of X, i is easier to control. In section 8.7, we construct a
family of norms, closely related to constructions in [BiL]. In section 8.8, we
establish regularizing properties for the resolvents of the considered rescaled
operators. In section 8.9, we prove uniform estimates on the truncated
kernels, which are indexed by n € N, as in section 7. In section 8.10, this
leads us to estimates on the full kernel. In section 8.11, we estimate the local
supertrace containing p1 near X, i, and in section 8.12 we control the full
supertrace involving ;. In section 8.13, using nontrivial algebraic identities
still involving a Grassmann variable, we prove corresponding estimates for
the supertrace associated to ps, which leads us to the completion of the
proof of the estimate (6.12) in Theorem 6.6.

Finally in section 8.14, we establish the estimate in (6.13). This com-
pletes the proof of Theorem 6.6.
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We use the same notation as in sections 3, 6 and 7.

8.1 A Lichnerowicz formula. We still use the notation in (7.97).
Theorem 8.1. The following identity holds,

X,2 AT*OD X)QF KX e\
Lic + D)) = —f (VAT0RE - (4 ) )

P E B Ze(en)ele) ((RE + STHRTN) (60 eg) = HVIX KN, ¢5))
— (mP(K) + $Te[VIY KX)o (8.1)

Proof. By (3.1),if U,V € T X,
AKX (U, V) = 2(VEX KX, V). (8.2)
Also observe that \/iDi(I /v is a standard Dirac operator associated to the

connection d — KQ—/UX on the trivial line bundle L. Moreover

vt t v
Note that since G acts trivially on L, the corresponding m”(K) in the sense
of section 2.1 is obviously given by

KX|2
m(K) = —E-1 (8.4)
Then equation (8.1) is just a special case of Proposition 7.18. O

8.2 A proof of the convergence of the supertrace as t — 0. Re-
call that e, was defined in (6.8).

Theorem 8.2. For |K| small enough, given v > 0, as t — 0,

T, | {850 g exp(~Lic — 1D )| — &, (8.5)

Proof. As we observed in (8.3), o
Lk +tDY2 = L +t(DX,)3. (8.6)
Using the methods in the protof Uof Theorem 7.9U, (8.4) and (8.6), we get
(8.5). Details are left to the reader. O

REMARK 8.3.  The main difficulty in the proof of Theorem 6.6 is to
establish an estimate of the rate of convergence in (8.5), which is uniform
t €10,1], v € [t, 1].
8.3 A splitting of (u, K). By (2.4),

{1, K) x,c = 0. (8.7)
Therefore (u, K) is locally constant on Xg. For e €]0,ax/8], let U be
the e-neighbourhood of Xk in Ny, /x. We choose €, small enough so that
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if € €10, 8¢p], the map (z,Z) € U! — exp,(Z) € X is a diffeomorphism
from U/ into the tubular neighbourhood V! of X in X. Recall that ¢y was
introduced in section 7.3. By replacing ¢y and ¢, by inf(eg, €,), we may and
we will assume that ey = €.

Since X is totally geodesic in X, the above identification also identifies
a neighbourhood of X, i in Nx, x/x, toa tubular neighbourhood of X,
in X,.

Let P : V/ ~— Xk be the obvious projection. Also, recall that the
function «(s) was defined in (7.111).

DEFINITION 8.4. Put
= (p, K) = (2|2 /e0) (1, K)(P.) (8.8)
pa = v (21Z|/e0) (1, K)(P.) .
Then the function @1 vanishes on X . Moreover uso is locally constant
on Véo/4. Also

(1, K) = pn + pa. (8.9)
By (8.7), we deduce that near X,
pi(z,2) = 0(2%). (8.10)

Clearly
Trg [@g exp(—LK — tD‘fi)} = Trg [”#g exp( Lig — tDXf1 )}
t v

+Trs[w—29exp( LK—tDX2 } (8.11)
Set

dyj = /ﬂ exp( A K (u, K)) , j=12. (8.12)

Then

dy =dy1+dyg. (8.13)
Similarly, we define €, 1, €,2 by replacing c;lvv by cflvml, CZ;Q in the right-hand
side of the first equation in (6.8). Then

gv = gv,1 + 59’2 . (8.14)
By the same arguments as in the proof of Theorem 8.2, one finds easily
that given v € R, as t — 0,

o, [wTjgeXp(—LK - tD?i)} — 8, j=12. (8.15)

To establish inequality (6.12) in Theorem 6.6, we will instead establish
corresponding statements for the two supertraces appearing in the right-
hand side of (8.11).
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8.4 Localization of the problem.
DEFINITION 8.5. For t > 0,v € R, set

AV = tLg +12D7, . (8.16)
t v
Comparing with (7.41), we get
Ay = A, (8.17)
Clearly
Ay =2D%2 4t (L + (1= 1) [D¥, AT — (1= )P BEE . (3.18)

From (8.18) and comparing with (7.43), it is clear that for ¢t €]0, 1], v € [¢, 1],
A7 verifies the same estimates as A; in Theorem 7.11, with constants which
are uniform in ¢ €10,1}, v € [t, 1].

Now we take o €]0,ax /8] as in section 7.3. Also we use the notation
in section 7. By (7.80),

exp(— LKftDX2 ):ﬁt(LKHD?iHE(A;’). (8.19)

v

Theorem 8.6. There ex1s1; B3>0,C>0,C >0 such that if K € g,
|K| < p,t€]0,1], v e[t 1],
IR, < Cexp(—C'fp). (8.20)
Proof. The proof of our theorem is the same as the proof of Theorem 7.15. o
REMARK 8.7. From (8.19), it follows that to establish inequality (6.12)
in Theorem 6.6 for any of the supertraces appearing in the right-hand side
of (8.11), we may as well replace exp(—Lx — th’_zl) by F;(Lk —|—th’_21).
t v t v
As in section 7.3, F}(LK + tDX2 1) (z,2') vanishes if d¥(z,2') > a,
and, as a funct1on of 2/, depends only on the restriction of the oper-
ator Ly + tDY 1 to the ball BX(z,a). By our choice of a,
T
F (LK + tDX2 )(g L2, x) is nonzero only if z € V.

It follows from the above that our proof of inequality (6.12) in Theo-
rem 6.6 can be localized near X,.

8.5 A rescaling of the normal coordinate to Xy g in X,. In the
sequel, we fix g € G, Ky € 3(g), and we assume that K = zKj, with z € R*.

Recall that X, and X, i are totally geodesic in X. Given € > 0, let U/
be the e-neighbourhood of X, i in Nx,_ , /x,. There exists e €]0,ax/32]

such that for 0 < e < 16¢(, the map (yo, ZO)GNXQVK/XQ,R—) exp;f)g (Zy) € Xy
is a diffeomorphism from U into the tubular neighbourhood V! of X, g
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in X,. By replacing €, ) by inf(eg, €)), we may and we will assume that
"
EO = €.

Since X, is totally geodesic in X, the connection vTx

induces the
holomorphic Hermitian connection VNXe/X on N Xy/X-

If (yo,Zp) is taken as before, we identify Nx,/x,(y0,20) With Nx /x4,
by parallel transport along the geodesic s € [0,1] — Zy. If yo € Xy,
20 € Nx, /X, R0 Z € Nx, /X Ryyo |Zol,1Z] < 4eg, we identify (yo, Zo, Z)
with expX x,,,, (Z) € X. Therefore (yo,Zo, Z) defines a coordinate sys-

eXPy; (Zo)
tem on X near X, .

Recall that the function k was defined in (7.90). Also €, was defined
as in (6.8), with d, replaced by d,, ;. Put

Bu = (2m) KXo [ Tdy g (TX, BT )chy g (B, hF)dy 1 ]™™. (8.21)
For |z| small enough, 3, is a smooth function on X,. Set
0" = dim(X, ). (8.22)

A first important result in our proof of the estimate (6.12) in Theo-
rem 6.6 is as follows.
Theorem 8.8. There exist ¢ €]0,1], v €]0, 1] such that for p € N, there
is C > 0 such that if z € R*, |z| < ¢, t €]0,1], v € [t,1], yo € Xy K,
Z() € NXg,K/XngyyO’ ‘Z()’ < 60/\/5, then

dim Nx_../x ipl X,2 -1
v 9,K/Xg </Z€NXQ/X,R,,UO Tr, [TlgFt (LK—I—tD%_%) (g (Yo, VvZo, Z ),
|Z]<eo

dUNXg/X (2)

(y()? \/EZ(]v Z)>:| k(y()a \/5207 Z)(Qﬂ-)dlm—NXg/X + ﬁ?),l(y()v \/’l_)ZO)> ‘

(1+’Z D2£”+1 t\7
,Cm <;> . (8.23)

Proof. Sections 8.6-8.11 will be devoted to the proof of Theorem 8.8. o

8.6 A local coordinate system and a Getzler rescaling near X, .
Take yo€ X, k. If Z€(ToXy)yo, | Z] < 4eo, we identify Z with expy? (Z)€X,.
We trivialize Ny, /x along the geodesic s € [0,1] — sZ € X, by paral-
lel transport with respect to to the connection VVX¢/X | Then (Z,7') €

(TrXg)yo X Nx, /X Ryo — €XP~ XQ(Z)(Z') € X, |Z|,|Z'| < 4ey defines a
expyo
coordinate system on X near yo.

Since g preserves geodesics and parallel transport, in the above coordi-
nate system
9(2,2") = (Z.92"). (8.24)
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If Zo € Nx, ;/X,Ruo: |20l < €0, we trivialize TX along the geodesic
s € [0,1] — sZy € X, by parallel transport with respect to VIX. Then
Z € (TrX)yy, |Z] < 4eg — exp)ZCO(Z) € X is a coordinate system near
Zy € X4. By an abuse of notation, we will often write Zy + Z instead of
exp)Z(O(Z).

Now we fix Zy € Nx, ./x, Ryo: 20| < €0, and we take Z € (TrRX)y,,
|Z] < 4eg. The curve s € [0,1] — exp)Z{0 (sZ) lies in B;g(O, 5€p). Moreover
we identify TXZO+Z,A(T*(071)X)ZO+Z,EZO+Z with TXZO ,A(T*(O’I)X)ZO Lz,
by parallel transport with respect to the obvious connections
VX, VA(T*(OJ)X), VE along this curve.

When Zy € N Xgx/XgRuyo 1S allowed to vary, we identify
TX 7, NT* OV X) 7., Ez, with TX,,, AT*OVX),., E,, by parallel trans-
port along s € [0,1] — sZy with respect to the given connections.

We may and we will assume that € is small enough so that if |Zy| < €,
|Z| < 4ep, then

X < hX < ShlX. (8.25)

Recall that for x € X, the vector space H, was defined in section 7.6.
We still define p(Z) as in (7.112), (7.113).
We fix Zg € N Xg.1/Xg Ry |Zo| < €. The considered trivializations

depend explicitly on Zy. Therefore the action of the operator Ly + tD)f’_Ql
t

v

depends explicitly on Zy. We denote by (L + tD)ffl )z, the action of this
t v

operator centred at Zp, i.e.
(Lic +1DY*) 2 /() = (L + tDY*)f(Zo + Z). (8.26)
t

v

In (8.26), the operator (LK—i-tD 2 )Zo acts on Hy,. Also Hy, is identified
with Hy,, so that ultimately, (L K + tDY ’_
We define k:(y Z )( ) as in (7.99).
DEFINITION 8.9. Put
1,(tv X,2
Ly = (1 pX(2)) (—5ATX) + p%(2) (L + DY)y, (827)

)z, acts on Hy,.

1
v

By proceeding as in (7.115),(7.116), and using (8.24), we find that if

Z0 € Nx, /X, Ruor Z € Nx,/x Ry 120 1Z] < €0,
Fy (Lic + Cky) (97" (20, 2), (20, 2)) Ky 2)(2) = Fe (L5 (972, 2) -
(8.28)
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We still define Hy as in (7.118). Let L'

le(t;()) as in (7.119).

Let (e1,...,e90m), (€20711,...,€90), and (egpr11,...,eg) be orthonormal
oriented bases of TRX g, Ky, and Nx, /X, Ryos VX, /X Ryo- Recall that for
1 <j <20, ¢i(ej) was defined in (7.121).

DEFINITION 8.10. Let L, ( ) be the operator obtained from L7 (t v) by
replacing c(e;) by ci(e;) for i < i <20 by ct/v(ez) for 20" + 1 < P < 20,
while leaving unchanged the c(e;)’s for 26’ +1<i<2¢.

We denote by Fy (L%f}g))(Z, Z') the smooth kernel associated to the
operator Fy (L%t}g)) with respect to dvpx (Z')/(2r)dmX,
ProposITION 8.11. For yo € Xgk, Zo € Nx, /X, Ruyo-
Z € Nx,/xRuyo» 14| < €0/V/'t, the following identity holds,

be the operator obtained from

|Zo| < eo,

A NXg /X g [wlgFt(LK +tDX2 )(gil(ZO’\/EZ)’ (ZO’\/EZ))}

o/

k(ymZo)(\/zZ) - %
AN, 1))®E[ZM1(ZO,\/_Z)

Xg/X

T, R0 2,2)]" . (829)

Proof. Using (8.28), the proof is a trivial modification of the proof of

Proposition 7.25. O
Recall that j denotes the embedding X, — X.

DEFINITION 8.12. If v € X, let L, ( ") be the operator in (A(TRX;) ®

—3,(0,v % 2 . %
Ly = =4 (Ve + J(GR™ = VI¥K)Z,6.))" = (d = igex)j K™

+ 5 RE —mP(K) + I Te[*R™X — m™X(K)]. (8.30)
Let 9, € End(A(TI*{Xg)) be the morphism of exterior algebras such
that 1, (e") = €' for 1 < i < 20" ,(e') = e for 20" +1 < i < 2.

Recall that (yo, Zy) € Xy, and that A(TﬁXg)(yo,Zo) has been identified to
MTi(Xy),,
DEFINITION 8.13. Let L%(OI’;}) be the operator
3, 3,00,0) , —
Lzé K = %Lzé,; oy (8.31)
Theorem 8.14. Given Zy € Ny, /x, Ryo |20 < €0, ast — 0,
13 3,(0,
Zé Ig) - LZ(E,Ig)‘ (8.32)
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Proof. First we assume that v = 1, so that our proof will work for any
x € Xg4. Using (3.1), we find that as ¢t — 0,

> te(e)ele)(VEX KX (VEZ),e;) —
1<i,j<2¢
Z Te' A ej<VZ;XKX(m), ej) = sdji* K. (8.33)
1<i,j<20/
Our theorem is now a trivial consequence of (8.1), (8.33) and of arguments
which were already used in the proof of Proposition 7.27. O

8.7 A family of norms. Here we imitate [BiL, Section 11k] and section
78. For 0 <p<20",0<q <20 —/{"), put

AP (T Xg)yo = AP (TR Xy K )y © Aq(N;(g,K/Xg,R)yO‘ (8.34)
The various AP (T} (X,) are mutually orthogonal in A(T3% X, )y, Let I,

be the vector space of smooth sections of (A(T% X, g)@@A(N;(f/’;g) ® E)y, over

(TR X)y,, let Igq) .y, be the vector space of smooth sections of
X ~ 0,1

(APD(TE(Xy) EANYGY) @ B)  over (TrX)y,. Let 19,10 be the

corresponding vector spaces of square-integrable sections.

DEFINITION 8.15. For ¢t € [0,1], v € R}, yo € Xy K, Zo € Nx, ;./X, Ry

|Zo| < €0/\/v, s € I(()p,q%yo’ set

‘8|§,1)7Z0,0 = / Is(Z)*(1+ (12| + |Zo|)p(\/1_fZ/2))2(2Z —p)
(TrX)yo

oy
(1+ V0| Zlp(V22/2) "~ Ddurx (7). (8.35)
Then (8.35) induces a Hermitian product ( )¢, 7,0 on I ?p Do We equip
Igo =6 I(()p,q),yo with the direct sum of these Hermitian products.
Now we have a result already proved in [BiL, Proposition 11.24].
PROPOSITION 8.16. Fort €]0,1],v € [t, 1], yo € Xg K, Z0 € Nx, /X, Ryyo:

. 7. . 0 .
|Zo| < €0/+/v, the following families of operators acting on I are uniformly
bounded,

LyizicaVie(e)  Lyigeaol ZIVEele)), 1< j <20,
1iz<ae| ZolVEci(e), 1< j <20, (8.36)
1 izi<ae VE0C0(€5) s L vigieae | ZIVECs (), 207 +1 < j <20

Proof. We refer to [BiL, Proposition 11.24] for a detailed proof, when
making t = u?, v = 1/T2. If V/t|Z| < 4eq, by (7.113), p(v/tZ/2) = 1. Then
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we just observe the key bounds
t(L+1Z|+12Z0|) < CVE; tZ|(1+1Z] +Zo|) < C;

tHZol(1+ 121 +12]) <C; $(1+VwlZ]) <C; (8:37)
v|Z
2 vz <o, 2 <1,
from which our proposition follows easily. a]

DEFINITION 8.17. For t € [0,1], v € RY, yo € Xy K, Zo € Nx, /X, R
|Zo| < €0/+/v, if s € I, has compact support, set

2
‘S‘iv,zo,l = ’3’15271},2070 +alp(VEZ) KX |(VoZo + \/ZZ)S‘t,v,Zo,o
20
+) IVeisliyz00- (8:38)
1

Observe that Definition 8.17 is the strict analogue of [BiL, Definition
11.25), with u = v/, T = 1/\/v and V™ replaced by KX. Also note that
|8|t.0, 20,1 depends explicitly on K. In the sequel, it will be understood that
if z € R, when replacing K by zKj, in (8.38), KX is replaced by ZKOX, SO
that st 7,1 will in fact also depend on z € R*.

If Zy € NXg,K/Xg7R,yO7 |Z()| <e€y,Z € TRXyoa |Z| < ey, if U € (TRX)ym

let 720U (Z) € TrXz,4+2 be the parallel transport of U along the curve
t— 2tZ9,0 <t <1/2,t — expy ((2t —1)Z), 1/2 <t < 1, with respect
to VIX,
Theorem 8.18. There exist constants C; > 0,...,Cy > 0 such that if
t 6]0, 1], (NS [t, 1], n €N, yg € Xg,Ky Zy € NXg,K/ngR,yW ‘Z()’ < 60/\/5, if
ze€ R, |z| <1,ifs,s" € 1, have compact support in {ZG(TRX)yO, |Z|§n},
then

3,(¢,
Re<L\/(5Z?,zKos’ S>t,v,Zo,0 Z 01’3‘?7112071 B 02(1 + ’n'z‘z)"s’t?,v,zmo’

37 9
(L2825 8)i.20.0] < Ca(1+ [n2]) sl 201 |8lw 200, (8:39)

»yYo?

|<L%%)7ZKOS, 5/>t,v,Zo,0’ < 04(1 + ]nz|2)|s

Proof. By proceeding as in the proofs of [BiL, Theorem 11.26] and of

Theorem 7.31, we can handle all the terms in the right-hand side of (8.1)

except the ‘annoying’ term

VAV S i KX (i 4 VEZ), 700, (VAZ) el el
(8.40)

/
t,v,20,1 |8 |tav’Z071 .

Recall that by (2.6), (2.8),
VIXVIX KX +ipx RT* =0. (8.41)
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Take i, 1 <14 < 2¢". We claim that at (Zy, Z) = (0,0), VIX Zoe (Z)KX and
its first derivatives in Zy, Z vanish. The vanishing of this section follows
from the fact that e; € (TR Xy K )y, and that K X vanishes on Xg. k. Also
79%,(Z) is parallel along s — sZ. Using (8.41), it is now clear that the
first derivative in Z of the above section also vanishes. Finally 7%%¢;(0)
is parallel along s € [0,1] — sZp. Using (8.41) again, the derivative of
the above section in the variable Z; also vanishes. It then follows that for
1<q<20",

VK teviny Ko VoZo +V12) = O(VolZo| + VA ZI)*. (842)

From (8.42), we deduce that for 1 < j < 20”7 1 < j' < 20" |Zy| < €0/ /v,
DTS o SR (ol AZ), V0 (ViZ) ey er(e)
— PVIZ)O(|Z0] + V/ETo|Z1)*VEer(eyWierley) . (543)

Using the fact that ¢/v < 1 and also Proposition 8.16, we find that the
operator in (8.43) remains uniformly bounded with respect to | [t 7, .0-
The same arguments show that if 1 < j < 2¢”,2¢” +1 < 5/ < 2¢', when
replacing in (8.43) ct(e;r) by ¢;/,,(ejr), the corresponding boundedness result
still holds. Similarly, if for 2¢'+1 < j" < 2¢, in (8.43), we replace ¢;(ej/) by
c(ejr), we still obtain a uniform boundedness result.

Using again Proposition 8.16, if 2¢” +1 < 4,5’ < 2/, the operators

Leyyu(eg)er(eg) (8.44)

are uniformly bounded. Similarly for 20”7 +1 < j < 20,20 +1 < j/ < 24,
since t/v < 1, using Proposition 8.16, the operators Lc;(e;)c(e;) are uni-
formly bounded. Finally for 2¢' + 1 < j, j/ < 2, the operators Lc(e;)c(e;)
are also uniformly bounded.

The proof of our theorem is completed. O

REMARK 8.19. It should be pointed out that the term (8.40) could cause
trouble. In fact its ‘size’ (after a standard Getzler rescaling, where for
1 < j <20, c¢(ej) is changed into ¢(ej)), is of the order z/v, while the
size of the nonnegative term %|2K5( 2 is %, which is in fact smaller for
small |z|.

DEFINITION 8.20. Put

3,(1, |Z| ATX 1Z| 3.1,

Using (8.25) and proceeding as in (7.147), i.e. using finite propagation
speed, we get for Z € TR Xy, |Z| < p,

Fon(LY N2, 2') = Fa(Ly0 (2.2, (8.46)
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. . 37 t, 37 t, 1

Clearly, when replacing in (8.39) L\/E‘;Z?,ZKO by L\/E_;Z?,zKo,n’ the esti-
mates (8.39) still hold when assuming only that s, s’ have compact support.
Now we use the notation of section 7.10, while replacing the norms

| t,,05] [t.2,1, by the norms | |¢4.2,.0,| |t0,2,1. Then it follows from the
3,(t,w)

above that the obvious analogue of Theorem 7.34 holds for L o ZazKon'

3,(t,v)
VvZo,zKo,n'
we proceed as in [BiL, Section 11m] and in section 7.11. Since X is a com-

pact manifold, there exists a finite family of smooth functions fi,..., f; :
X — [0,1] which have the following properties:

o Xy = ﬂ;zl{x S X, fj(.CL‘) = 0.}
e On XK, dfl, e ,dfr Span NXQ’K/X,R'
DEFINITION 8.21. Let Q;, 7, be the family of operators

Quozo = {Ve“ 1 <i <26 Zop(ViZ) f;(VoZo +V1Z),1 < j < 7«}_
(8.47)
Le‘cQzﬂ),Z0 be the set of operators Q1...Q;, with Q; € Q;, 7, Now we

prove the obvious analogue of [BiL, Proposition 11.29] and of Proposi-
tion 7.36.

PrROPOSITION 8.22. Take k € N. There exists C;, > 0 such that if
t 6]0, 1], v € [t, 1], n €N, yg € Xg,K, Zy € NXg,K/ngR7y07 ‘Z0| < 60/\/2_1,
zeR, 2| <1, Q1,...,Qk € Qivz,, if 5,8 € I, have compact support,
then

3,(t,v
{<[Q17 [ o Qs L\/E_JtZo),zKo,n] T ]87 S)t,v,ZOJ)’ < C(l + nz)’S‘t,v,Zoﬁ’S

8.8 Regularizing properties of the resolvent of L Now

t,v,Zo,1 -
(8.48)
Proof. We proceed as in the proof of [BiL, Proposition 11.29], and in the

proof of Propositions 7.36. We concentrate here on the new terms with
respect to [BiL] and to Proposition 7.36. In fact note that

[vei, P (ViZ) |KX(ﬁZ2<JU+ \/EZIQ)]

= p*(Vi2) \/% <veTiXKX, K—\/)5> (VvZo + V1Z)

)| KX?(VoZ Z
+\/%(Veip)(\/£Z)p(\/g ) ‘\%‘/_ 0tV ), (8.49)

and so
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H o (\/Z)\KX(onJr\fZ)PH

gC\/g( (\fZ)| il (on+\fZ)>. (8.50)

Since t/v < 1, inequality (8.50) is enough to control the commutator in the
left-hand side. Higher derivatives are even easier to control, since t/v is
uniformly bounded.

Also, as we saw in the proof of Theorem 8.18, for any j, 7/,

VAVIZ i KX (2o + 2),7%e(2)) (8.51)
vanishes for Zy = 0, Z = 0, so that
VAV Zoc, (Z)KX(ZO +2),7%e;(2)) = O(|Zo| + 12]). (8.52)

Using the fact that t/v < 1 and also Proposition 8.16, we find that the
commutator corresponding to (8.52) is uniformly bounded with respect to
| |t,v,20,0- Higher commutators are harmless, again because t/v < 1 and
also by Proposition 8.16.

The commutators with the %p(\/i_fZ) fj (\/EZO + \/EZ) ’s and the mixed

commutators can be easily controlled. In fact

(Voo Bp(ViZ) £ (V020 +V12)] = [ E(Ven(VIZ) £ (Vo2 + Vi2)
+p(VtZ) Ve fj(VvZo + VtZ)). (8.53)

Since t/v is bounded, the commutator corresponding to (8.53) is again
harmless.
The proof of our proposition is completed. u]

If s € C°((TrX)y,, (MT35X,)DA( )*((0/2) ® E)y,) has compact sup-
port, put

k
sl o zon =D > 1Qslfvz0- (8.54)

1=0Qe], 4,
We claim there is C' > 0 such that for any z € R, |z| < 1,
18010, 20,1 < Clsltw,20,1- (8.55)

Since f; vanishes on Xx and since VIX KX |x . acts as an invertible oper-
ator on Ny, /y,there exists C > 0 such that for 1 < j <7, for z € X,

|f5(2)] < CIEX ()] (8.56)
so that (8.55) holds. Then the obvious analogue of [BiL, Theorem 11.30]
and of Theorem 7.37 for L \/(_Z)z Ko holds. In fact, using the analogue
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of Theorem 7.34 (which we just proved in section 8.7), Proposition 8.22,
(8.55) and proceeding as in the proof of [BiL, Theorem 11.30], we obtain
the analogue of Theorem 7.37.

8.9 Uniform estimates on the kernel of Ft’n(L?/’gg;),zKo). Now we

proceed as in [BiL, Section 11n] and in section 7.12.
Theorem 8.23. There exist C' > 0, C"” > 0, C"" > 0 such that
for n €]0,1] small enough, z € R*, |z| < ¢, for m,m’ € N, there is
C >0, re N such that for t €]0,1], v € [t,1], n € N, yo € Xy,
Zo € NX, /X, Ruo |20l < €0/ /0, 2,2 € (TrX)y,, | 2], |2 < €0/ V1,
lal+la!| = (t,
(L+1220)" sup |2 R (L2 )(2,2)
lal,le/[<m 0=0
<C(+12)+12') (1 +12))*
exp(—C'n®/4+2C"n*sup(|Z|*,|Z')*) = C""|Z — Z'*). (8.57)
Proof. We proceed as in the proof of [BiL, Theorem 11.31], [Bil2, Theorem
11.14], and of Theorem 7.38. Then the obvious analogue of (7.180) holds,
with Q € Of, ., Q' € QF, , k+ K <q.

We still define ngp as in the proof of Theorem 7.38. The obvious

analogue of (7.182) is now

el 2//
slo < Islioz00 < C(1+2)" (14 1Z0)™ Jslo- (3.58)
Therefore the analogue of (7.183) is now
T 3,tv
HQFtv"(LﬁZo,zKo,n—i—p)Q,Hoo,p
< C(1+4p)@Hma) (14 Z9))* exp(—C'n? /4 + 2C"n*p%) . (8.59)
Using Sobolev inequalities as in (7.184), we deduce from (8.59) that

there exists r € N such that given «, o/,

) glal+la’| =~ 3t /
Z<bpu|g’<p) 97007 Ltn (LﬁZoszo,ner) (2,2

< C(1+ )@ (141 20))* exp(—C'n? /4 4+ 2C"n*p%) . (8.60)
Now we exploit the fact that the operators p(\/fZ)ﬁfj(\/EZo +VtZ)

also lie in Qy 4,7, In fact since the df;|x,’s span Nx, /xR, there is C' >0
such that on X,

iff(m) > Cd** (2, Xk). (8.61)
j=1
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By (7.113), if | Z| < 2e0/V/t, then p(v/tZ) = 1. Using (8.59) and proceeding
as in the proof of (8.60), we find that given ¥ € N and «, o/,

sup H [%dXQ(\/EZO +VtZ, XK)]k/
1Z],12"1<
inf(p,e0/Vv/1)

B'O“‘HO‘,‘ T 3,t,’U Z/ r 20"
gangar Frn (L o i) (2 Z’)H < O(1+p) 2+ (14 |Zy))
exp(—C'n? /4 + 2C"n*p?). (8.62)
If |ZO| < 60/\/67 ‘Z| < inf(p, 60/\/7?)7 if t/U <1,
T (VvZo, X)) < Jod* (VvZo +V1Z, Xk) + Cp, (8.63)
A (VvZo, Xic) = | Zo].

Using (8.62), (8.63), we find that given ¥’ € N, and «, o, there exist C' > 0,
r € N such that

k' glel+la’l 2~ 3.tv /
oD 220 YAV Fin (LﬁZo,zKom-i-p) (2.7)
|Z],|z"|<
inf(p,e0/V/t)

< C(1+p) 2+ (141 Z0])™ exp(—C'n? /4 +20"%p%) . (8.64)

By proceeding as in the proof of Theorem 7.38, i.e. by replacing ﬁm by
ﬁt}fn and using finite propagation speed, we obtain in the right-hand side of
(8.64) the extra factor exp(—C"'|Z — Z'|?), i.e. we have established (8.57).

The proof of our theorem is completed. u]
8.10 An estimate on the kernel of ﬁt(L?/’g ;;)’z Ko)' We will proceed
formally as in section 7.13. We extend the definition of |s|t .. 7.0, 5|t 20,1
to the case where ¢ = 0. Now we prove the analogue of [BiL, Theorem
11.35] and of Theorem 7.39.

Theorem 8.24.  There exists C > 0, ,r € N such that for t €]0,1],
vE [t7 1]7 z € R, |Z| <L neN, y € Xg,K: Zp € NngK/Xg,R,ym |ZO‘ <
€0/, if s € I, has compact support, then

3,(tw) 3,(0,v)
‘( VoZo,zKomn ﬁZo,zKo,n)s‘t,v,Zo,—l
< CQ+n")E+ | Zol)lslowzon - (8:65)

Proof. We need to establish an analogue of (7.194). We only consider the
terms which do not appear in the proof of [BiL, Theorem 11.35] and of
Theorem 7.39. Clearly
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s (KS (VoZo +VEZ))? = [KX (VoZo)[?) = 5(K¥ (VoZo + ViZ)
— KX (VuZo), K* (VvZo + VtZ) + K~ (VvZy)). (8.66)
From (8.66) and from the fact that K~ vanishes on X, g, so that for
(Zo, Z) = (0,0), then KX (\/vZy +/tZ) =0, we get
(KX (Voo +ViZ)P — KX (Vozo)?) = LO(VEzI(Vazol + IVEZ))
= O(Vt/v|Z||Zo| + (t/v)|Z)?) . (8.67)
From (8.67), we deduce that for ¢ €]0,1],v € [t,1],]|Z]| < n,
(KX (Voo + VA — KX (VoZo)P)| < O/ +02) (1 + |-
(8.68)
Now we have to consider the terms containing VZ* KX . By (8.41), we
get for 1 < 7,7 < 2¢,
(Ve i KX (VoZo + Viz), mV"%e, (ViZ)) —

(VS 0y K (V520). 750610 = O(VEIZ) O(B10] + Vil )

(8.69)
Using Proposition 8.16 and (8.69), we get (8.65) easily. The proof of our
theorem is completed. O

Now we establish an analogue of [BiL, Theorem 11.36] and of Theo-
rem 7.40.

Theorem 8.25. Given 7 €10, 1], there exist ¢, €]0,1], d > 0, r € N such
that if z € R, |2| < ¢y, t €]0,1], v € [t,1], n € N, Zy € Nx_ /X, Ryo:
|Zo| < €0/\/v; A € Uppya, if s has compact support, then

3,(t,v) ~1 3,(0,0) -1
|(()‘ B LﬁZo,ZKo,n) o ()\ B L\/EZO,zKo,n) )S‘t’v’ZO’O

< O\L A+ ) (14 120]) (14 A slowzpo - (8:70)

Proof. We use Theorem 8.24, and we proceed as in the proof of Theo-

rem 7.40. The proof of our theorem is completed. O
Now we establish an analogue of Theorem 7.41.

Theorem 8.26. For n €]0,1] small enough, there exist C' > 0, r € N
such that if t €]0,1], v € [t,1], n € N, z € R, |2| < ¢, yo € Xy,
ZO € NXg,K/Xg,R,ym |ZO| < 60/\/5a pE N7 then

o 3,(tv) T 3,(0,v)
HFt»”(L\/EZO,zKO) B Fo’n(L\/T/'ZOVZKO) Hoo,p

< O\E(U+120)* T (14 ) exp(~C'n /4 + 20" ) . (8.71)
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Proof. Using (8.58) and Theorem 8.25, the proof of our theorem is the same
as the proof of Theorem 7.41. 0

Theorem 8.27.  There exist C' > 0, C"” > 0, C"” > 0 such that for
n €10, 1] small enough, there is ¢, €10,1] such that given m € N, there is
C > 0 for which ift €]0,1], v € [t,1], z € R, |2| < ¢, n € N, yo € Xy K,
Zy € NXg,K/Xg,R,yoi |ZO| < 60/\/57 Z, VANS (TRX)ym ‘Z|7 ’Z/’ < 60/\/%,

’(ﬁt,n(Lg’(t’v) ) — ﬁo,n(Lg’(O’v) N(Z, Z’)‘

VvZo,zKo VvZo,2Ko
1/4(20+1) 20" +1
<(C| - ~ Y __(14+1Z]+|Z
() (@ ezo)™ LA )

exp (—Cf2 + 20" sup (122,12 2) = G412 — Z12) . (8.72)
Proof. Using Theorems 8.23 and 8.26, the proof of our theorem is the same
as the proof of Theorem 7.42. o

Theorem 8.28.  There exist C' > 0, C"” > 0, C"” > 0 such that for
n €10, 1] small enough, there exists ¢, €0, 1] such that given m € N, there
exists C' > 0 such that if t €]0,1]i, v € [t,1], z € R, |z] < ¢, yo € Xk
Zy € NXg,K/Xg,R,yoy |ZO| < 60/\/5Z7 VANS (TRX)ym ’Z‘? |ZI| < 60/\/1_'La

(FAL ) —exo(=L550 | )2, 2)]

Vv Zo,2Ko VvZo,2Ko
1/4(20+1) 20" +1
t 1+ |2 ;
gc(-) %(Hmﬂzq)
v (1 + |ZZQ|)
exp (20"7]2 sup (|Z[%,12')?) — CQW\Z - Z’|2> . (8.73)
Proof. Our theorem follows from (7.143) and from Theorem 8.27. o

8.11 A proof of Theorem 8.8. Now we take ¢ > 0 as in (7.214). By
(8.73), there exists C"" > 0 such that if Z € Nx /xRy, [Z] < €0/ V1,

(B8 )y —exp(~L5) )92, 2)]

VvZo,2Ko VvZo,2Ko

t 1/4(2£+1) (1+|ZO|)2[//+1
<C|[-= =~ (1+1z2)) 40"2\ Z 12 = "\ Z|?).
<c(3) ez (1 V) e aC iz o)

(8.74)
For n €]0, 1] small enough,
40" - " < =" /2. (8.75)
Using (8.74), (8.75), for Z € Nx,/x R,y |Z] < €0/V,
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(B3 ) —exp(=L5%Y ) (972, 2)]

VvZo,2Ko VvZo,zKo
1/4(26+1) (4 7 207 +1 "
< o( ) [Chal2)) <—C sz). (8.76)
v (1+ (220 4

Now using (8.7), we get

1 (VoZo +VIZ) — i (VoZo) O Z) OV Z] + /vl Z))

= . (8.77)

[

¢ ¢ 1/2
<C<E\Z|2+(;> yZHZOy>. (8.78)

< C|Zy|?. (8.79)

Using (7.225), (8.21), (8.29), (8.30), (8.57), (8.76), (8.78), (8.79), we get
(8.23). The proof of Theorem 8.8 is completed.

so that

1 (VoZo + ViZ) — u(vv2)

Also by (8.10),
Ml(\/_ZO

8.12 Control of the supertrace containing .

Theorem 8.29. There exist ¢ > 0, r € N, C > 0, v €]0,1] such that if
t €]0,1], v € [t, 1], if z € R*, |2| < ¢, then

ol | T [ exp = Lic = tDY2,) | + | < (). (8.80)
Proof. Let k(yo,Zo) be the function deﬁned on Xg MUy by the relation
dvxg (yngo) = E(yo, ZO)dUXg,K(yO)dUNX%K/Xg (Z()) . (881)
Then
Elx, o =1. (8.82)

Recall that Fy(Lg + DY
t
(8.81), we get

)(g~ '@, x) vanishes on X \Ue,. Using (7.90),

1
v

d’L)Xg

g™, 0)] ot + [ o BT

1
v

| [ soFi(Li + D)
/ t

dim Ny i X2

— ,K/Xg IT w1 )

/X ! ’ [/ZOENXg,K/ngR»yo7|ZO|5€0/\/5 S[ v gFt(LK—HD%_%)
oK ZENX, /X RyglZ|<e€0

(2)

_ d’UN
(g 1(y0,\/5Z0,Z),(yO,\/5Z0,Z))} (Y0, Vv 2o, )%

- dun g K/X (Z0) vy & (o)
+ ﬂv,l(ym \/EZO):| k(@lO» \/ZZO) (2ﬂ_)difn NXg:qK/Xg (27r)dqing7K : (8'83)
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Using Theorem 8.8 and (8.83), we find that there exists C' > 0 such that
for z € R*, |z| <,

/ Trb[’”lgFt(LK +tDX ? )(g ' w)} (fﬁféfi)x

dvx
"‘/ ﬁv 1 (2m) dlrr?Xg
XgnU{,

Now we claim similar estimates can be very easily obtained for

[ R D )] i
X\UY,

‘Z|2€”+1

<C(L)7. (884)

(8.85)

In fact, on X \ U, we observe that 5-|K*X|? has a positive lower bound.
Then we adapt the above techniques to the case where Xy x = (. In
particular for 1 < ¢ < 2¢, the Clifford variables c(e;) are now replaced
by ¢t /y(e;), while being unchanged for 2¢' +1 < i < 2¢. The potentially
annoying term “‘Tl is more than killed by the presence of the term % | KX
Details are left to the reader.

The proof of Theorem 8.29 is completed. o

8.13 Control of the supertrace containing 2. The purpose of this
section is to prove the following second key result.

Theorem 8.30.  There exist ¢ €]0,1], C > 0, v €]0,1] such that for
zeR, |z| <, t€]0,1], vet1]

|22 | Tr, | 2 exp(— Lic + 1D} )] + 0 < C (L), (8.86)

Proof. The remainder of the section is devoted to the proof of this result. o

We take odd Grassmann variables da,da as in sections 4.5 and 7.14,
and we use the notation in (7.231). Set

By, = L + tD{fi + da\/D)f%fl. (8.87)
ProrosiTION 8.31. The fo]]owmg 1dent1ty holds,
_ AT OVX)QE _ (1, 1) (K¥Xe) _ dac(e))?
Btv———<v( OE (1) —ajg—i>

+ L L H 4 Le(en)eley) ((RP + ATe[RTY)) (eq,e5) — H(VTX KX ¢)))
- (mE(K) + 3Tr [mTX(K)D (8.88)
Proof. Our identity follows from easily from (8.1). O
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PROPOSITION 8.32. The following identity holds,

. da
t%Trs [WTQQ exp ( — Ly — th’_Ql)} = %TI"S [\/gc(iv.,ug)g exp(—Bt,v)} .
(8.89)
Proof. Clearly,

%Trs [WT?gexp ( — Ly — tD)fi)}
t

v

= %Trs [WTZQ exp ( — Lk — tDi(’_Ql - b[\/ZDf_ly a%(\/ZDi(_l)]ﬂ
t t v t v

v b=0
= —%Trs[ [\/ED?i%, “‘TQ} g exp ( — Lg — tD);f% — b%(\/gDéi%))].
(8.90)
Clearly,
VDY 1, 2] = 1\/4e(V ina). (391)
t v
t5 (VIDY 1) = D%, .
t v v
From (8.90)—(8.91), we get (8.89). O

REMARK 8.33. Incidentally note that

da
%TI“S {\/gc(iv_,ug)g eXp(th,v)] = %TI“S {\/gc(iv.,ug)g exp(th,v)} ,
(8.92)
because, if we make da = 0, in the left-hand side of (8.92), we evaluate the
supertrace of an odd operator, which is 0.

By (7.80),
exp(—Btﬂ,) = Ft(Bt,v) + It(tBtﬂ,) . (893)
Now
c X
tBry = 2D+t (Lic + (1- 1) [ DY, (;f/ﬁ)])
(1= PR (2D 1 (14 £) AR (5.0

By (8.94), it is clear that for ¢t €]0,1], v € [t,1] and |K| small enough, the
operator tB;, verifies estimates similar to A; in Theorem 7.11. One then
finds easily that for |K| small enough, t €]0,1], v € [t, 1],

HINt(Bt,U)Hl < Cexp(—C//t) . (8.95)
In particular, by (8.95), we get for t €]0,1], v € [t, 1],

)%Tfs [\/gC(iV.Mz)gE(tBt,y)}%‘ < Cexp(—C'/t). (8.96)
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By (8.88), and proceeding as in [BiGS1, II, proof of Theorem 2.16],
[BGV, Chapter 10] , we find that as t — 0,

Tr, [\/écuwz)ﬁt(&,v)]% —0. (8.97)

Incidentally, note that because of the Grassmann variable da, the relevant
techniques to establish (8.97) are either probabilistic, or use techniques
developed in [BGV] to establish the local families index theorem of [Bi4].
Note here that the relevant computations in a more complicate context have
already been done in [Bil3, Section 12] (see in particular [Bil3, eq. (12.44)
and (12.48)]). Also (8.97) fits nicely with (8.89).

Now we will exploit the essential fact that V uo vanishes near Xg. In
fact using (8.97) and proceeding as in sections 8.4-8.12, and in particular
as in the end of the proof of Theorem 8.29, we find that given m € N,
t €]0,1], v € [t, 1],

="
v

~ da
T [/ eV i) B (B | < € () (8.98)
In particular, by Proposition 8.32 and by (8.96), (8.98), for ¢ €]0,1],
v € [t 1],

v

22| 5T [i82 exp(~Lic +¢D12)) || < § (4)7. (8.99)
By (8.97) and by integration of (8.99) in thte \jariable t, we get
(22| T[22 exp (= Lic = D)) | +@a| < O (L) (8.100)
From (8.96), (8.100), we get (8.86): i:e. we have completed the proof of
Theorem 8.30.

8.14 A proof of the last part of Theorem 6.6. When v € [1, 00|,
1/v remains bounded. By using the methods of section 7 and of the present
section, one sees easily that for z € R, and |z| small enough, there exists
C > 0 such that for ¢ €]0,1], v € [1, +o0],

‘TI"S [i(u, K)gexp(—Lg — th’_Ql)} ’ <C, (8.101)
t v

which is equivalent to (6.13). The proof of Theorem 6.6 is completed.

9 A Proof of Theorem 6.7

The purpose of this section is to establish Theorem 6.7. We use techniques
which are closely related to [BiL, Section 12], and also to sections 7 and 8.
The main difficulty with respect to [BiL] is still to obtain the adequate
control of the considered operators for |z| small enough.
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This section is organized as follows. In section 9.1, we establish an al-
gebraic identity on supertraces, which we will need to obtain the two terms
in the asymptotic expansion in Theorem 6.7. In section 9.2, we state our
main convergence result. Sections 9.3-9.6 are devoted to the proof of this
result. In section 9.3, we establish a Lichnerowicz formula. In section 9.4,
we make a local change of coordinates near X, i and introduce a simple
Getzler rescaling on the Clifford algebra. This coordinate system turns out
to be too elementary, and does not allow us to obtain the adequate con-
trol of the local supertraces. In section 9.5, a more complicate coordinate
system is introduced near X k, which is compatible with what we did in
sections 7 and 8. This will allow us to establish the right estimates, and
prove the result announced in section 9.2. Finally, in section 9.7, we prove
Theorem 6.7.

In this section, we use the notation in sections 7-8. Also we fix g € G,
Ky € 3(g), and we assume that K = zKj, with z € R*.

9.1 A simple identity of supertraces. Let da,da be odd anticom-
muting Grassmann variables as in sections 7.14 and 8.13. Then da, da span

AI(RQ) KR, C.
DEFINITION 9.1. Put
Cio = L +tD}? c(iJTX KXY 4 dai pX (9.1)

1a-4) 2 \/_
PROPOSITION 9.2. The following identity holds,

i dada
%Trs [ <“1’)K>gexp ( —Lg — tD)l((’i—l))} = Trg [g exp(—Ctﬂ})] . (9.2
t v
Proof. Clearly,

Trg[( >gexp( LK—th(’f_%))]

vz P2ty

b=0
o X <M7K> _ X,2
2Ty H\/ZD%O_%), - }exp( Lic — DY )
B X

b5 \[D (1- —))”b 0 ©-3)

y (1.17), (2.4),
[VADS ) S88] = iV (. K) = Sl KY). (04

Also
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So by (9.3)—(9.5), we get (9.2). 0
REMARK 9.3. Put

c =1L tD%? | _da_o; gTX Xy dayt pX . (9.6
to = La-pr TG0y~ 5,70 )+ Py 00
Then

Trg[gexp(—Crp)] = Trs[ge"/ exp(-C},)]- (9.7)

Temporarily, we make da = 0,da = 0. Observe that

X2
C;,U = L(l—%)K + tD%(l—l)

v

is just the operator
Lk +tDy7?,
t

with K replaced by (1 — 1)K. By (9.7), Trs[gexp(—Cio)] is just
Trs[g’ exp(— Lk — th(/f), with K replaced by (1 — %)K , and ¢’ replaced
by gef/?. Incidentally note that by (2.41), this quantity is just L(ge’). So
the considerations which follow are relevant only when da, da are nonzero.
Still, to make our discussion simpler, we concentrate on the trivial case
da = 0,da = 0, by discussing the behaviour as t — 0 of the associated local
supertraces.

By using the techniques of section 7, if ¢’ € G, if Ky € 3(¢), if for
z € R, K = zKj, for |z| small enough, as ¢t — 0, the local supertrace

of Tr[g’ exp(—L;_ 1gy = tD?g, 1 ))] converges to an an explicit current

over Xy. Still, by (7.213)—(7.216), the size of |z is explicitly related to g'.
Here ¢’ = ge/V depends on z. This already indicates that the techniques
of section 7 cannot be used directly to establish a convergence result for
Trs[g exp(—Cy)]%9% as t — 0.
9.2 A convergence result.

Theorem 9.4. For z € R*, and |z| small enough, for any v € [1,+0o0], as
t— 0,

Trs [g exp(_ct,v)] dada - /X ngeK (TX)‘I)I/v,g,K (NXK/X)ChgeK (E) .
g, K
(9.8)

Proof. The purpose of sections 9.3-9.6 is to establish our theorem. m

9.3 A Lichnerowicz formula
Theorem 9.5. The following identity holds,
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Cro =4 (v9<T*<“’”X>®E & () %)~ fFrelen)
— 5l (i JTXRX) + e (K%) + IS 4 b
+ Le(es)eley) (RE + AT [RT™)) (e5,¢5) — £ (VEXKX ej)elei)c(e;)
— (mP(K) + $Tem™ X (K)]) . (9.9)
Proof. When da = 0,da = 0, (9.9) is just (8.1), with v replaced by tv. It is

then easy to verify that (9.9) extends to the general case. 0
Again, we write
exp(—Ct,U) = F; (Ct,v) + I; (tCm). (910)
Then
_2pX2 4 2 X X oKY)
(Crp = 2D 4 L20aDY + ¢ (Lic + (1- 1) | DY, 2]

V(- BT K —da (1 - ) U - (1= 1P B (011

By proceeding as in sections 7.3 and 8.4, we find that for ¢ €]0,1],
€ [1,4o0[, |z| small enough,

|1 /3(tCe0) ||, < Cexp(—C'/t). (9.12)

As in sections 7.3 and 8.6, the problem of evaluating the limit as ¢ — 0
of Trs[g exp(—Cy,)]%9 is now localized on X,.

Clearly, there exists €9 €]0,ax/8] such that if ¢ €]0,8€)], the map
(yo,Z) € N X, x/XR = expf/g(Z ) € X induces a diffeomorphism from the
e-neighbourhood U, of Xg,x in Nx_ ./x on the tubular neighbourhood V.
of Xy in X.

As explained in section 8.3, we may as well assume that ep=ej=€j=¢y.
So we now use the notation ¢ instead of €.

DEFINITION 9.6. Let 1VA(T*(O’1)X)®E®A(R2)®RC be the connection on
AT*OVX) ® E® A(R?) @r C,
lvA(T*(Ovl)X)®E®A(R2)®RC _ VA(T*W)X)@E _ (1 + ;) K'X %c(')
Now we will evaluate the curvature of 'VAT* "DV X)®ESA(R?)@RC

ProPOSITION 9.7. The following identity holds,
1VA(T*(M)X)®E®A(R2)®RC,2 _ i(RTXei,eﬁc(ei)c( i)+ lTr[RTX] + RE
— (14 1) B2 (9.14)
Proof. This follows from (9.13). O
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Let A, B be smooth sections of Tr X. By (9.13),
AT IXISESARDERC By — (VRN B) + da(A,B).  (9.15)
Let ¢!(TRX) ~ TrX be the set of elements of ¢(TrX) which have
length 1. By (9.15), it follows that parallel transport with respect to
Ly AT OV X)@ESAR)ORC maps ! (TR X) into ¢! (TrX) & C(da).
DEFINITION 9.8. For ¢ > 0, put

1A (T*0D) X\ EQA(R2 Ct _ wA 70,1 X\@ F 1\ K'¥ da
vA( JRERARY)BRC,t _ y7A( BE _ (14 1) £ —57¢().
(9.16)

Clearly 1vA(T* "D x)eBar®)@RrC1 s obtained from 'vAT* ") x)eEEARY) @R C
by scaling K into K/t, and da into da/+/t. Then
%(0,1) 2
1VA(T X)QEQA(R*)®RC,t,2 _ i<RTXeia ej)c(ei)c(ej) + %TI‘[RTX] + RE
1\ dK'X
- (1+3) %~ (917)
Finally the connections 'vAT* (Y X)@p8AR?)@RC and 1vAT* D X)0EeARY) 8RO,

are g-invariant.

9.4 A change of coordinates and a Getzler rescaling: a first sim-
ple approach. Here, we follow again the strategy of [BiL, Sections 11
and 12] and of section 8. Namely we will concentrate on the proof of es-
timates near X, x, while in principle we should also prove corresponding
estimates near X,. However the proof of the estimates near X, and far
from X, i are in fact much easier.

Take yo€Xg k. I ZE(TRX )y, |Z] < 4eo, we identify Z with exp, (Z)eX.
If Z € (TRX)y,, |Z| < 4eo, we identify (A(T*OVX) @ E® A(R?) ®@r C)z
with (A(T*OVX) ® E® A(R?) ®g C),, by parallel transport with respect
to LyAT OVX)@ESARYERCL glong the curve t € [0,1] — tZ € X.

We still define p(Z) as in (7.112), so that (7.113) holds.

z)(:}’?) be the operator

L0 = (1 p2(2)) (~5AT) + p*(2)Co. (9.18)

DEFINITION 9.9. Let L;

Then
1

I’ t’ =
L% € (c(TrX) © End(E)), & A(R? ®r C) ® Op,,. (9.19)
We still define H; as in (7.118). Let Lzé(tjg) be obtained from L;E)(tl’;}) as in
(7.119).
Let (e1,...,ez) be an orthonormal oriented basis of (TrX),, taken as
after Definition 8.9.
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DErFINITION 9.10. Let L’ ( ") be the operator obtained from Ly (t;) by

0

replacing c(e;) by ¢ (e;) for 1 < i < 20", while leaving the ¢(e;)’s unchanged
for 20" +1 <13 < 2¢.

Let j' : Xg.x — X be the obvious embedding. The tensors which are
considered in the following definition are evaluated at yq.

DEFINITION 9.11. Let Lg(,)(o,v) be the operator
LG = =3 (Ve + 5 (7" R™ = (14 ) VTNEY) Z,e:))”
L’vTXKX‘Q _ L<VTXKX, €j>C(€i)C(€j) + 2_1v<jl*RTXV£XKX’ Z>
ZZUC(JTXVTXKX) ,Ld;ga <JTXV§XKX, Z> +j/* (RE + %’I‘I'[RTX])
— (mP(K) + 3Te[VIY KX]) . (9.20)

Theorem 9.12. Forv >0, ast — 0,
3,(t,v) 3,(0,v)

Ly — Ly (9.21)
Proof. If A is a differential operator, we denote by [A]ES) the differen-
tial operator obtained from A by using the trivialization with respect to
Ly AT OV X)®E@ARY)ERC the rescaling of the coordinate Z and the Get-
zler rescaling of the Clifford variables which was given in Definition 9.10.
We start from (9.9). Using (7.107), (7.109), (9.14) and proceeding as in
Proposition 7.27, we find that as ¢t — 0,

[_ ¢ (Vé\i(T*(o,l)X)(E@E L+ L) (KX &) - %C(ez‘))Q}iS)
— L (Ve + L (("R™ — 1+ H) VT¥EX) Z,e,)). (9.22)
Let Tej(Z) be the parallel transport of e; along the curve t € [0,1] —
tZ with respect to the connection VX, Let Ol(lZP) be any object in
(c(TrRX 1) ® A(R?)®RC),y, which is of length at most 1 and is also O(|Z|?).
By (9.15), in the trivialization associated to Ly AT @D X)@ESAR?)ERC,

c(rej(2)) = clej) + da(Z, e;) + O1(12)?). (9.23)
From (9.23), we deduce that for 1 < j < 2¢”,
[Vic(re;(viz))] ¥ = vV2el A +0(Vi|Z)), (9.24)
and that for 20”7 +1 < 5 < 2¢,
[c(re;) (V)Y = elej) + da(Z, e5) + O(V1|Z]?). (9.25)

By (8.41),

(iJ"XKX(Z),7ej(Z)) = (iJTXVEEK) e

) +0(ZP). (9.26)
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Moreover
A(K*)(Z) = c(re;)(Z)(KX(Z),1ej(Z)). (9.27)
A similar identity holds for c¢(iJTX KX)(Z). By (9.24)-(9.27), we find that
[ st KN (ViZ)] = e (i YV R
+ dai JTXVTXKjg, Z)) + 0(Vt|Z]?), (9.28)
B k)(Viz)] = BVE KS) + O(VilZP).
Also

KL (Viz) — LIVEX KX (9.29)

From (8.41), we get

(Vie KX mei)(Z) = (Ve Ky e

Yo’ Z)e;, €j>+0(|Z|3)-

(9.30)

By (9.24), (9.25), (9.30), and using the (2,2) symmetry property of the
curvature RTX of the Levi-Civita connection V¥, we find that as t — 0,

% [(VZ;SKX, Tej>c(7'ei)c(7'ej)(\/£Z)] (3)
=1 D (VIEXEKejc(ecles)

201 41<i,§,<20
— SRSV K N Z) + Ge(VEEKY) . (9.31)
From (9.9), (9.22)—(9.31), we get (9.21). The proof of our theorem is

completed. O

REMARK 9.13. Consider the exact sequence of holomorphic Hermitian
vector bundles on X g,

5:0—>TXQ,K—>TX]X9’K—>NXg’K/X—>0. (9.32)
Then the exact sequence (9.32) verifies the assumptions of section 4.5.
Namely g acts on &£ as a parallel isometry, B = V/XKX ¢ End(€) is
skew-adjoint, parallel, and commutes with g, and finally (4.39) holds. Us-
ing the notation in (4.16),

N*q w/x = Nxe/x (9.33)
Also using the notation in Definition 4.11, then
3,(0, It
LG = Ly + RP — mP(K). (9.34)

Now we use the notation in (4.41)7(4.44). By (4.44),
PO = (1-1)2(v K¥)?, (9.35)
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so that P(O) < 0. This is again an ominous indication of difficulties to
come. In fact, as explained in section 4.4, the operator in (4.28) is not
lower bounded.

To make our estimates easier, in the next section, we will use a slightly
different trivialization, which will be compatible with what was done in
section 8.

9.5 A new trivialization. Take Zy € Ny ,/x,Ryo> |%0| < €0. If
Z € (TrX)y,, |Z| < 4eo, we identify (A(T* OV X)®E® A(R?)®rC) , with
(A(T*(Ovl)X)@)E ® A(R?)®@grC) 2z, Dy parallel transport along the curve s €
[0,1] — exp)Z{O (sZ) with respect to the connection 1vAT* Y x)eBoA®R)@RC,
Also we identify (A(T**VX) @ E® A(R?) @r C), with (A(T*OVX) ®
E®AR? @ C)yo by parallel transport along the curve s € [0,1] — sZy

with respect to the connection VATV X)@E,

We may and we will assume that ¢y is small enough so that if |Zp| <
€0,|Z| < 4eo,
Thi X <hhX , < 3nlX. (9.36)
We still use the notation in (8.26).
DEFINITION 9.14. Let L'y’ (t ") he the operator

1,(t,v
Ly = (1= <Z>) (~5ATY) + (D) (C)za - (9.37)
We still obtain LZ (K),Lzo(t ) from L (t ") as before. Recall that
Ky .z, (Z) was defined in (7.99).
PROPOSITION 9.15.  The following identity holds for Zy € Nx, . /x, Ryo-

Z € NXg/X,R,y(p ‘Z()’ < €0, ’Z‘ < 60/\/57
10 VX0 1 X T [ By (Coo) (971 (20, VEZ), (Z0, VEZ)) | Ky 20)(VEZ)

im tv — max
= (=)t Xk Ty [g Ry (L G0 ) (9712, 2)) ™. (9.38)
Proof. The proof of (9.38) is the same as the proof of (7.116) and of
Proposition 7.25. O

DEFINITION 9.16. Let L%} be the operator

LGk = =3(Ve + 3 (BT = (14 1) VIVEY) | Z,e:))’
+ V2 K2 — (Ve K ej)c(ei)c(e;) + (RTXV2+ZOKX,Z+ZO>
Z2UC(JTXVZ+ZOK§( ) — jdada <JTsz+ZOK§g 7+ Zo)
i (R + 3 Te[R™Y]) — (mP(K) + 3 Te[VITKY]) . (9:39)
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REMARK 9.17. Observe that
LG = exp (L (BT = (1+ 1) V.KX) 20, 2)) 11531242,
exp (=4 ((R™* — 1+ LY V.KX) Zy,Z)). (9.40)

Theorem 9.18. Ast — 0,
13,(t,v) 13,(0,v)
v0,V'tZo, K "y, Z0 K- (9.41)

Proof. The proof of (9.41) uses the same arguments as the proof of Theo-
rem 9.12. m

9.6 A proof of Theorem 9.4.
Theorem 9.19.  There exist C' > 0, C"” > 0, C"” > 0 such that for
n €10,1] small enough, there exists ¢, €]0,1] for which if z € R, |z| < ¢,
given m,m' € N, there is C > 0, r € N such that for t €]0,1], v € [1,+o0|,
Yo € Xgk, Z0 € Nx, 1o /Xy Ry 2+ 2" € (TrRX)yo, 1 Z0|,12],|2'] < €0/,
= " el 7 13,(t) /
( ”ZOD |a|7\Sal}\p§m/ 02°02' Ft(Lyo,\/iZO,ZKO)(Z7Z)
COL+12+12)" (1 + |20)) DT
exp(20"n*sup(|Z|?,|Z'*) — C"|Z — Z'|?). (9.42)
Proof. First assume that v = 1. We apply Theorem 8.23 to the case
v =t and we use (7.143). Note here that A (T} X k) is now replaced by
AT X g k) ® A(C), which explains why ¢” is now changed in ¢ + 1. The
proof extends easily to the general case. O

Let K, be the vector space of smooth sections of

(AT X, x ® R2) ®A( *(0, 1/)X R) ® E)y, over (TRX),,, let Ky, be the

vector space of smooth sectlons of (AP(T3% X,k OR?) ® A(Ny ( /)X ROE)y,
over (TR X)y,. We denote by Kyo’ Kg yo the corresponding vector spaces of
square integrable sections.

DEFINITION 9.20. Fort €]0,1], yo € X, k, Zo € Nx
put

é 1
1517 20.0 = /(T 1521+ (12] + | Zo]) p(v/12/2)) 22 P gy (2)
R Y,

0

0.5/ XgRyor S € Kp.y05

(9.43)

Then (9.43) induces an Hermitian product ( )¢ z,,0 on K9 v+ We equip
Kyo with the Hermitian product which is the direct sum of the Hermitian
products on the Kg,yo' Incidentally observe that if v € [1,400[, by replacing
v by tv in (8.35), we get a norm which is equivalent to the norm (9.43).
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DEFINITION 9.21. Fort €]0,1], v € [1,+oo[,y0 € Xg,x, Zo € Nx
and s € Ky, with compact support, put

g,K/Xg7R7y07

2
15170201 = 1517 200 + & |p(VIZ) KX (VE(Zo + Z)) |iZo,0 + Z Veisl? 200
=1

(9.44)

Again the norm | |¢,4,7,.1 is equivalent to the obvious modification of the
norm in (8.38), with v replaced by tv.

Note that the norm ||;, 7,1 depends explicitly on K. It will be un-
derstood that when K is replaced by 2Ky, the norm ||, 2,1 is modified

correspondingly. We define L (Z )Kn as in (8.45).Using (9.36), and pro-
ceeding as in (7.147) , we find that if Z e (TrX)y,,1Z],12"| < p,

o 13,(t,v) _ 13,(t,v)
Fon(Lyy 7y i) (20 2') = Fon (L, 7 i) (2, Z) - (945)

One verifies easily that the estimates in Theorem 8.18 still hold with
respect to the new norms, with constants which are uniform in ¢ €]0, 1],
€ [1, +oo[. In particular, the obvious analogue of Theorem 7.34 still holds
with uniform constants.
Now we will prove an analogue of [BiL, Theorem 12.16]. Here for

A€ Upnpay A= L2020 )7, (0= L300 )" will be considered

as distributions on (TrX)y, X (TRX )y,
Theorem 9.22. Givenn > 0, there exists ¢, €0,1] such that if t €]0, 1],
v € [l,400[, n € N, yo € Xyxk, |Z0] < €/Vt, 2 € R*, |2| < ¢, if
AE Unn+d;
-1
=L ko) — A= L0 )
in the sense of distributions. (9.46)

Proof. Clearly

/3,(t,1}) -1 /37(071") -1 _

()\ B Lyo7\/on,ZKo,n) N (A N LZO,ZKOJL) -
13,(t,v) —1/713,(tw) 13,(0,v) 13,(0,v) -1
()\ N Lyo,\/ZZo,zKo,n) (Lyo,\/fzo,zKom N LZOVZKO’”) (A N LZO7ZK0’”) '

(9.47)

Then we use (9.47), and we proceed as in the proof of [BiL,, Theorem 12.16].
In fact given z € R* such that |z| is small enough, the situation is the same
as in [BiL]. O
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By the analogue of Theorem 7.34, if z € R, |z < ¢y,
1

T /37(25,1)) _ = I _ /3,(t,’l}) -1
Fin (Lyo,\/on,ZKoyn-HD) 2 /(]nn+d th(A) (A Ly07\/fzoazKo,n+p) dA.

(9.48)

Using (7.142), the analogue of (7.149) in Theorem 7.34 and Theorem 9.22,
we find that as ¢t — 0,

= 13,(t,v) = 13,(t,v)
Ft’n (LyUﬂ/zZO,ZKO,TL"Fp) (Z’ Z/) - FOv" (LzoyzKoﬂHp) (Z’ Z/)

in the sense of distributions. (9.49)

From the uniform bounds in Theorem 9.19, using (9.45) and (9.49), we see
that as t — 0,

Fun(L ) (22 = Fon(L500) (2,2
uniformly over compact sets in (Tr X ), together with their derivatives.
(9.50)
From the uniform estimates in Theorem 8.23 , using (9.50), we find that
for z € R*, |2| < ¢y,
L ) (2 2) = exp(-L500) (2, 7)
uniformly over compact setsin (Tr X ), together with their derivatives.
(9.51)

By (7.90), (8.81),(9.38),

= -1
o mencs, imyovnyx T [9F0(Coa) (57 (00, 20, 20, a0, 20 2))|
|Z0|7‘Z‘§60
dvx (yo, Zo, Z)
(27T)dimX

_ L dim X4 i ~ 13,(t,v) 1 max
-/ - /.Zo|,|Z|g60/¢z( i)t [gF (L2 Y (67'2,2)]

k(yo, VZ0, VIZ)E (Y0, V1Z0) QNx, o /x,(Z0) duny ,(Z)  dvx, . (yo)

Koo iz (V2) (2m) TN (2) T Ny (2m) B0 Xk
(9.52)

By (7.214), (9.42), if z € R*, |z| < ¢,

(1 15200) " B2} i ) (07 2.2)

<C(1+12) (1 + |20))* I

exp ((4C"n* — C")|Z|*). (9.53)



1418 J.-M. BISMUT AND S. GOETTE GAFA

For n €]0, 1] small enough,
40//772 e L < _C;’”. (9‘54)
By (9.51)—(9.54), we find that for n small enough, if z € R*, |2| < ¢y,

Trs [ (Cro) (97 (y0s Z0, 2), (0, Z0, Z))]

(20,2)ENxX, 4 /xgRXNx,/x R
‘ZOMZ‘SEO

dUX(y()v Z07 Z)
(27T)dimX

0, _ X
“Jo ) e lpen(- L0 0) 672 )™
Xgx INX, o/xg*Nxg/x

d,UNXgYK/Xg(ZO) dUNXg/x (Z)

(9.55)

Using (9.40), we get
13,(0,v) 1 max
/ K/N Jxo xNx,) @Trs[gexp(—Lyo,zozszo)(g Z, Z)}
g Xg x/Xg X NXg/X

vaXg’K/Xg(ZO) dUng/X (Z)
(27[_)d1m NXg,K/XQ (27_(_)(111’11 ng/X

d’UN (Z)
3,(0,v) 1 Xg K/X
goTr gexp(—L (9 2,72) : .
/gK/NX e s ( y07ZK0) ](QW)dlmNXQvK/X

Now by Theorem 4.13, by (9.32), (9.33) and (9.34),

ClUN (Z)
( ) —1 Xg,K/X
goTrs gexp(—L, " Z, 7 p—-
/QK/NX » (— Yo, Ko)( )] (%)d Nx, /X

:/X Tdgex (TX)(1 4 dada®y /4 .1,(Nx,c/x))chyer (E).  (9.57)
g, K

Also, as éXplained at the beginning of section 9.4, we may adapt the
above techniques to points of X which are far from X, x. One can then
easily show that for z € R*, and |z| small enough, as t — 0,

_Tr[gF(Cro)] — 0. (9.58)

By (9.55)-(9.58), we get (9.8). The proof of Theorem 9.4 is completed.

(9.56)

9.7 A proof of Theorem 6.7. By proceeding as in the previous sec-
tions, one finds easily that for z € R*, and |z| small enough, as t — 0,

, 2Ky D_;(ge*o
TI‘S |: </’L . >gexp( LZKO tDX2 ) M

oA . (9.59)
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Using Proposition 9.2, Theorem 9.4 and (9.59), we get (6.14). The proof
of Theorem 6.7 is completed.
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