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Abstract. We consider the damped wave equation on a manifold with im-

perfect geometric control. We show the sub-exponential energy decay estimate
in [Chr10] is optimal in the case of one hyperbolic periodic geodesic. We show

if the equation is overdamped, then the energy decays exponentially. Finally

we show if the equation is overdamped but geometric control fails for one hy-
perbolic periodic geodesic, then nevertheless the energy decays exponentially.

1. Introduction

In this paper, we discuss several damped wave type problems in various geo-
metric settings in which the support of the damping term fails to have perfect
geometric control over the whole domain. It is known that some loss in regularity
must occur to obtain energy decay, however the rate of decay, as a function of time,
is still an important object to study. The starting point for our work is the exam-
ple of Lebeau [Leb96] and the mistake in the work of the second author [Chr07]
(which has been corrected in [Chr10]). In the example of Lebeau [Leb96], the sta-
ble/unstable manifolds of one hyperbolic orbit are homoclinic to those of other
hyperbolic orbits which are contained in the damping region, so exponential en-
ergy decay still occurs. In this paper, we analyze the damped wave equation on a
“lumpy torus” manifold, which has similar characteristics to the example of Colin
de Verdière-Parisse [CdVP94b], in which the stable/unstable manifolds of of a hy-
perbolic periodic orbit are homoclinic to each other, and hence “come back” from
the damping regions to the undamped region (this phenomena also occurs in a
“double-well” potential problem [HS89]). In this example, we prove the strongest
rate of energy decay is sub-exponential, which is the corrected statement in [Chr10].

Motivated by the viscous damping discussion in [EZ09], we discuss also more
general cases when geodesics may return from the damping region, but with a
stronger damping term. In this case, we prove exponential energy decay with a loss
in derivative.

The techniques of proofs combine microlocal resolvent estimates near the “trapped
set”, a gluing argument, and analysis of semiclassical defect measures to estimate
the asymptotic distribution of eigenvalues for the damped wave operator. The size
of the neighbourhood between the real axis and the spectrum gives the rate of decay,
while the estimates of the inverse in this neighbourhood give the loss in derivatives
(see, for example [Bur98] and the adaptation in [Chr09]).
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Figure 1. The compact Riemannian manifold (M, g).

1.1. Organization. This note is organized as follows. In §2 we look at a particular
example (following Colin de Verdière-Parisse [CdVP94a, CdVP94b]) which shows
the corrected estimate in [Chr10] is in general sharp, and that the example in [Leb96]
is a special case where this estimate can be improved. In §3, we show that by adding
a stronger damping term, under the usual perfect geometric control assumption,
we get an exponential energy decay similar to the weaker damped case (a similar
problem has been studied in [EZ09]). In §4, we re-examine the “black box” type
framework from [BZ04] and [Chr07,Chr10,Chr11,DV12,CSVW12] (which includes
the example in §2), and show that with the addition of a stronger damping term,
the corrected estimate from [Chr10] can be inproved.

2. Imperfect geometric control: an example

In this section we study a particular example of a manifold with a hyperbolic
periodic geodesic and damping which controls the manifold everywhere outside a
neighbourhood of the geodesic. Specifically, let M = T2 be the 2-dimensional
periodic surface of revolution given by

M = {(x, y, z);x = R(z) cos(θ), y = R(z) sin(θ), z ∈ T = R/2πZ},

equipped with the warped product metric (see Figure 1 for a schematic drawing)

g = dz2 +R2(z)dθ2.

We choose the function R(z) to be even, have a minimum at z = 0, a maximum
at z = π with no other critical points, and have a very specific structure near z = 0:

R−2(z) = 1− z2,

for z in a small neighbourhood of 0.
The Riemannian volume element becomes

dvolg = R(z)dzdθ

and the Laplace-Beltrami operator is

−∆g =
1

R(z)
∂zR(z)∂z +

1

R2(z)
∂2
θ .
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The manifold M has a closed hyperbolic geodesic γ characterized by z = 0 (M
also has a closed elliptic geodesic at z = ±π, but this section is concerned with
the hyperbolic geodesic). We consider the damped wave equation on M under the
assumption that the damping term controls M geometrically away from γ. Let
a = a(z) be a smooth function of the z variable alone satisfying a(z) ≡ 1 away from
z = 0 and a(z) ≡ 0 for z in a neighbourhood of z = 0. Assume further that a is
symmetric about z = 0. We then consider the following equation on M :

(2.1)

{ (
∂2
t −∆g + a(z)∂t

)
u(z, θ, t) = 0, (z, θ, t) ∈M × (0,∞)

u(z, θ, 0) = u0, ∂tu(z, θ, 0) = u1.

Theorem 1. Let δ > 0 and E(t) be the energy for solutions to the damped wave
equation (2.1). Assume that f(t) is a function which satisfies

∀(u0, u1) ∈ H1+δ ×Hδ, E(t) 6 f(t)‖(u0, u1)‖2H1+δ×Hδ

Then there exists C, cδ > 0 such that

f(t) > C−1e−cδ
√
t.

Formally cutting off for t 6 0 and taking the Fourier transform in time yields
the following spectral equation:

P (τ)û :=(−τ2 −∆g + iτa(z))û

=f̂ ,

where f is a function of the initial data (u0, u1). In other words, understand-
ing decay properties for solutions to the damped wave equation is equivalent to
understanding spectral properties of the operator P (τ). In particular, we want
to estimate the asymptotic distribution of the imaginary parts of the τj , where
the τj are the eigenvalues of the operator P (τ). Hence we consider the equation
P (τ)u = 0. We now separate variables

u(z, θ) = ψτ,k(z)eiky, k ∈ Z
to get the following equation for ψτ,k

(2.2)
(
− 1

R(z)
∂zR(z)∂z +

k2

R2(z)
+ iτa(z)− τ2

)
ψτ,k = 0.

We will ultimately be interested in the high-energy asymptotic regime where Re τ ∼
|k| → ∞ and | Im τ | 6 C for some C > 0, which motivates writing a semi-classical
reduction h = k−1, µ = hτ . We get

Phµ,a =
( 1

R(z)
hDzR(z)hDz +

1

R2(z)
+ ihµa(z)− µ2

)
where µ ostensibly takes complex values but we will be mainly interested in values
of µ in a neighbourhood of 1.

We further want to avoid any pesky issues with regards to the Riemannian
volume element, so we recall that if Tu = R1/2u, then T : L2(R(z)dz)→ L2(dz) is
an isometry, and we can conjugate our operator Phµ,a to get

TPhµ,aT
−1 =

(
(hDz)

2 +
1

R2(z)
+ h2V1(z) + ihµa(z)− µ2

)
,

which is an unbounded operator on L2(dz) with essentially self-adjoint principal
part. The subpotential V1(z) involves derivatives of R(z), but in what follows, we
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are only interested in constructing quasimodes of accuracy O(h2−δ) for δ > 0, so
the O(h2) subpotential is harmless. Let us assume for the remainder that we have
conjugated and subtracted off the subpotential so that we can concentrate on the
important terms without getting bogged down in notation.

The semi-classical symbol of the operator Phµ,a is

(2.3)

Pµ,a(z, ζ, h) = p0
µ,a(z, ζ) + hp1

µ,a(z, ζ)

p0
µ,a(z, ζ) = ζ2 +

1

R2(z)
− µ2

p1
µ,a(z, ζ) = ia(z)µ.

Theorem 2. There exists sequences hn → 0, µn → 1 and un ∈ L2(M) such that

• Re (µn) = 1 +O(hn)
• Im (µn) = hn

log(h−1
n )

• ‖un‖L2(M) = 1
• For any ε > 0, there exists C > 0 such that for all n ∈ N,

‖Phµ,a(un)‖L2(M) 6 Ch
2−ε
n .

The idea to prove this result is basically to keep µ and h as parameters, keep-
ing in mind that ultimately the two first properties in Theorem 2 will be satisfied,
and construct approximate solutions (quasi-modes) first on the outgoing and in-
coming manifolds of the hyperbolic fixed point. Of course, the homoclinicity of
these manifolds implies by geometric optics constructions that these quasi-modes
on any point of each branch uniquely determine the quasi modes everywhere on
each branch. Then we apply the method developed in [HS89, CdVP94b, Leb96],
which shows that near the hyperbolic fixed point, one can determine uniquely the
quasi-modes in the outgoing branches in terms of the quasi-modes on the incoming
branch, via a transfer operator. This strategy clearly leads us to an overdetermined
system: the quasi modes on the outgoing branch are determined both by the geo-
metric optics constructions and by the transfer matrix procedure. To overcome this
overdetemination, one has to choose cleverly the parameters hn and τn (subject to
some Bohr-Sommerfeld type quantization rules). The existing literature on the
subject of unstable critical points is lacking in several places for our purposes. The
approach of Colin de Verdière-Parisse and Helffer-Sjöstrand [CdVP94b,HS89] only
applies to the self-adjoint (real spectrum) setting, whereas the stationary damped
wave operator is manifestly nonself-adjoint. The approach of Lebeau [Leb96] allows
for nonself-adjoint operators, but the h-Fourier Integral Operators (h-FIOs) have
an unfavorable dependence on the spectrum. Hence, since we are only interested in
an example situation anyway, we choose our operator so that it is exactly quadratic
near (z, ζ) = (0, 0). In this case, we can construct the h-FIO explicitly, independent
of the spectral parameter, and with no error term in the Egorov transformation rule
(see Lemma 2.1 below). This simplifies our analysis significantly.

We write µ2 = 1 + E + iF for E small and real and F = O(h) small and real.
The operator P (µ, a) has principal symbol

p0
µ,a(z, ζ) = ζ2 +

1

R2(z)
− 1− E
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Figure 2. The 1 dimensional effective potential R−2(z) = (2 −
cos z)−2 − 1.

and the only critical elements of the Hamiltonian vector fieldHp = 2ζ∂z+2R′(z)R−3(z)∂ζ
are at (z, ζ) = (0, 0) and (z, ζ) = (±π, 0). We choose fix here a metric so that
ζ2 +R−2(z)− 1 = ζ2 − z2 near z = 0.

Recalling the special exact quadratic structure of ζ2 + R−2(z) − 1 near the hy-
perbolic critical point (0, 0), Hamilton’s ODEs become{

ż = 2ζ

ζ̇ = 2z,

so that z+ ζ = Ce2t and ζ − z = C ′e−2t. This yields the exact local phase portrait
depicted in Figure 3. The global (periodic) phase portrait is depicted in Figure
4. The fact we will be using in this section is that the unstable manifolds near
(0, 0) are homoclinic to the stable manifolds. This is the opposite situation to the
example of Lebeau [Leb96] in which the unstable manifolds near the critical point
at (0, 0) are heteroclinic to the unstable manifolds near different critical points.

2.1. Microlocal constructions. The starting point of the construction is to re-
duce the study to the model operator x∂x. This was already applied in similar
contexts by Helffer-Sjöstrand [HS89] and Colin de Verdière-Parisse [CdVP94b].

Since this is an example, we have chosen our function R(z) to have a nice struc-
ture near z = 0 so that a reduction to normal form is simple and explicit. For this
we use a little bit of h-FIO theory.

Lemma 2.1. Let p = ζ2−z2 be the global quadratic form associated to the unstable
dynamical system near (0, 0) in our original coordinates, and let q = ξx be the
normal form for this quadratic form. Let(

x
ξ

)
=

1√
2

(
z + ζ
ζ − z

)
be the linear canonical transformation such that κ∗p = −2q. There is an exact
unitary h-FIO I : L2(dz)→ L2(dx) quantizing κ in the sense that the Weyl quan-
tizations of p and q satisfy

IOp h(p) = Op h(−2q)I.
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Figure 3. The local phase portrait near the hyperbolic fixed
point (0, 0).

Figure 4. The global (periodic) phase portrait. There is a hy-
perbolic fixed point at (0, 0) and an elliptic fixed point at (±π, 0).
Observe that, owing to the periodicity, the unstable manifolds near
(0, 0) is homoclinic to the stable manifolds.

Remark 2.2. We note that this Lemma asserts two things: the existence of the
h-FIO quantizing the canonical transformation, and a Egorov type transformation
rule (that the h-FIO operates by pulling back on the level of symbols). In addition,
there is no error in the Egorov transformation law. The usual error in the Weyl
calculus is O(h2).

Proof. Let Ĥ = 1
2 ((hDx)2 + x2) be the quantum harmonic oscillator. The symbol

of Ĥ is H = 1
2 (ξ2 + x2) whose Hamiltonian flow generates (clockwise) rotations.

That is, if we solve the Hamiltonian ODEs{
ẋ = Hξ = ξ

ξ̇ = −Hx = −x,
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we get the canonical transformation

κt(x, ξ) =

(
x cos t+ ξ sin t
ξ cos t− x sin t

)
.

Of course in this case κt is linear, given by the (clockwise) rotation matrix

Rt =

(
cos t sin t
− sin t cos t

)
.

We want to rotate the symbol ξ2 − x2 into the symbol xξ and then check the
computations on the quantum level as well. This is a (clockwise) rotation by t =
π/4.

Let Ĩ(t) satisfy the equation {
hDtĨ = −ĨĤ,
Ĩ(0) = id ,

and I(t) satisfy the equation {
hDtI = ĤI,

I(0) = id .

These are adjoint equations, so Ĩ(t) = I(t)∗. Further, the operator F (t) = Ĩ(t)I(t)
satisfies

hDtF = −ĨĤI + ĨĤI = 0,

with initial conditions F (0) = id , so F (t) ≡ id . Furthermore, the operator G(t) =

I(t)Ĩ(t)− id satisfies the homogeneous equation

hDtG = [Ĥ,G],

together with the initial condition G(0) = 0, hence G(0) ≡ 0 so that I(t) and

Ĩ(t) are inverses. This shows I(t) is unitary. We can also express these operators
explicitly in terms of harmonic oscillator projectors. Let {Hk} be the normalized

eigenfunctions of the harmonic oscillator Ĥ with eigenvalues λk. Then

I(t)f =
∑
k

eitλk/h 〈f,Hk〉Hk,

and

Ĩ(t)g =
∑
k

e−itλk/h 〈Hk, g〉Hk.

We now want to understand a version of the Egorov theorem for this operator,
especially at the angle of t = π/4. Let p = ξ2 − x2 be our initial symbol and let

bt = κ∗t p, where κt is the rotation transformation expressed in terms of Ĥ above.
That is,

bt(x, ξ) = p(x cos t+ ξ sin t, ξ cos t− x sin t)

= (ξ cos t− x sin t)2 − (x cos t+ ξ sin t)2

= (cos2 t− sin2 t)(ξ2 − x2)− 4xξ sin t cos t.

The Weyl quantization of bt is easy to compute:

Op h(bt) = (cos2 t− sin2 t)((hDx)2 − x2)− 4 sin t cos t(xhDx + h/2i).
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Differentiating with respect to t, we have

∂tOp h(bt) = −4 cos t sin t((hDx)2 − x2)− 4(cost− sin2 t)(xhDx + h/2i).

On the other hand, if we let B(t) = I(t)((hDx)2 − x2)Ĩ(t), we have

∂tB(t) =
i

h
[Ĥ, B(t)].

We want to compare this to ∂tOp h(bt). We compute (after a tedious computation)

[Ĥ,Op h(bt)] = Ĥ
(
(cos2 t− sin2 t)((hDx)2 − x2)− 4 sin t cos t(xhDx + h/2i)

)
−
(
(cos2 t− sin2 t)((hDx)2 − x2)− 4 sin t cos t(xhDx + h/2i)

)
Ĥ

= −4 sin t cos t

(
h

i
((xhDx)2 − x2)

)
+ (cos2 t− sin2 t)

(
2h2 − 4

h

i
xhDx

)
=
h

i

(
−4 sin t cos t((xhDx)2 − x2)− 4(cos2 t− sin2 t)(xhDx + h/2i)

)
=
h

i
∂tOp h(bt).

That means the operators B(t) and Op h(bt) satisfy the same differential equation
and agree at t = 0, so B(t) ≡ Op h(bt). We are interested in t = π/4, which gives

I(π/4)((hDx)2 − x2)Ĩ(π/4) = −2(xhDx + h/2i).

�

We apply this Lemma locally near (0, 0) where our semiclassical operator has
full symbol

Pµ,a(z, ζ, h) = p0
µ,a + hp1

µ,a.

Near (0, 0), we have a(z) ≡ 0, so in this neighbourhood (recalling the form of R(z)
and using the notation µ2 = 1 + E + iF with F = O(h))

p0
µ,a = ζ2 − z2 − E,

and

p1
µ,a = −iF

h
.

Given the h-FIO constructed in Lemma 2.1, we can of course rotate the other
direction to replace the annoying −2 with a 2. We can then smoothly rotate back
to identity outside a neighbourhood of (0, 0), which produces a new h-FIO (still
denoted by I) which can be extended globally on L2(M). Choose a microlocally
elliptic operator e such that e ≡ id near (0, 0) on the set where we have not modified
I. Then

(2.4)

{
IPI−1 = Q,

e ◦Q = 2
(
xhDx + h

2i − E/2− iF/2
)
◦ e.

We observe that, since conjugation by I acts by pullback in phase space, a rotation of
π/4 counterclockwise rotates the local dynamical system π/4 clockwise (see Figures
3 and 5).

We now are going to use this construction together with a monodromy argument
to construct quasimodes for the stationary damped wave operator. The point is
that, since a wave packet must travel through the damping region for some time,
the incoming and outgoing coefficients are related by a non-unitary factor. This
implies that the quasi-eigenvalues have non-zero imaginary part. In what follows
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ξ

x

Figure 5. The local phase portrait near the hyperbolic fixed
point (0, 0) in canonical coordinates (x, ξ). Observe the local sta-
ble/unstable manifolds have been rotated clockwise by π/4.

we will endeavour to use (z, ζ) for the original coordinates and (x, ξ) for canonical
coordinates. We will use sub- and super-scripts of in/out to denote solutions mi-
crosupported on stable/unstable manifolds, and ± to denote ±ζ > 0 in the original
coordinates. In canonical coordinates, which we recall begins with a linear rotation
by π/4 clockwise, the ± refers to ±x > 0 (see Figure 5).

In our original coordinates, write

ψ
in/out
± (z) = eiϕ

in/out
± (z)/hσ

in/out
± (z, h),

for a real phase ϕ
in/out
± (z) independent of h and an amplitude σ

in/out
± (z, h). Near

z = 0, the function a(z) ≡ 0, so the functions ψ
in/out
± solve an un-damped equation

there. Hence we can relate these solutions near z = 0 to the model problem in
canonical coordinates by conjugation using Lemma 2.1.

Since everything has been assumed to be symmetric about z = 0, eigenfunctions
must be odd or even. To fix one, let us assume the eigenfunction in which we are
interested is even. Hence

(2.5)

{
ψout+ (z) = ψout− (−z), for z > 0, and

ψin+ (−z) = ψin− (z), for z > 0.

On the other hand, in canonical coordinates, we can solve the model problem
explicitly. In what follows, we denote by

ρ(h) = h/2i− E/2− iF/2.

Let

vout+ (x, h) = 1x>0x
− i
hρ(h), vout− (x, h) = vout+ (−x, h),

and

v̂in+ (ξ, h) = 1ξ>0x
− i
hρ(h), v̂in− (ξ, h) = v̂in+ (−ξ, h),
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be the microlocal basis of the space of solutions to

(x∂x +
i

h
ρ(h))u = 0.

These solutions are also valid in a neighbourhood of (0, 0), hence again the damping
function a has no effect. Then these solutions can be related via the transfer matrix.

Solutions in canonical coordinates must be related to solutions in original coor-
dinates via the FIO in Lemma 2.1. The FIO I is independent of ρ(h). Working
microlocally near (0, 0) and applying I−1 and using that the microsupport of each of

the v
in/out
± is rotated counterclockwise by π/4, the resulting functions must be ex-

pressed as scalar multiples of the corresponding microlocal solutions in the original
coordinates. That is, we write

I−1v
in/out
± = γ

in/out
± eiρ

in/out
± ψ

in/out
± .

Here the parameters γ
in/out
± , ρ

in/out
± are real-valued, depending on ρ(h). Our first

task is to determine the γ
in/out
+ and ρ

in/out
+ in terms of the spectral parameters E

and F .
The canonical transformation in Lemma 2.1 preserves the even symmetry of all

functions. Then the coefficients associated to vout± (similarly “in”) must be the
same. Hence

γ
in/out
+ eiρ

in/out
+ = γ

in/out
− eiρ

in/out
− .

We use a trick from [CdVP94b] to compute the singularities in the phases in terms
of E, and then find the singularities in the amplitudes in terms of F .

We write our eigenfunction in original coordinates as a linear combination (re-
calling the symmetry assumption (2.5))

ψ = λout+ ψout+ + λin+ ψ
in
+ .

We then transform ψ into canonical coordinates:

Iψ = λout+ Iψout+ + λin+ Iψ
in
+

= λout+

(
γout+ eiρ

out
+

)−1

vout+ + λin+

(
γin+ eiρ

in
+

)−1

vin+ .

As Iψ is a microlocal eigenfunction near (0, 0), we know the coefficients must be
related by the transfer matrix. We will use this, together with geometric optics
near (0, 0) to compute the singularities in the phase and the amplitude as E →
0. We observe that, even though the transfer matrix is a matrix, our symmetry
assumptions allow us to operate only on the + components, in which case the
transfer matrix is a scalar up to O(h∞). In an abuse of notation, we will use T to
denote the transfer matrix and scalar both when no confusion may arise.

Rearranging, we have a new microlocal solution in canonical coordinates

(γout+ γin+ eiρ
out
+ eiρ

in
+ )Iψ = λout+ γin+ eiρ

in
+ vout+ + λin+ γ

out
+ eiρ

out
+ vin+

= γ̃outeiρ̃
out

vout+ + γ̃ineiρ̃
in

vin+ ,

where

γ̃out/in = |λout/in+ |γin/out+ ,

and

ρ̃out/in = Arg (λ
out/in
+ ) + ρ

in/out
+ .
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Then the transfer matrix relates the coefficients:

γ̃outeiρ̃
out

= T (ρ(h))γ̃ineiρ̃
in

.

In order to compute the changes in phase and amplitude, we compute the geo-
metric optics near (0, 0). We write down the WKB ansatz assuming F = O(h):

((hDz)
2 − z2 − E − iF )eiϕ/hσ

= eiϕ/h
(
ϕ2
z − z2 − E +

h

i
(2σzϕz + ϕzzσ +

F

h
σ)− h2σzz

)
= 0.

That is, for E > 0, the phases satisfy the usual eikonal equations at energy E

∂zϕ
in/out
± = ±

√
E + z2.

Considering as usual only the + components, then transitioning from z = −ε to

z = ε, and fixing a gauge where the phases ϕ
in/out
+ agree at the gluing points z = ∓ε,

we have

(2.6) Arg (λout+ ) = Arg (λin+ ) + h−1

∫ ε

−ε

√
E + z2dz +OE(h).

We can compute this area integral explicitly:

A(E) :=

∫ ε

−ε

√
E + z2dz

= E

[
ε(ε2 + E)1/2

E
+ log

(
ε+ (ε2 + E)1/2

√
E

)]
.

We observe as E → 0, the logarithmic term has a singularity of the form

−1

2
E log(E),

which is not a C∞ function.
Since we are no longer in the self-adjoint setting (as opposed to [CdVP94b], we

need also compute how |λin/out| changes as a function of F . We can solve the first
transport equation (the terms with h/i):

σ(z) = (ε2 + E)1/4(ϕ′(z))−1/2 exp

(
− F

2h

∫ z

−ε
(ϕ′(s))−1ds

)
.

We have normalized so that σ(−ε) = 1. Then as z goes from −ε to ε, we have

(2.7) |λout+ | = (σ(ε) +OE,F (h))|λin+ |.

Given the explicit form of ϕ′, we can compute the integral in σ(ε) exactly (noticing
that the constants cancel at z = ±ε):

(2.8) σ(ε) = exp

(
− F

2h
log

(
ε+ (ε2 + E)1/2

√
E

))
.

Returning now to the transfer matrix formalism, we have

γ̃out = |T (ρ(h))|γ̃in

and

ρ̃out = Arg (T (ρ(h))) + ρ̃in.
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Plugging in the definitions of of γ̃in/out and ρ̃in/out we have

(2.9) |λout+ |γin+ = |T (ρ(h))||λin+ |γout+

and

(2.10) Arg (λout+ ) + ρin+ = Arg (T (ρ(h))) + Arg (λin+ ) + ρout+ .

Using (2.7) in (2.9) and (2.6) in (2.10), we get

(2.11) |T (ρ(h))|
γout+

γin+
= σ(ε) +OE,F (h)

and

(2.12) Arg (T (ρ(h))) + ρout+ − ρin+ =
A(E)

h
+OE(h).

We have four asymptotic developments to consider. Let

γout+

γin+
=
∑
p,q,r

γp,q,rh
pEqF r,

ρout+ − ρin+ =
∑
p,q,r

ρp,q,rh
pEqF r,

E =
∑
k

Ekh
k,

and
F =

∑
k

Fkh
k.

All of the above sums start at 0 except the sum for ρout+ − ρin+ must be allowed to
start at p = −1, and F0 = 0 so that F = O(h).

The last missing piece is to compute the asymptotics of the transfer matrix.
From [CdVP94b], we have

T (ρ(h)) = Φ

(
E + iF

2h

)
(1 +O(h∞)),

where

Φ(t) =
1√
2π

Γ(1/2− it)etπ/2e−it ln(h)eiπ/4.

For fixed E > 0, the number 1/2− iE/2h+F/2h has modulus going to∞ and real
part positive if F = O(h) is sufficiently small (we will see eventually that F = o(h),
so this poses no problem). Hence we may apply Stirling’s formula to the Γ function:

Γ(z) =

√
2π

z

(z
e

)z
(1 +O(z−1)).

For E > 0, we write

z = 1/2− iE/2h+ F/2h = −i E
2h

(
1 + i

2h

E
(1/2 + F/2h)

)
,

so that

log(z) = log

(
−i E

2h

)
+ log

(
1 + i

2h

E
(1/2 + F/2h)

)
= log(E/2h)− iπ/2 + i

2h

E
(1/2 + F/2h) + 2

h2

E2
(1/2 + F/2h)2 +OE(h3).
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Then

Φ

(
E + iF

2h

)
= exp

(
− 1

2
log(z) + z log(z)− z +

(
E + iF

2h

)
π/2

− i
(
E + iF

2h

)
ln(h) + iπ/4

)
(1 +O(h/E))

= exp

(
− 1

2

(
log(E/2h)− iπ/2 + i

2h

E
(1/2 + F/2h)

+ 2
h2

E2
(1/2 + F/2h)2 +OE(h3)

)
+ (1/2− iE/2h+ F/2h)

·
(

log(E/2h)− iπ/2 + i
2h

E
(1/2 + F/2h)

+ 2
h2

E2
(1/2 + F/2h)2 +OE(h3)

)
− (1/2− iE/2h+ F/2h) +

(
E + iF

2h

)
π/2

− i
(
E + iF

2h

)
ln(h) + iπ/4

)
· (1 +O(h/E)).

The imaginary part of the exponent is

Arg (Φ) = − E
2h

log(E/2h)− h

E
(1/2 + F/2h)2 +

F

E
(1/2 + F/2h)

+ E/2h− E

2h
ln(h) + π/4 +OE(h3)

=
E

2h
(− log(E/2h)− ln(h) + 1) + π/4− h

E
(1/2 + F/2h)2

+
F

E
(1/2 + F/2h) +OE,F (h3)

=
E

2h
(1− log(E/2)) + π/4− h

E
(1/2 + F/2h)2

+
F

E
(1/2 + F/2h) +OE,F (h3).

The real part of the exponent is

τ :=
F

2h
log(E/2h) +

F

2h
ln(h) +

Fh

E2
(1/2 + F/2h)2 +O(h2/E2)

=
F

2h
log(E/2) +O(h2/E2),

since we have assumed F = O(h).
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Reading off the first terms in the expansion (2.12), we have for h−1:

E

2h
(1− log(E/2)) +

ρ−1,0,0

h
=
A(E)

h

=
E

h

[
ε(ε2 + E)1/2

E
+ log

(
ε+ (ε2 + E)1/2

√
E

)]
.

The logarithmic singularity is the same on each side of this equation, so ρ−1,0,0 is
a smooth function of E > 0:

ρ−1,0,0 = −E
2

(1 + log(2)) + ε(ε2 + E)1/2 + E log(ε+ (ε2 + E)1/2).

The terms with h0 read

ρ0,0,0 = −π/4, Eρ0,1,0 = 0,

and the next terms read

hρ1,0,0 + Fρ0,0,1 −
h

E
(1/2 + F/2h)2 +

F

E
(1/2 + F/2h) = OE(h).

Setting

ρ0,0,1 =
1

E
(1/2 + F/2h)

one can solve for ρ1,0,0 to remove the remaining terms. This solves for the phase
difference up to OE,F (h3). The remaining terms in the series are similarly obtained.

Reading off the first terms in the expansion (2.11) for the amplitude,

|T (ρ(h))|(γ0,0,0 + hγ1,0,0 + Eγ0,1,0 + Fγ0,0,1) = σ(ε) +OE,F (h),

or

exp

(
F

2h
log(E/2) +OF (h2/E2)

)
(γ0,0,0 + hγ1,0,0 + Eγ0,1,0 + Fγ0,0,1)

= exp

(
− F

2h
log

(
ε+ (ε2 + E)1/2

√
E

))
+OE,F (h).

Rearranging and pulling the h0 terms, we have

γ0,0,0 + Eγ0,1,0 = exp

(
− F

4h
log(E) +

F

2h
(log(2)− log(ε+ (ε2 + E)1/2))

)
.

We can take γ0,1,0 = 0. Notice in this case, γ0,0,0 is a smooth function of E → 0 if

F

h
log(E)

is a smooth function. In particular, we must have F = O(h| log(E)|). Writing out
the terms for h1 we have:

hγ1,0,0 + Fγ0,0,1 = OE,F (h),

which can be solved for any error OE,F (h) (this is the error in computing the
geometric optics amplitude from z = −ε to z = ε. This computes the change in
amplitude up to OE,F (h2). Again, the remaining terms in the series are similarly
computed.

Let us return to the geometric optics construction of ψ
in/out
± (z), and now com-

pute the monodromy as z goes from ε to 2π − ε, using the homoclinicity. The



DAMPED WAVE EQUATION 15

phases satisfy the usual eikonal equations, and we have normalized by taking all
phase functions to be 0 at the “gluing” points z = ±ε:

(2.13)
∂zϕ

in/out
± = ±

√
1 + E − 1

R(z)2
,

ϕ
in/out
+ (∓ε) = 0, ϕ

in/out
− (±ε) = 0.

This choice of normalization is chosen to be compatible with the transfer matrix

computations above; the change in phase from −ε to ε is in the coefficients λ
in/out
+

rather than the phases ϕ
in/out
+ . We recall that

µ2 = 1 + E + iF,

with F = O(h). If E > 0 or E is sufficiently small, then we can expand

µ =
√

1 + E + i
F

2
√

1 + E
+O(h2).

The associated symbols σout,in± ∼
∑
k h

kσout,in±,k satisfy the transport equations

2∂zϕ∂zσ0 +

(
ϕzz − aµ+

F

h

)
σ0 = 0;

2∂zϕ∂zσk +

(
ϕzz − aµ+

F

h

)
σk = i∂2

zσk−1.

Here we have dropped the ± and in/out notation to (slightly) simplify the pre-
sentation. This allows us to describe in the region ±z > ε > 0, the geometric optics
solutions

ψ
in/out
± (z).

As a consequence, we obtain the following Proposition.

Proposition 2.3. For any δ > 0, there exists a normalized, microlocally defined
function v(z) on R satisfying the following properties:

(1) The function v(z) is almost periodic:

v(z − 2π) = v(z) +O(h2−δ),

for z near ε.
(2) The derivative of v(z) is almost periodic:

∂zv(z − 2π) = ∂zv(z) +O(h1−δ),

for z near ε.
(3) The function v is a quasimode:

Phµ,av = O(h2−δ)

for z in a neighbourhood of [0, 2π + ε].

Proof. To construct quasi-modes on the manifold M , we must construct the solu-
tions away from z = 0, by solving the eikonal and transport equations above. The
first equation for the symbol σ0 has an explicit solution:

σ0,0,0(z)

= (ε2 + E)1/4(ϕ′(z))−1/2 exp

(
− F

2h

∫ z

ε

(ϕ′(s))−1ds+
µ

2

∫ z

ε

a(s)(ϕ′(s))−1ds

)
.
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Figure 6. The global (periodic) phase portrait again, “wrapped”
around T ∗S1, together with the microlocal phases of the solutions
to Ph(z, ∂z, h)u = 0.

Since ϕ′ is even, we have ϕ′(2π − ε) = ϕ′(ε). Hence σ0,0,0(ε) = 1, and

σ0,0,0(2π − ε) = exp

(
−c0(E)

F

2h
+
µ

2
c1(a,E)

)
,

where

c0(E) =

∫ 2π−ε

ε

(2ϕ′(s))−1ds,

and

c1(a,E) =

∫ 2π

0

a(s)(2ϕ′(s))−1ds,

if ε > 0 is sufficiently small that a(z) ≡ 0 for |z| 6 ε.
We know that the solutions ψin± must be related to the solutions ψout± by mon-

odromy. That is, there is an operator eK̃ε such that(
ψin+ (−ε)
ψin− (ε)

)
= eK̃ε

(
ψout+ (ε)
ψout− (−ε)

)
Our assumption that these functions have an even symmetry reduces this to the
scalar equation

ψin+ (−ε) = eK̃εψout+ (ε).

But we can compute the evolution of ψout+ (z) through the damping using our geo-

metric optics construction and match it with ψin+ to find eK̃ε . That is, we have

ψout+ (2π − ε) = eiϕ
out
+ (2π−ε)/hσout+ (2π − ε),
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and we can compute the phase and principal symbol explicitly. We have

ϕout+ (2π − ε) =

∫ 2π−ε

ε

∂zϕ
out
+ (z)dz

=

∫ 2π

0

∂zϕ
out
+ (z)dz −

∫ ε

−ε
∂zϕ

out
+ (z)dz

= B(E)−A(E)

where

B(E) =

∫ 2π

0

√
1 + E −R−2(z)dz,

and

A(E) =

∫ ε

−ε

√
1 + E −R−2(z)dz

=

∫ ε

−ε

√
E + z2dz

as before.
Similarly,

σout0,0,0(2π − ε) = e−c0(E) F2h+µ
2 c1(a,E)σout0,0,0(ε),

so that the principal part of the monodromy is computed

λin+ = λin+ e
iϕin+ (−ε)/hσin0,0,0(−ε)

= λout+ eiϕ
out
+ (2π−ε)/hσout0,0,0(2π − ε)

= λout+ ei(B(E)−A(E))/he−c0(E) F2h+µ
2 c1(a,E)σout0,0,0(ε)

= λout+ ei(B(E)−A(E))/he−c0(E) F2h+µ
2 c1(a,E).(2.14)

Let us expand the amplitudes σin/out in asymptotic developments:

σin/out(z) =
∑
p,q,r

σin/outp,q,r hpEqF r.

Then

λin+ e
iϕin+ (−ε)/h

(
σin0,0,0(−ε) + hσin1,0,0(−ε) + Eσin0,1,0(−ε)

+ Fσin0,0,1(−ε) +O(E2 + h2)
)

= λout+ eiϕ
out
+ (2π−ε)/h

(
σout0,0,0(2π − ε) + hσout1,0,0(2π − ε)

+ Eσout0,1,0(2π − ε) + Fσout0,0,1(2π − ε) +O(E2 + h2)
)

Plugging in (2.14) for the principal terms, we have

λin+
(
1 + hσin1,0,0(−ε) + Eσin0,1,0(−ε) + Fσin0,0,1(−ε) +O(E2 + h2)

)
= λout+ ei(B(E)−A(E))/h

(
e−c0(E) F2h+µ

2 c1(a,E) + hσout1,0,0(2π − ε)

+ Eσout0,1,0(2π − ε) + Fσout0,0,1(2π − ε) +O(E2 + h2)
)
.(2.15)
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We have computed already that

λout+

λin+
= (σ(ε) +R1) exp(iA(E)/h+ iR2),

where σ(ε) was computed in (2.8) andR1, R2 = O(h). Set eKε = e−c0(E) F2h+µ
2 c1(a,E).

Solving for λout+ /λin+ in (2.15), we have

(σ(ε) +R1) exp(iA(E)/h+ iR2)

=
(
1 + hσin1,0,0(−ε) + Eσin0,1,0(−ε) + Fσin0,0,1(−ε) +O(E2 + h2)

)
· ei(−B(E)+A(E))/h

(
eKε + hσout1,0,0(2π − ε)

+ Eσout0,1,0(2π − ε) + Fσout0,0,1(2π − ε) +O(E2 + h2)
)−1

= ei(−B(E)+A(E))/he−Kε
(

1 + h(σin1,0,0(−ε)− e−Kεσout1,0,0(2π − ε))

+ E(σin0,1,0(−ε)− e−Kεσout0,1,0(2π − ε))

+ F (σin0,0,1(−ε)− e−Kεσout0,0,1(2π − ε)) +O(E2 + h2)
)
.(2.16)

Comparing phases on both sides of (2.16), we require

A(E)

h
+ R̃2 = −B(E)

h
+
A(E)

h
+ 2πk,

for integer k, or

B(E) + hR̃2 = 2πkh.

Here the error R̃2 = R2 + iF c1(a,E)/4
√

1 + E +O(h2) consists of all of the terms
in the amplitude of order h or smaller. We observe that this Bohr-Sommerfeld type
quantization condition is independent of the gluing point ε, and gives a discrete
choice of values of E. In particular, this equation can be solved for E > 0, E ∼ h,
as an asymptotic series as described previously. For such a value of E, we compare
the amplitudes on each side of (2.16):

σ(ε) +R1(2.17)

= e−Kε
(

1 + h(σin1,0,0(−ε)− e−Kεσout1,0,0(2π − ε))

+ E(σin0,1,0(−ε)− e−Kεσout0,1,0(2π − ε))

+ F (σin0,0,1(−ε)− e−Kεσout0,0,1(2π − ε)) +O(E2 + h2)
)
.(2.18)

Recalling (2.8) and the definition of eKε , we have the leading order equation

− F
2h

log

(
ε+ (ε2 + E)1/2

√
E

)
= −c0(E)

F

2h
+

√
1 + E

2
c1(a,E).

Now if E = O(h), then we have already found that F = O(h/| log(E)|) = O(h/| log(h)|),
so the term with c0 is o(1). Hence we want to solve

c1(a,E)
√

1 + E

2
= − F

4h
log(E),

or

F =
2hc1(a,E)

| log(E)|
(1 + o(1)).
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This determines F . Expanding R1 in an asymptotic series in h,E, F , we can solve
for the initial conditions on the lower order amplitude terms in (2.18). This com-
pletes the proof of Proposition 2.3.

�

We now show that Theorem 2 follows from Proposition 2.3.

Proof of Theorem 2. Let v be as in the statment of Proposition 2.3. The main
problem is that v, as constructed, does not live on the circle but on the real line.
Nevertheless, since v is almost periodic, we will glue v together with a shift by 2π
to construct an honestly periodic function. Choose χ ∈ C∞c ([0, 2π + ε]), 0 6 χ 6 1,
with χ(z) ≡ 1 for z ∈ [ε, 2π], and satisfying

χ(z) + χ(z + 2π) = 1 for z ∈ [0, ε].

The function
u(z) =

∑
k

χ(z + 2πk)v(z + 2πk)

is 2π-periodic, so it is determined on any interval of length 2π, say z ∈ [ε, 2π + ε].
On the interval [ε, 2π], χ(z) ≡ 1, and for any k 6= 0, we have χ(z + 2πk) = 0.

Hence for z ∈ [ε, 2π], u(z) = v(z). On the other hand, for z ∈ [2π, 2π + ε],

u(z) = χ(z)v(z) + χ(z − 2π)v(z − 2π)

= χ(z)v(z) + (1− χ(z))v(z − 2π),(2.19)

by construction of χ.
We compute:

Phµ,au = χ(z)Phµ,av(z) + χ(z − 2π)Phµ,av(z − 2π) + [Phµ,a, χ](v(z)− v(z − 2π)),

where we have used (2.19) in the commutator term. The commutator has terms
with h2χ′′ and hχ′h∂z. Since χ′ and χ′′ are both supported near z = ε, we use the
continuity conditions in Proposition 2.3 to get

[Phµ,a, χ](v(z)− v(z − 2π)) = O(h2h2−δ) +O(h2h1−δ).

That v(z) and v(z − 2π) are both quasimodes as in Proposition 2.3 then implies

Phµ,au = O(h2−δ).

This is Theorem 2.
�

2.2. Quasimodes imply sub-exponential damping. In this section we prove
Theorem 1. Let us consider a sequence of quasimodes {uj} and quasi-eigenvalues
{τj} (as constructed above) satisfying

(−τ2
j −∆g + iτja(x))vj = Rj ,

with

(2.20) ‖Rj‖L2 = Oε(|τj |ε)‖vj‖L2 , ‖vj‖L2 = 1, ‖∇xvj‖L2 ∼ |τj |
for any ε > 0, and such that

(2.21) Re τj → +∞, Im τj ∼ c log−1( Re τj), j → +∞, c > 0

Let us consider uj the solution to the damped wave equation (2.1) with initial data

(u0 = vj , u1 = iτjvj).
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Lemma 2.4. There exists C > 0 such that for any T > 0,

‖uj−eitτjvj‖L∞((0,T );H1(M))+‖∂tuj−iτjeitτjvj‖L∞((0,T );L2(M)) 6 C log(|τj |)‖Rj‖L2

Remark 2.5. In the following proof, we consider non-real quasimodes. Of course
one can prove the same result for real-valued functions by taking the real or imag-
inary parts of the quasimodes constructed below.

Proof. Indeed, the function wj = uj − eitτjvj satisfies

(∂2
t −∆ + a(x)∂t)wj = eitτjRj

and from the Duhamel formula and (2.21) we get (here we use that the semi-group
associated to the damped wave equation is a semi-group of contractions)

(2.22) ‖uj − eitτjvj‖L∞((0,T );H1(M)) + ‖∂tuj − iτjeitτjvj‖L∞((0,T );L2(M))

6
∫ t

0

‖eisτjRj‖L2ds 6
∫ t

0

|e−
s

log(|τ|j) |ds‖Rj‖L2 ,

which proves the lemma. �

We are now ready to prove Theorem 1.

Proof of Theorem 1. Let δ > 0 be the derivative loss in the statement of Theorem
1. That is, for our choice of initial data (u0 = vj , u1 = iτjvj), we have

‖(u0, u1)‖2H1+δ×Hδ ∼ |τj |
2+2δ.

Using the previous Lemma, we deduce that for any t > 0,

E(uj)(t) = |τj |2
(
e
−2c t

log(|τj |) +O
(
|τj |2ε−2 log2(|τj |)

))
6 |τj |2+2δf(t)

For fixed t, we optimize the estimate by choosing j so that t ∼ ε
4c log2(|τj |) and we

get

f(t) >
|τj |−2δ

2
e−

ε
2 log(|τj |),

or equivalently,

f(t) > e−cδ,ε
√
t.

�

3. Overdamping: the case of perfect geometric control

In this section, we prove that the presence of stronger damping does not hurt
anything in the case of perfect geometric control. Specifically, we study the following
problem. Let Ω ⊂ Rn be a bounded domain with smooth boundary. Let u be a
solution to the following over-damped wave equation:

(3.1)

{ (
∂2
t −∆− div a(x)∇∂t

)
u(x, t) = 0, (x, t) ∈ X × (0,∞)

u(x, 0) = 0, ∂tu(x, 0) = f(x).

We assume a controls Ω geometrically:
(3.2){

There exists a time T > 0 such that for every (x, ξ) ∈ S∗Ω, the (unit speed)
geodesic beginning at (x, ξ), γ(t), meets {a > 0} for some |t| 6 T.
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We also require some estimates on a near the set where a = 0. We assume there
exists k > 2 such that

|∂αa| 6 Cαa(k−|α|)/k, |α| 6 2.

This follows, for example, if there exists a defining function x for {a > 0} such that
∂3
xa > 0 (see [BH07, Lemma 3.1]).

Then we have the following Theorem.

Theorem 3. Let u be a solution to (3.1) and assume a ∈ C∞(Ω) satisfies (3.2).
Then there exists a constant C > 0 such that

(3.3) ‖∂tu‖2L2(Ω) + ‖∇u‖2L2(Ω) 6 Ce
−t/C‖f‖2L2(Ω).

The proof uses semiclassical defect measures and a contradiction argument to
prove a resolvent estimate, similar to the proof of [Zwo12, Theorem 5.9]. In order to
prove the resolvent estimate, we first formally cut off in time and take the Fourier
transform to get the equation

(3.4) P̃ (λ)û(x, λ) := (−λ2 −∆− iλdiv a(x)∇)û(x, λ) = f.

We introduce a semiclassical parameter h = ( Reλ)−1, and set

λ2 =
z

h2
,

and upon rescaling are led to study the semiclassical equation (abusing notation
slightly)

(3.5) P (z, h)u = g,

where

P (z, h) = (−hdiv (1 + ih−1
√
za)h∇− z),

and

g = h2f.

We recall the definition of the semiclassical Sobolev spaces on Ω for integer r:

‖u‖2Hrsc(Ω) =
∑
|α|6r

‖(hDx)αu‖2L2(Ω).

We have the following resolvent estimate.

Proposition 3.1. There exist constants h0 > 0, α > 0, and C > 0 such that for
0 < h 6 h0 and

z ∈ [1− α, 1 + α] + i(−∞, h/C],

the operator P (z, h) is invertible as an operator H1
sc(Ω)→ L2(Ω) and

‖P (z, h)−1g‖H1
sc(Ω) 6

C

h
‖g‖L2(Ω).

Proof. We have to prove there is a range of z as in the proposition such that if u
satisfies (3.5), then

(3.6) ‖u‖L2 + ‖h∇u‖L2 6
C

h
‖g‖L2 .
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We first record some a priori estimates which we will use later in the proof. We
multiply (3.5) by ū, integrate by parts, recall h = ( Reλ)−1 and z = h2λ2, and take
real and imaginary parts to get the following two identities:

(3.7)

∫
|h∇u|2dx− Im

√
zh−1

∫
a|h∇u|2dx− Re z

∫
|u|2dx = Re

∫
gūdx,

and

(3.8) h−1 Re
√
z

∫
a|h∇u|2dx− Im z

∫
|u|2dx = Im

∫
gūdx.

Now for the purpose of deriving a contradiction, assume (3.6) is false, and let un
be a sequence in H1

sc satisfying

P (zn, hh)un = gn,

with hn → 0, Re (z − 1) = o(1), Im z = o(hn),

‖un‖L2 + ‖h∇un‖L2 = 1,

and

(3.9) ‖gn‖L2 = o(h).

The damping term ih−1(hdiv
√
zah∇) in (3.5) is too large to control at first

inspection, so, following [BH07], we introduce a cutoff to the set where a 6 h to
control this term. Choose χ ∈ C∞(R), χ ≡ 1 near 0 with small support, and let

vn = χ(a(x)/h)un, wn = un − vn.
That is, vn is the part of un localized to the set where a 6 h/C and wn is the
complement. We examine two cases and prove a contradiction in each case.

Case 1. Assume there is a subsequence {wnk} of the wn and a real number
η > 0 independent of h so that ‖wnk‖H1

sc
> η. Dropping the sequence notation and

renormalizing in H1
sc, we consider w satisfying the following equation:

(3.10) P (z, h)w = (1− χ(a/h))g + [P (z, h), (1− χ(a/h))]u,

where

P (z, h) = (−hdiv (1 + ih−1
√
za)h∇− z)

as before. We claim the right hand side is still o(h) in L2. The first term is clearly
o(h) since g is and we have multiplied w by a bounded constant. For the second
term, choose coordinates so that x is a defining function for the support of a, so
that a = O(xk) for some k sufficiently large and ∇a = O(xk−1). From this we have
that on the set where a = O(h), ∇a = O(xk−1) = O((xk)(k−1)/k) = O(h(k−1)/k).
Then taking the commutator gives

[P (z, h), (1− χ(a/h))]u =hdiv [(1 + ih−1
√
za)χ′(a/h)(∇a)u]

+
∑
j

[h∂j(1 + ih−1
√
za), χ(a/h)]h∂ju

=i
√
z(χ′(a/h)|∇a|2u+ aχ′′(a/h)h−1|∇a|2u

+ aχ′(a/h)(∆a)u+ 2
∑
j

ah−1χ′(a/h)∂jah∂ju).(3.11)

To estimate the first two terms, we use

‖|∇a|2u‖L2 6 Ch2(k−1)/k‖u‖L2 = o(h)
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if (k− 1)/k > 1/2 since ‖u‖H1
sc

is bounded. For the third term, we use that, on the

support of χ′(a/h), a ∼ h, so a∆a = O(h1+(k−2)/k) = o(h) provided k− 2 > 0. For
the last term, we use again that a ∼ h on the support of χ′(a/h) so that

‖|ah−1χ′(a/h)∇a||h∇u|‖L2 6 Ch(k−1)/k‖h∇u‖L2({a∼h})

6 Ch−1/2+(k−1)/k

(∫
a|h∇u|2dx

)1/2

6 Ch(k−1)/k

(
Im

∫
gūdx

)1/2

+ o(h)

= o(h1/2)h(k−1)/k,

where we have used the a priori estimates, the fact that u is bounded, and that
g = o(h) in L2. Since we have already assumed (k − 1)/k > 1/2, every term in the
commutator is o(h) as claimed.

We now have functions w and g̃ such that w is normalized in H1
sc, ‖g̃‖L2 = o(h),

and P (z, h)w = g̃. Plugging into the a priori estimate (3.8), and using that w is
supported where a > h/C and Re z ∼ 1, we get∫

|h∇w|2dx 6 C Re zh−1

∫
a|h∇w|2dx

= C Im z

∫
|w|2dx+ Im

∫
g̃w̄dx

= o(h),

since Im z and g̃ are both o(h). Now plugging this estimate into the a priori estimate
(3.7) we get∫

|w|2dx 6 C Re z

∫
|w|2dx

= C

(∫
(1− Im

√
zh−1a)|h∇w|2dx− Re

∫
g̃w̄dx

)
= o(h).

All told then we have shown ‖w‖2H1
sc

= o(h), which is a contradiction.

Case 2. We now assume there is a subsequence {vnk} of the vn and a real
number η > 0 independent of h so that ‖vnk‖H1

sc
> η. Dropping the sequence

notation and renormalizing in H1
sc, we consider v satisfying the following equation:

(3.12) P (z, h)v = χ(a/h)g + [P (z, h), χ(a/h)]u.

We have already computed the commutator is o(h), so as in Case 1 we consider
(3.12) with the right hand side replaced by a function g̃ = o(h) in L2. We claim
again there is a contradiction. For this we construct semiclassical defect measures
for solutions to this equation.

We consider a slightly more general operator:

P̃ (z, h) = (−hdiv (1 + i
√
zb)h∇− z),

where b is a bounded, non-negative function of x. Assume there is an h-dependent
family of functions v satisfying ‖v‖H1

sc
= 1, and

(3.13) P̃ (z, h)v = o(h).
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Let µ be the semiclassical defect measure associated to the sequence un. We
claim the measure µ has the following properties:

(i) suppµ ⊂ {|ξ|2 = 1} ∩ {b = 0}, and

(ii) µ is invariant under the geodesic flow.(3.14)

To prove (3.14)(i), we use elliptic regularity: if

p = |ξ|2(1 + ib(x))− 1

is the principal symbol of P̃ (z, h) and a(x, ξ) ∈ C∞c (T ∗Ω) is supported away from
{|ξ|2 = 1} ∩ {b = 0}, then we can find χ ∈ C∞c (T ∗Ω) so that suppχ ∩ supp a = ∅
and

|p+ iχ(x, ξ)|ξ|2| =
∣∣|ξ|2 − 1 + i(b(x) + χ(x, ξ))|ξ|2

∣∣
> 〈ξ〉2 /C.

Then
ap

p+ iχ|ξ|2
− a =

−iaχ
p+ iχ|ξ|2

= 0,

and the symbol calculus combined with (3.13) implies the support properties of µ
(see [Zwo12, Theorem 5.3]).

To prove (3.14)(ii), we take A ∈ C∞c (T ∗Ω) and compute the commutator:

h−1
〈
[−h2∆− z,A]v, v

〉
= h−1

〈
Av, (−h2∆− z̄)v

〉
− h−1

〈
(−h2∆− z)v,A∗v

〉
= h−1

〈
Av, g̃ + i(h

√
zdiv b(x)h∇+ 2 Im z)v

〉
− h−1

〈
g̃ + ih

√
zdiv b(x)h∇v,A∗v

〉
=: h−1 〈Av, g̃ + 2 Im zv〉 − h−1 〈g̃, A∗v〉+A1 +A2

= o(1) +A1 +A2.

To estimate A1, we integrate by parts and take yet another commutator to get∣∣∣∣h−1

∫
Avhdiv b(x)h∇v̄dx

∣∣∣∣ 6 ∣∣∣∣−h−1

∫
(Ab1/2h∇v)(b1/2h∇v̄)dx

∣∣∣∣
+

∣∣∣∣h−1

∫
h∇b1/2[b1/2h∇, A]vv̄dx

∣∣∣∣
6Ch−1

∫
b|h∇v|2dx+

∣∣∣∣∫ B(x, hDx)vv̄dx

∣∣∣∣
for a compactly supported, zero order symbol B(x, ξ) which is supported in {b > 0}.
The first term is o(1) by the a priori estimates for P̃ , and the second term is o(1)
by the support properties of µ proved in (3.14)(i). The estimate for A2 is similar.
Hence ∫

T∗Ω

{|ξ|2 − 1, A(x, ξ)}dµ = 0,

or µ is flow-invariant as claimed.
Now we return to the problem at hand where b = h−1aχ̃(a/h), where χ̃ is a

compactly supported smooth function such that χ̃ ≡ 1 on suppχ, where χ is the
cutoff for the family v = χ(a/h)u. Using the standard argument to “average over
geodesics” (see, for example, [Zwo12, Theorem 5.9]), we conclude that, under the
assumption of perfect geometric control, the sequence vnk = o(1) in H1

sc, which is
a contradiction.
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Hence returning to the original sequence, before localizing to {a 6 h/C}, we
have

‖un‖H1
sc(Ω) = o(1),

which is a contradiction to the normalization of un.
�

The proof of Theorem 3 now follows exactly as the proof of [Zwo12, Theorem
5.10]. �

4. Overdamping: the case of imperfect control

In this section, our assumption is that Ω is a Euclidean domain outside a compact

set Ṽ and that a controls Ω geometrically outside a subset V ⊂ Ṽ . We further make
what amounts to a “black box” assumption, that if we continue Ω to a scattering
manifold then the semiclassical resolvent with absorbing potential satisfies a poly-
nomial bound in an h sized strip. Then using the black box framework of [BZ04] we
have an estimate for a damped wave operator with fixed size damping on Ω. Using
the techniques of the previous section we show this implies the same estimate for
the overdamped operator.

We assume our domain has compact subsets

V b Ṽ b Ω

satisfying

Ω̃ = Ω \ Ṽ
is a compact subset of Rn and a controls Ω geometrically outside V . This implies
that Ω can be extended to an asymptotically Euclidean scattering manifold, say

X = (Rn \ U) ∪ Ṽ ,

where U b Rn and ∂U = ∂Ṽ . We assume the semiclassical resolvent with absorbing
potential

Q(h, z) = −h2∆− z + iW

satisfies polynomial cutoff estimates for energies in a small complex strip z ∈
[1 − α, 1 + α] + i(−c0h, c0h). That is, if W ∈ C∞(X), W = 1 outside a small

neighbourhood of Ṽ and W = 0 on Ṽ and χ ∈ C∞c (X), then we assume

(4.1) ‖χQ(h, z)−1χu‖H1
sc(X) 6 Ch

−1−δ‖u‖L2(X)

for some 1 > δ > 0 and z ∈ [1− α, 1 + α] + i(−c0h, c0h).
As in the previous section, we consider u a solution to the overdamped wave

equation (3.1) in Ω, for which we have the following energy decay theorem.

Theorem 4. Let u be a solution to (3.1) with Ω satisfying the assumptions in §4,
and assume a ∈ C∞(Ω) controls Ω geometrically outside V . Then for every ε > 0,
there exists a constant C > 0 such that

(4.2) ‖∂tu‖2L2(Ω) + ‖∇u‖2L2(Ω) 6 Ce
−t/C‖f‖2Hε(Ω).

Remark 4.1. The assumptions of Theorem 4 are satisfied in several settings. Ex-
tending the example of [CdVP94a] to be Euclidean outside a compact set satisfies
these assumptions, as well as the cases studied in [Chr07,Chr10,Chr11].
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The proof of Theorem 4 is very similar in spirit to the proof of Theorem 3. We
again formally cut off in time and rescale to get a semiclassical operator as in (3.5).
We have the following estimate on the operator P (z, h).

Proposition 4.2. Under the assumptions of Theorem 4, there exist constants h0 >
0, α > 0, and C > 0 such that for 0 < h 6 h0 and

z ∈ [1− α, 1 + α] + i(−∞, h/C],

the operator P (z, h) is invertible as an operator H1
sc(Ω)→ L2(Ω) and

‖P (z, h)−1g‖H1
sc(Ω) 6

C

h1+δ
‖g‖L2(Ω),

where 0 6 δ < 1 is given in (4.1).

Proof. As in the proof of Proposition 3.1, we assume for contradiction that there
is a sequence of hn → 0, an H1

sc(Ω) normalized sequence un and a sequence zn ∈ C
such that Im zn = o(hn) and

P (zn, hn)un = o(h1+δ
n ).

We again decompose un = wn + vn where vn is localized to {a 6 h/C} and wn is
the complement. Again there are the two cases of a normalizable subsequence of
either the wn or the vn. In the case of wn, the argument proceeds exactly as in the
proof of Proposition 3.1.

Computing the commutators as in (3.11) and using as in the estimation of (3.11)
that ∇a = O(h(k−1)/k), we can take k large enough so that the right hand side of
(3.12) is o(h1+δ). Hence we consider the equation

(4.3) P̃ (z, h)v = g̃

for ‖v‖H1
sc(Ω) = 1, ‖g̃‖L2(X) = o(h1+δ), and

P̃ (z, h) = (−hdiv (1 + i
√
zb)h∇− z),

for b which controls Ω geometrically outside V .
Using the black box framework of [BZ04], we have the estimate

‖u‖H1
sc(Ω) 6 Ch

−1−δ‖P̃ (z, h)u‖L2(Ω) + Ch−δ‖bu‖L2(Ω)

6 Ch−1−δ‖P̃ (z, h)u‖L2(Ω).

But then our functions v satisfying (4.3) should satisfy

‖P̃ (z, h)v‖L2(Ω) > h
1+δ/C‖v‖H1

sc(Ω) = h1+δ/C,

which is a contradiction to the assumption that ‖g̃‖L2(Ω) = o(h1+δ).
This contradiction proves Proposition 4.2 and hence Theorem 4

�
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[Bur98] Nicolas Burq. Décroissance de l’énergie locale de l’équation des ondes pour le problème
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[CdVP94a] Y. Colin de Verdière and B. Parisse. Équilibre instable en régime semi-classique. In
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