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CONTROL FOR SCHRÖDINGER OPERATORS ON TORI

Nicolas Burq and Maciej Zworski

Abstract. A well known result of Jaffard states that an arbitrary region on a torus

controls, in the L2 sense, solutions of the free stationary and dynamical Schrödinger
equations. In this note we show that the same result is valid in the presence of a

potential, that is for Schrödinger operators, −∆ + V , V ∈ C∞.

1. Introduction

We show how simple methods introduced in [8], [6], [18] (see also [12] and [17]) for
the study of the equation

(−∆− λ)u(z) = f(z) , z ∈ T2 := R2/AZ×BZ , A,B ∈ R \ {0} ,

where λ→∞, and the control of

i∂tu(t, z) = −∆u(t, z) , z ∈ T2 .

can be adapted to obtain similar results for the equations

(−∆ + V (z)− λ)u(z) = f(z) , z ∈ T2 , (1.1)

and

i∂tu(t, z) = (−∆ + V (z))u(t, z) , z ∈ T2 , (1.2)

where V ∈ C∞(T2) is a smooth real valued potential.
The first theorem concerns solutions of the stationary Schrödinger equation and is

applicable to high energy eigenfunctions:

Theorem 1. Let Ω ⊂ T2 be a nonempty open set. There exists a constant K = K(Ω),
depending only on Ω, such that for any solution of (1.1) we have

‖u‖L2(T2) ≤ K
(
‖f‖L2(T2) + ‖u‖L2(Ω)

)
. (1.3)

This means that u on T2 is controlled by u in Ω, in the L2 sense. The next result,
which is in fact more general, concerns the dynamical Schrödinger equation:

Theorem 2. Let Ω ⊂ T2 be any (non empty) open set and let T > 0. There exists
a constant K = K(Ω, T ), depending only on Ω and T , such that for any solution of
(1.2) we have

‖u(0, •)‖2L2(T2) ≤ K
∫ T

0

‖u(t, •)‖2L2(Ω)dt . (1.4)

An estimate of this type is called an observability result. Once we have it, the
HUM method (see [16]) automatically provides the following control result:
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Theorem 3. Let Ω ⊂ T2 be any (non empty) open set and let T > 0. For any
u0 ∈ L2(T2), there exists f ∈ L2((0, T )× Ω) such that the solution of the equation

(i∂t + ∆− V (z))u(t, z) = f1l(0,T )×Ω(t, z) , u(0, •) = u0 ,

satisfies

u(T, •) ≡ 0 .

By applying Theorem 2 to the initial data u(0, •) = u, it is easy to see that
Theorem 1 follows from Theorem 2 and the Duhamel formula. As a consequence, we
will restrict our attention to Theorem 2.

We remark that Theorem 1 implies Theorem 2 for some large T – see [7] and [19].
If Theorem 1 held with ‖f‖L2 on the right hand side replaced by ‖f‖H−ε , for any
ε > 0, then it would imply Theorem 2 – see [7, Theorem 4]. In particular, this holds
when the geometric control condition of Bardos-Lebeau-Rauch [2] and Lebeau [15] is
satisfied. We stress that the ε improvement of regularity in Theorem 1 is not possible.

In the case of V ≡ 0 the estimates (1.3) and (1.4) were proved by Jaffard [13] and
Haraux [11] using Kahane’s work [14] on lacunary Fourier series.

For a presentation of control theory for the Schrödinger equation we refer to [15]
– see also [4],[20], and [7, §3].

We conclude this introduction with comments about a natural class of potentials
for which the theorems above should hold. When V ∈ L∞ and ‖V ‖L∞ � 1 a
perturbation argument shows that (1.3) and (1.4) follow from results with V = 0.

The methods of this paper can be extended to the case of V ∈ C0(T2) by first
showing that the constant in the high frequency estimate (3.1) is independent of V
for V in a bounded subset of L∞ and then using approximation and a perturbation
argument. The restriction that V is real is not essential but makes the writing easier
as we can use the calculus of self-adjoint operators.

Conjecture. Theorems 1,2,3 hold for V ∈ L∞(T2;C). Theorems 2 and 3 hold for
time dependent potentials V (t, z) ∈ L∞(R× T2;C).

Acknowledgments. We would like to thanks Semyon Dyatlov, Luc Hillairet, Luc
Miller and Claude Zuily for helpful conversations. The first author acknowledges par-
tial support from Agence Nationale de la Recherche project ANR-07-BLAN-0250 and
the second author acknowledges partial support by the National Science Foundation
under the grant DMS-0654436. He is also grateful to Université de Paris-Nord for its
generous hospitality in the Spring 2011 when this paper was written.

2. Preliminaries

In this section we will recall the basic control result [3],[8] for rectangles, and the
normal form theorem based on Moser averaging method [21].

The following result [3] is related to some earlier control results of Haraux [11] and
Jaffard [13]†:

†We remark that as noted in [3] the result holds for any product manifold M = Mx ×My , and

the proof is essentially the same.
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Proposition 2.1. Let ∆ be the Dirichlet, Neumann, or periodic Laplace operator on
the rectangle R = [0, a]x × [0, b]y. Then for any open non-empty ω ⊂ R of the form
ω = ωx × [0, a]y , there exists C such that for any solutions of

(∆− z)u = f on R, u�∂R= 0 (2.1)

we have

‖u‖2L2(R) ≤ C
(
‖f‖2L2([0,b]y);H−1([0,a]x) + ‖u‖2L2(ω)

)
(2.2)

Proof. We will consider the Dirichlet case (the proof is the same in the other two
cases) and decompose u, f in terms of the basis of L2([0, b]) formed by the Dirichlet

eigenfunctions ek(y) =
√

2/b sin(2kπy/b),

u(x, y) =
∑
k

ek(y)uk(x), f(x, y) =
∑
k

ek(y)fk(x) (2.3)

we get for uk, fk the equation(
−∆x −

(
z − (2kπ/b)

2
))

uk = fk, uk(0) = uk(1) = 0 (2.4)

We now claim that

‖uk‖2L2([0,1]x) ≤ C
(
‖fk‖2H−1([0,1]x) + ‖uk�ωx ‖2L2(ω)

)
(2.5)

from which, by summing the squares in k, we get (2.2).

To see (2.5) we can use the propagation result below in dimension one, but in this
case an elementary calculation is easily available – see [8]. �

The next proposition is the dynamical version of Proposition 2.1 which will be
crucial in the proof of Theorem 2. However we change the assumptions on u.

Proposition 2.2. Let R = [0, a]x × [0, b]y, and let ω = ωx × [0, b], where ωx is an
open subset of [0, a]. Suppose that for W ∈ C∞(R), W (x+ a) = W (x),

i∂tu(t, x, y) = (−∆ +W (x))u(t, x, y) on R× R2 , (2.6)

and that, for some γ ∈ R, u satisfies the following periodicity condition:

u(t, x+ ka, y + `b) = u(t, x, y + kγ) , k, ` ∈ Z . (2.7)

Then for all T > 0 there exists K > 0 such that

‖u(0, •)‖2L2(R) ≤ K
∫ T

0

‖u(t, •)‖2L2(ω)dt . (2.8)

Remark 2.3. Unitarity of the propagator exp(−it(−∆ +W )) shows that the (0, T )
range integration on the right hand side of (2.6) can be replaced by (T ′, T ) for any
0 ≤ T ′ < T . Same statement is true in the case of (1.4).
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Proof. As in the proof of Proposition 2.1 we reduce the estimate to an estimate in
one dimension.

To do that we see that (2.7) implies that u is periodic in y and hence can be
expanded into a Fourier series:

u(t, x, y) =
∑
n∈Z

e−it(nπ/b)
2

un(t, x)e2πiny/b ,

un(t, x) := eit(nπ/b)
2 1

b

∫ b

0

u(t, x, y)e−2πiny/bdy .

The condition (2.7) now means that

un(t, x+ a) = e2πiγn/bun(t, x) = e2πiγnun(t, x) ,

γn = γn/b− [γn/b] , 0 ≤ γn < 1 ,

that is, the periodicity in x is replaced by a Floquet periodicity condition.
Proposition 2.2 then follows from Lemma 2.4 below. �

Lemma 2.4. Let ωx ⊂ [0, a] be any open set. Suppose that v ∈ L2
loc(R× [0, a]) solves

(i∂t −D2
x −W (x))v = 0 , W (x+ a) = W (x)

and for some α, 0 ≤ α < 1, v satisfies a Floquet periodicity condition,

v(t, x+ a) = e2πiαv(x) .

Then for any T there exists C, independent of α, such that

‖v(0, •)‖2L2([0,a]) ≤ C
∫ T

0

‖v(t, •)‖2L2(ωx)dt . (2.9)

Proof. We use the semi-classical approach developed by Lebeau [15, Theorem 3.1]
though the situation is simpler here as we are dealing with internal controls in dimen-
sion 1.

Writing w(x) := e−2πiαx/av(x), we obtain a periodic function w satisisfying

(i∂t − (Dx + β)2 −W (x))w = 0 , β :=
2πα

a
. (2.10)

The argument from [15], (used in §§3,4, below – see Remark 3.2 and also [5]) applies
and shows uniformity in α. For reader’s convenience we provide more details in the
appendix. �

Next we present a slight variation of the well known normal form result – see [21]
where it was used in the case of Zoll manifolds (of which the circle is a trivial example).
Our version can also be seen as a special case of the normal form in [9]

We start by introducing some notation: we have the spaces of standard pseudodif-
ferential operators Ψm(T), Ψm(T2) while

C∞ ⊗Ψm := C∞(T1
x)⊗Ψm(Ty) , (2.11)

denotes the space of semiclassical pseudodifferential operators (of order m) in y, de-
pending smoothly on x as a parameter.

To makes things transparent we first present normal form results for tori.
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Proposition 2.5. Let χ ∈ C∞c (R2) be equal to 0 in a neighbourhood of η = 0. Suppose
that V (x, y) ∈ C∞(T1 × T1). Then there exist operators

Q(x, y, hDy) ∈ C∞ ⊗Ψ0 , R(x, y, hDx, hDy) ∈ Ψ0(T2) ,

such that

(I + hQ)
(
D2
y + V (x, y)

)
χ(hDx, hDy)

= (D2
y + V0(x))(I + hQ)χ(hDx, hDy) + hR ,

(2.12)

where

V0(x) =
1

2π

∫
T1

V (x, y)dy .

Proof. Indeed, we have

(I + hQ)
(
D2
y + V (x, y)

)
χ(hDx, hDy)− (D2

y + V0(x))( Id + hQ)χ(hDx, hDy)

=
(
h[Q,D2

y] + V (x, y)− V0(x) + hR1

)
χ(hDx, hDy) (2.13)

with R1 ∈ C∞ ⊗Ψ0. The pseudodifferental calculus shows that to obtain (2.12), it is
enough to find q ∈ C∞c (T2 × R) such that(

−2

i
η ∂yq(x, y, η) + V (x, y)− V0(x)

)
χ(ξ, η) = 0 (2.14)

Since χ vanishes near η = 0, we can find ζ ∈ C∞c (R \ {0}) equal to 1 on the support
of χ, and we can solve (2.14) by taking

q(x, y, η) =
iζ(η)

2η

∫ y

0

(V (x, y′)− V0(x))dy′ (2.15)

We notice that by construction, V0(x) − V (x, y) has y-mean equal to 0 and conse-
quently the function q defined in (2.15) is periodic. �

Corollary 2.6. There exists operators

W = W (x, y, hDx, hDy) ∈ Ψ0(T2) , R = R(x, y, hDx, hDy) ∈ Ψ0(T2) ,

such that

(I + hQ)
(
D2
x +D2

y + V (x, y)
)
χ(hDx, hDy)

=
((
D2
x +D2

y + V0(x)
)
(I + hQ) +W

)
χ(hDx, hDy) + hR ,

W (x, y, 0, η) ≡ 0 .

(2.16)

Proof. Indeed, the same calculation as above shows that by symbolic calculus, we can
take

W (x, y, ξ, η) =
2

i
ξ∂xq(x, y, η)χ̃(ξ, η) ,

where χ̃ ∈ C∞c (R2) is equal to one on the support of χ. �

In the case of irrational tori T2 ' [0, A]× [0, B], A/B /∈ Q, we need slightly more
complicated versions of Proposition 2.5 and Corollary 2.6. They involve covering T2

by a strip.
Let us consider a constant rational vector field on the torus given by a direction

Ξ0 = c(nA,mB) , n,m ∈ Z , c ∈ R \ {0} .
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In our argument below the directions corresponding to phase space concentration of
the solution to (1.2) will be necessarily rational and Ξ0 will be chosen to be an isolated
direction of that type.

As shown in Fig. 1 we can find a strip bounded in the direction of Ξ0 and covering
T2. If the torus is itself rational (that is A/B ∈ Q in (3.4)) we can find a rectangle R
with sides parallel to Ξ0 and Ξ⊥0 which covers T2.

Ξ0

Ξ⊥0

Ξ0

Ξ⊥0

(n/m, a)

a

1

Figure 1. On the left, a rectangle, R, covering a rational torus T2.
In that case we obtain a periodic solution on R. On the right, the
irrational case: the strip with sides mΞ0 ×RΞ⊥0 , Ξ0 = (n/m, a) (not
normalized to have norm one), also covers the torus [0, 1] × [0, a].
Periodic functions are pulled back to functions satisfying (2.19).

Let us normalize Ξ0 to have norm one,

Ξ0 =
1√

n2A2 +m2B2
(nA,mB) , Ξ⊥0 =

1√
n2A2 +m2B2

(−mB,nA) . (2.17)

The change of coordinates in R2,

F : (x, y) 7−→ z = F (x, y) = xΞ⊥0 + yΞ0 , (2.18)

is orthogonal and hence −∆z = D2
x +D2

y.
We have the following simple lemma:

Lemma 2.7. Suppose that Ξ0 and F are given by (2.17) and (2.18). If u = u(z) is
perodic with respect to AZ×BZ then

F ∗u(x+ ka, y + `b) = F ∗u(x, y − kγ) , k, ` ∈ Z , (x, y) ∈ R2 , (2.19)

where, for any fixed p, q ∈ Z,

a =
(qn− pm)AB√
n2A2 +m2B2

, b =
√
n2A2 +m2B2 , γ = − pnA2 + qmB2

√
n2A2 +m2B2

.

When B/A = r/s ∈ Q, r, s ∈ Z \ {0}, then

F ∗(x+ kã, y + `b) = F ∗u(x, y) , k, ` ∈ Z , (x, y) ∈ R2 ,

for ã = (n2s2 +m2r2)a.
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Proof. The proof is a calculation: we need to find a, b, and γ so that for any k, ` ∈ Z
there exist P,Q ∈ Z so that

kaΞ⊥0 + (`b+ kγ)Ξ0 = PA(1, 0) +QB(0, 1) .

Taking b =
√
n2A2 +m2B2 we only need to check that this relation holds with k = 1

and ` = 0:

aΞ⊥0 + γΞ0 = pA(1, 0) + qB(0, 1) ,

which can be solved for a and γ for any p and q. By taking inner products with Ξ0,
Ξ⊥0 we obtain formulæ for a and γ.

When B/A = r/s, r, s ∈ Z \ {0} we need to find M ∈ Z \ {0} so that Mγ = Kb
for some K ∈ Z. We check that M = n2s2 + r2m2 works and hence we obtain
periodicity. �

Remark 2.8. Condition (2.19) for w = F ∗u is in fact equivalent to periodicity of u
with respect to

Z~v1 ⊕ Z~v2 , ~v1 = (nA,mB) , ~v2 := (pA, qB) .

That periodicity is of course implied by periodicity with respect to AZ×BZ.

Remark 2.9. A natural choice of p and q which excludes the degenerate cases p =
q = 0 and p = n, q = m, can be obtained by assuming (without loss of generality)
that n and m are relatively prime and then taking p and q satisfying

nq −mp = 1 ,

which is possible by Bezout’s theorem. This will be the choice we make in what
follows.

We can now give a generalized version of Proposition 2.5:

Proposition 2.10. Suppose that F : R2 → R2 is given by (2.18) and that V ∈
C∞(R2) is periodic with respect to AZ×BZ. Let a, b and γ be as in (2.19).

Let χ ∈ C∞c (R2) is equal to 0 near the set η = 0. There exist operators

Q(x, y, hDy) ∈ C∞(R)⊗Ψ0(R) , R(x, y, hDy, hDx) ∈ Ψ0(R2) ,

such that (F−1)∗QF ∗ and (F−1)∗RF ∗ preserve AZ×BZ periodicity, and

(I + hQ)
(
D2
y + F ∗V (x, y)

)
χ(hDx, hDy)

= (D2
y + V0(x))(I + hQ)χ(hDx, hDy) + hR ,

(2.20)

where

V0(x) :=
1

b

∫ b

0

F ∗V (x, y)dy ,

satisfies V0(x+ ka) = V0(x), k ∈ Z.
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Proof. We proceed as in the proof of Proposition 2.5. We need to solve equation
(2.14) but now q has to satisfy the twisted periodicity condition (2.19), which will
follow if qF (z, η) := (F−1)∗q(•, η)(z) is AZ × BZ periodic. The equation (2.19) is
then equivalent to

nη〈Ξ0, ∂x〉qF (z, η) = V (z)− (F−1)∗V0(z) , (2.21)

on the support of χ(ξ, η). We note that (F−1)∗V0 is the average of V over the (closed)
orbit of 〈Ξ0, ∂z〉. In particular, the average of the right hand side is 0.

An equation of this form can be solved on any compact Riemannian manifold: if
X is a length one vectorfield with closed integral curves, and f is function integrating
(with respect to the length parameter) to 0 along those curves, then there exists u,
smooth on M , satisfying Xu = f . To see this we solve the equation on each curve,
demanding that u integrates to zero on that curve. That determines u uniquely and
hence provides a global smooth solution. Note that this is not the solution we took
in (2.15). In the notation of (2.15) the current solution corresponds to

q(x, y, η) =
iζ(η)

2η

(∫ y

0

(V (x, y)− V0(x))dy − q0(x)

)
,

q0(x) :=
1

B

∫ B

0

∫ y

0

(V (x, y′)− V0(x))dy′dy . �

Finally, we have the corresponding analogue of Corollarry 2.6.

Corollary 2.11. In the notation of Proposition 2.10, there exists operators

W = W (x, y, hDx, hDy) ∈ Ψ0(R2) , R = R(x, y, hDx, hDy) ∈ Ψ0(R2) ,

such that (F−1)∗WF ∗ and (F−1)∗RF ∗ preserve AZ×BZ periodicity, and

(I + hQ)
(
D2
x +D2

y + V (x, y)
)
χ(hDx, hDy)

=
((
D2
x +D2

y + V0(x)
)
(I + hQ) +W

)
χ(hDx, hDy) + hR ,

W (x, y, 0, η) ≡ 0 .

(2.22)

3. A semiclassical estimate

The purpose of this section is to prove the main step towards Theorem 2, its
semiclassically localized version:

Proposition 3.1. Let χ ∈ C∞c (−1, 1) be equal to 1 near 0, and define

Πh,ρ(u0) := χ

(
h2(−∆ + V )− 1

ρ

)
u0 , ρ > 0 .

Then for any T > 0 there exists ρ, C, h0 > 0 such that for any 0 < h < h0, u0, we
have

‖Πh,ρu0‖2L2 ≤ C
∫ T

0

‖e−it(−∆+V )Πh,ρu0‖2L2(Ω)dt . (3.1)

Proof. We first observe that if the estimate (3.1) is true for some ρ > 0, then is is
true for all 0 < ρ′ < ρ. As a consequence, if (3.1) were false, there would exist T > 0
and sequences

hn −→ 0, ρn −→ 0, u0,n = Πhn,ρn(v0,n) ∈ L2,
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i∂tun(t, z) = (−∆ + V (z))un(t, z) , un(0, z) = u0,n(z) ,

such that

1 = ‖u0,n‖2L2 ,

∫ T

0

‖un(t, •)‖2L2(Ω)dt −→ 0 .

The sequence (un) is bounded in L2
loc(R × T2) and consequently, after possibly ex-

tracting a subsequence, there exists a semi-classical defect measure µ on Rt×T ∗(T2
z)

such that for any function ϕ ∈ C0
0(Rt) and any a ∈ C∞c (T ∗T2

z), we have

〈µ, ϕ(t)a(z, ζ)〉 = lim
n→∞

∫
Rt×T2

ϕ(t)(a(z, hnDz)un)(t, z)un(t, z)dtdz .

Furthermore, standard arguments‡ show that the measure µ satisfies

•
µ((t0, t1)× T ∗T2

z) = t1 − t0 . (3.2)

• The measure µ on Rt × T ∗(T2) is supported in the set

{(t, z, ζ) ∈ Rt × T2
z × R2

ζ ; |ζ| = 1}
and is invariant under the action of the geodesic flow:

2〈ζ, ∂z〉µϕ = 0, µϕ(E) :=

∫
R×E

ϕ(t)dµ, E ⊂ T ∗T2.

We shall only use that the support of the measure µ is invariant:

(t0, z0, ζ0) ∈ supp(µ) =⇒ (t0, z + sζ0, ζ0) ∈ supp(µ) , ∀s ∈ R (3.3)

• The measure µ vanishes on (0, T )× T ∗Ω.

We are going to show that the measure µ is identically equal to 0 on (0, T ) × T ∗T2.
This will provide a contradiction with (3.2).

Remark 3.2. In the case of geometric control, as in the work by Lebeau, the vanishing
of µ |(0,T ) is a direct consequence of the invariance property. Actually, in Lebeau’s
work, which concerns boundary value problems, the difficult part is to precisely to
prove (analogues of) this invariance property. See the appendix for more details.

The z projection of a trajectory associated to a irrational direction ζ is dense.
Consequently, the support of µ |t∈(0,T ) contains only points (t, z,Ξ0) with rational
Ξ0:

T2 ' [0, A]x × [0, B]y , Ξ0 = α(A/B, n/m) , n,m ∈ Z , α ∈ R \ {0} . (3.4)

In fact, that is the condition implying that the trajectory s 7−→ z0 + sΞ0 is closed
when projected to T2, for any z0 ∈ R2. Any other trajectory is dense.

Define

Mµ := π1(suppµ ∩ {(t, z, ζ); t ∈ (0, T )}) , π1 : (t, z, ζ) 7−→ ζ . (3.5)

The discussion above shows that M contains only rational directions and hence it
is countable and closed. This in turn implies that it contains an isolated point, Ξ0

(perfect sets cannot be countable).

‡see [1] for a review of recent results about measures used for the Schrödinger equation.
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We now consider the Schrödinger equation on on the strip (or rectangle) R =
Rx × [0, b]y (R = [0, a]x × [0, b]y, respectively) using the function F given in (2.18).
In this coordinate system, Ξ0 = (0, 1) – see Fig. 1.

Let χ(hDz) be a Fourier multiplier with a symbol supported in a neighborhood of
Ξ0 containing no other points in the intersection with (0, T )×T ∗T2 of the support of
µ, and define

ũn = χ(hnDz)un ,

We denote by µ̃, the semiclassical measure of the sequence ũn. We clearly have

µ̃ = (χ(ζ))2µ ,

and consequently, we know that the ζ-projection, π1, of the intersection with (0, T )×
T ∗T2 of the support of the measure µ̃ is equal to {Ξ0}:

Mµ̃ = {Ξ0} = {(0, 1)} , (3.6)

where we used the coordinates (x, y) in the last identification.
Using Proposition 2.10 (or, in the easier case of rational tori, Proposition 2.5) we

define

vn =
(

1 + hQ
)
ũn .

Since the operator Q is bounded on L2, the semiclassical defect measures associated
to vn and ũn are equal We now consider the time dependent Schrödinger equation
satisfied by vn. With

Qn := Q(x, y, hnDy) , Rn := R(x, y, hnDx, hnDy) , Wn := W (x, y, hnDx, hnDy) ,

given in (2.22) and χn := χ(hnDz), we have

(i∂t + ∆− V0(x))vn = (I + hnQn)(i∂t + ∆− V (x, y))χun −Wnχun − hnRnun
= −Wnχnun + [V, χ]un + oL2(1)

= −Wnχnun + oL2
x,y

(1)

(3.7)

We also recall that according to Corollary 2.6, the symbol of the operator W vanishes
in the set

{x, y, ξ, η) : ξ = 0} .
Consequently it vanishes on the intersection with (0, T )× T ∗T2 of the support of the
defect measure of χnun = ũn which, by construction, is included in the set

π−1
1 (Mµ̃) = {(t, x, y, ξ, η) : ξ = 0 , η = 1}.

As a consequence, the semiclassical measure of Wnχnun is equal to 0. This implies
that

(i∂t + ∆− V0(x))vn = oL2
loc((0,T )×R)(1) . (3.8)

In view of Lemma 2.7, see (2.19), we are now in the setting of Proposition 2.2. To
apply it let us choose a band domain ω = ωx × [0, b]y where ωx is a an interval such

that any line {x}× [0, b]y, encounters the interior of π−1
2 (Ω), where π2 : R→ T2 – see

Fig. 2.
We know that there exists (t0, z0,Ξ0) ∈ supp(µ) for some t0 ∈ (0, T ).
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Ξ0

Ξ⊥0

Ω

Figure 2. The rectangle R, covering a rational torus T2 and the
choice of ω = ωx × [0, b]y shown as a shaded region.

Since according to (3.8) on (0, T ), the family (vn) is a family of solutions of the free
Schrödinger equations up to oL2

loc((0,T )×R)(1), we can apply Proposition 2.2 to obtain

‖vn‖2L2((t0−ε,t0+ε)×R) ≤ ‖vn‖
2
L∞((t0−ε,t0+ε);R(T2))

≤ C
∫ t0+2ε

t0−2ε

∫
ω

|vn(t, x, y)|2dxdy + o(1)

where ε > 0 is chosen small enough so that (t0 − 2ε, t0 + 2ε) b (0, T ). This implies
that there exists t′0 ∈ (t0 − ε, t0 + ε), z′0 ∈ ω, Ξ′0 such that

(t′0, z
′
0,Ξ
′
0) ∈ supp(µ̃) .

From (3.6) we necessarily have Ξ′0 = Ξ0. The invariance of the support of µ̃ shows
that the whole line

(t′0, z
′
0 + sΞ0,Ξ0) ∈ supp(µ̃) .

consequently the support of the measure µ̃ does encounter the set (0, T )×T ∗Ω, which
gives the contradiction and concludes the proof of Proposition 3.1. �

4. Proof of Theorem 2

To prove Theorem 2 we need to pass from the semiclassical estimate of §3 to an
estimate for all frequencies. We start with a result involving an error term:

Proposition 4.1. For any T > 0 and any non empty open set Ω ⊂ T2, there exists
C > 0 such that for any u0 ∈ L2(T2),

‖u0‖2L2 ≤ C
(∫ T

0

∫
Ω

|e−it(−∆+V )u0|2dzdt+ ‖u0‖2H−2

)
. (4.1)
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Remark 4.2. The H−2 norm on the right hand side of (4.1) can be replaced by
the H−k norm for any k. We only need it for some k ≥ 2 in order to apply the
Bardos-Lebeau-Rauch uniqueness-compactness argument at the end of this section.

Proof. Consider a partition of unity

1 = ϕ0(r)2 +

∞∑
j=1

ϕj(r)
2 , ϕj(r) := ϕ(R−j |r|) , R > 1 ,

ϕ ∈ C∞c ((R−1, R); [0, 1]) , (R−1, R) ⊂ {r : χ(r/ρ) ≥ 1/2} ,

where χ and ρ come from Proposition 3.1. Then, we decompose u0 dyadically:

‖u0‖2L2 =

∞∑
j=0

‖ϕj(PV )u0‖2L2 . PV := −∆ + V .

Let ψ ∈ C∞c ((0, T ); [0, 1]) satisfy ψ(t) > 1/2, on T/3 < t < 2T/3. We first observe
that in Proposition 3.1 we have actually proved (see the remark after Proposition 2.2)
that

‖Πhu0‖2L2 ≤ C
∫
R
ψ(t)2‖e−it(−∆+V )Πhu0‖2L2(Ω)dt , 0 < h < h0 , (4.2)

which is the version we will use.

Taking K large enough so that R−K ≤ h0, where h0 is as in Proposition 3.1, we
apply (4.2) to the dyadic pieces:

‖u0‖2L2 =
∑
j

‖ϕj(PV )u0‖2L2

≤
K∑
j=0

‖ϕj(PV )u0‖2L2 + C

∞∑
j=K+1

∫ T

0

ψ(t)2‖ϕj(PV )e−itPV u0‖2L2(Ω)dt

=

K∑
j=0

‖ϕj(PV )u0‖2L2 + C

∞∑
j=K+1

∫
R
‖ψ(t)ϕj(PV )e−itPV u0‖2L2(Ω)dt .

Using the equation we can replace ϕ(PV ) by ϕ(Dt) which meant that we did not
change the domain of z integration. We need to consider the commutator of ψ ∈
C∞c ((0, T )) and ϕj(Dt) = ϕ(R−jDt). If ψ̃ ∈ C∞c ((0, T )) is equal to 1 on suppψ
then the semiclassical pseudodifferential calculus with h = R−j (see for instance [10,
Chapter 4]) gives

ψ(t)ϕj(Dt) = ψ(t)ϕj(Dt)ψ̃(t) + Ej(t,Dt) , ∂αEj = O(〈t〉−N 〈τ〉−NR−Nj) , (4.3)

for all N and uniformly in j.
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The errors obtained from Ej can be absorbed into the ‖u0‖H−2(T2) term on the
right hand side. Hence we obtain

‖u0‖2L2 ≤ C‖u0‖2H−2(T2) + C

∞∑
j=0

∫ T

0

‖ψ(t)ϕj(Dt)e
−itPV u0‖2L2(Ω)dt

≤ C̃‖u0‖2H−2(T2) + C

∞∑
j=0

〈ϕj(Dt)
2ψ̃(t)e−itPV u0, ψ̃(t)e−itPV u0, 〉L2(Rt×Ω)

= C̃‖u0‖2H−2(T2) + C

∫
R
‖ψ̃(t)e−itPV u0‖2L2(Ω)dt

≤ C̃‖u0‖2H−2(T2) + C

∫ T

0

‖e−itPV u0‖2L2(Ω)dt

where the last inequality is the statement of the proposition. �

To eliminate the H−2 error term in (4.1) we use the now classical uniqueness-
compactness argument of Bardos, Lebeau and Rauch [2]. For reader’s convenience we
recall the argument.

Let us fix δ ≥ 0 and define

Nδ := {u0 ∈ L2(T2) : e−it(−∆+V )u0 ≡ 0 on (0, T − δ)× Ω} .
Let u0 ∈ N0. We now define

vε,0 =
1

ε

(
e−iε(−∆+V ) − I

)
u0 .

If ε ≤ δ, then e−it(−∆+V )vε,0 ≡ 0 on (0, T − δ)× Ω
We write u0 in terms of orthonormal eigenvectors of −∆ + V :

u0 =
∑

λ∈σ(−∆+V )

u0,λeλ.

Proposition 4.1 applied with T replaced by T/2 gives that for any 0 < α, β < T/2,
we have

‖vα,0 − vβ,0‖2L2 ≤ C‖vα,0 − vβ,0‖2H−2

≤ C
∑

λ∈σ(−∆+V )

∣∣∣e−iαλ − 1

α
− e−iβλ − 1

β

∣∣∣2(1 + λ)−2|u0,λ|2

≤ C ′
∑

λ∈σ(−∆+V )

λ2|α− β|2(1 + λ)−2|u0,λ|2 ≤ C ′|α− β|2 .

Hence limα,β→0 ‖vα,0 − vβ,0‖L2 = 0, and there exists v0 ∈ L2 such that

L2- lim
α→0

vα,0 = v0 .

This limit is necessarily in Nδ for all δ > 0, hence in N0. On the other hand, we have
in the sense of distributions,

e−it(−∆+V )v0 = ∂te
−it(−∆+V )u0 ,

which implies that

v0 = −i(−∆ + V )u0 .
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Hence N0 is an invariant subspace of −i(−∆ + V ). According to Proposition 4.1,
‖u0‖H−2 is a norm on a subspace of L2, N0. Hence the unit ball of N0 is compact,
and consequently, N0 is finite dimensional. This means that there exists an eigenvector
w,

(−∆ + V )w = µw , w|Ω = 0 .

We can now use the the standard unique continuation results for elliptic second order
operators to conclude that w ≡ 0 which then implies that N0 = {0}.

Finally, to conclude the proof of Theorem 2, we argue by contradiction: if (1.4)
were not true, we could construct a sequence (un,0) ∈ L2(T2) such that

1 = ‖un,0‖L2 ,

∫ T

0

∫
Ω

∣∣e−it(−∆+V )un,0
∣∣2dxdt −→ 0 , n −→∞ .

We could then extract a subsequence unk,0 converging weakly in L2 (and hence
strongly in H−2) to a limit u0 ∈ N which would satisfy, according to Proposition 4.1,

1 = lim
k→∞

‖unk,0‖L2 ≤ C
∫ T

0

∫
Ω

∣∣e−it(−∆+V )unk,0
∣∣2dxdt+ C‖unk,0‖2H−2 .

That would imply that

1 ≤ C lim
k→∞

‖unk,0‖2H−2 = C‖u0‖2H−2 ,

showing that there exists u0 ∈ N, u0 6≡ 0 contradicting our earlier conclusion. This
ends the proof of Theorem 2

Appendix: Proof of Lemma 2.4

To prove (2.9), we rewrite it as an inequality for periodic functions, that is as an
inequality on the circle:

‖v0‖2L2(T1) ≤ C
∫ T

0

‖e−it(D+β)2+W )v0‖2L(ωx)2dt . (A.1)

As presented in detail in the second part of §4, this follows from the reduction per-
formed in (2.10) and the analogue of estimate (4.1): there exist C > 0 such that for
any β ∈ [0, 2π/a], and any v0 ∈ L2(0, a),

‖v0‖2L2(T1) ≤ C
(∫ T

0

∫
ωx

|e−it((D+β)2+W )v0|2dzdt+ ‖v0‖2H−2(T1)

)
. (A.2)

We remark that the proof in §4 applies to this setting where we consider a family of
operators, (Dx + β)2 + V, β ∈ [0, 2π/a], it could actually handle the more general
case of a family of potentials V , relatively compact in L∞.

As shown in Proposition 4.1 this in turn follows from the analogue Proposition 3.1:
for any T > 0 there exists C, h0 > 0 such that for any β ∈ [0, 2π/a], 0 < h < h0, and
v0 ∈ L2(T1), we have

‖Πh,βv0‖2L2(T1) ≤ C
∫ T

0

‖e−it((D+β)2+W )Πh,βv0‖2L2(ωx)dt , (A.3)

where now, in the notation of Proposition 3.1,

Πh,βv0 := χ
(
h2((D + β)2 +W )− 1

)
v0 , β ∈ [0, 2π/a] .
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If this were false there would exist T > 0 and sequences

hn −→ 0 , βn −→ β ∈ [0, 2π/a] , v0,n = Πhn,βn(v0,n) ∈ L2,

i∂tvn(t, x) = ((D + βn)2 +W (x))vn(t, x) , vn(0, x) = v0,n(x) ,

such that

1 = ‖v0,n‖2L2(T1),

∫ T

0

‖un(t, •)‖2L2(ωx)dt −→ 0 . (A.4)

We associate to the sequence vn a semiclassical defect measure, ν, on R× T ∗T1. As
recalled in §3 (see [1] and [17]) the measure satisfies ν((t0, t1)× T ∗T1) = t1 − t0, and
its support is invariant under the flow of principal symbol of (D+ β)2 +W (x) (since
βn = β + o(1)):

(t0, x0, ξ0) ∈ supp(ν) =⇒ (t0, x0 + sξ0, ξ0) ∈ supp(ν) , ∀s ∈ R .

In view of the second part of (A.4) the measure ν vanishes on (0, T ) × T ∗ωx which
contradicts the invariance of the support.
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