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Abstract. We give a short proof of the strong law of large numbers based on duality for
random walks.

Let Xy, X5, ... be independent identically distributed real random variables with
a finite expectation E[X] and let S, = X; +--- + X,, for n > 0 be the correspond-
ing random walk. Allegedly one of the most important results in probability theory,
Kolmogorov’s strong law of large numbers, states that

n

(LLN) — —— E[X] almost surely (i.e., with probability 1).
n n—oo

There are many proofs of this result, the most standard approaches being either, by the
truncation method (see [4, p. 238] or [3]), by Doob’s reverse martingale convergence
theorem [2], or directly via 0/1 laws and Birkhoff’s ergodic theorem (especially using
Garsia’s short proof, see [5, Theorem 1.64] or [1]). In this note we propose a new proof
based on duality for random walks. First notice that the (LLN) is a consequence of
the following result:

Theorem 1. Let X, X», ... be independent identically distributed real random vari-
ables with a finite and positive expectation E[X] > 0. Then inf,,>o(X; + -+ X,,) is
finite almost surely.

Indeed, the theorem implies that for every ¢ > 0, almost surely (X; — E[X] + ¢) +
-+ 4+ (X, — E[X] + ¢) is bounded from below by some (random) constant and, sym-
metrically, that (X; — E[X] —¢) + - -+ + (X, — E[X] — ¢) is bounded from above by
another (random) constant. It follows that with probability one we have

Seo .. Sn
E[X] — & <liminf — < limsup — < E[X] + ¢.

n—oo N n—oo N
Taking the countable intersection of the above events over rational ¢ > 0 we deduce
the (LLN).

Proof of Theorem 1. STEP 1. BOUNDING THE INCREMENTS FROM ABOVE. Choose C >
0 large enough so that by dominated convergence E[X1x_c] > 0 and put

Xi =Xi1X,~<Ca for i ZO

We will show that the random walk S, = X; + --- + X, is almost surely bounded
from below which is sufficient to prove the lemma since S; < S; foralli > 0.
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STEP 2. DuaLITY. For every n > 0, the independent and identically distributed
increments ()~(1, e, f(,,) have the same law as (f(n, ey f(l). This translates onto the
walk S as the so-called duality identity [4, Chapter XII. 2, p. 394] which states that
space and time reversal leaves the distribution of the first n steps invariant:

(O = SO, 317 ceey Sn)z(gn - Sn’ Sy — Sp—1s -1 S‘n - Sla Sn - S'O) in law.

Let us apply this identity on a special case, see [4, p. 395].Let T = inf{i > 0 : S; > 0}
be the first hitting time of the positive axis by the walk and recall that a time n > 0
is a weak descending record time if, by definition, S, = Mming<g<y Sk. By applying the
above equality in law we deduce (see Figure 1) that

foralln >0, P(T > n)=P(nisaweak descending record time).

(g)A T=n n is a weak descending record

n n

v

Figure 1. Time and space reversal shows that P(7T > n) = P(n is a descending record time).

Summing over n > 0, we get that E[T] = E[# weak descending record times] and
the proof is complete if we prove that E[7'] < oo since this implies that almost surely
there are finitely many weak descending records for S, hence the walk is bounded from
below almost surely.

STEP 3. OPTIONAL SAMPLING THEOREM. To prove E[T] < oo, consider the standard
martingale

M, = S, —E[X1x_cln, forn>0

(for the filtration generated by the X;’s) and apply the optional sampling theorem (see
e.g., [4, p- 213]) to the bounded stopping time n A T to deduce that

0 =E[M,.r], or, inother words, E[X1y_c]E[n A T]=E[S,\r].
By definition S‘,- <Oforalli < T and if T is finite we can write S'T = S'T_l + }Z'T <
0+ X7 < C. In all cases S,,r < C and so the right-hand side of the last display is

also bounded above by C. Letting n — 0o, by monotone convergence we deduce that
T has finite expectation. ]
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