SPECTRAL THEORY OF DAMPED QUANTUM CHAOTIC
SYSTEMS

STEPHANE NONNENMACHER

ABSTRACT. We investigate the spectral distribution of the damped wave equation
on a compact Riemannian manifold, especially in the case of a metric of negative
curvature, for which the geodesic flow is Anosov (very chaotic). The final objective
is to obtain conditions (in terms of the geodesic flow on X, the structure of the
damping function) for which the energy of the waves decays exponentially fast, at
least for smooth enough initial data. The spectrum of the equation amounts to a
nonselfadjoint spectral problem.

Using semiclassical methods, we derive estimates and upper bounds for the high
frequency spectral distribution, in terms of dynamically defined quantities, like the
value distribution of the time-averaged damping. We also consider the toy model
of damped quantized chaotic maps, for which we derive similar estimates, as well
as a new upper bound for the spectral radius depending on the set of minimally
damped trajectories.
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1. INTRODUCTION

1.1. Spectrum of the damped wave equation. Given a given a Riemannian
manifold (X, g) and a damping function a € C*(X,R,), we are interested in the
solutions of the (linear) damped wave equation (DWE)

(1.1) (02 — A+ 2a(x)0)v(x,t) =0, v(z,0) = vy, Ov(x,0) =, .
Equivalently, we want to solve the system

(12)  (i0, + A)v(t) =0, AL < O ) with v(t) = (0(t), idv(t)) .

Then, if a # 0, the energy
(1.3) E(v(t)) = % (IFo®1* + 120 (1))

of any initial (vg,v;) will decay to zero.
To analyze the decay, we notice that A generates a strongly continuous semigroup

on the space H & H'(X) x L*(X), so the solution to (1.1,1.2) reads
(1.4) v(t) = e ™ (0), v(0) € H.

To analyze the decay of this solution it it natural to try to expand it in terms of
the spectrum of A. This spectrum is discrete, consisting of countably many complex
eigenvalues {7,} with Rer, — £o00. It can be obtained by solving the generalized
eigenvalue equation

(1.5) P(t)u= (—A —7° = 2iat) u = 0.

To each eigenvalue 7,, corresponds a quasi-stationary mode u, (z) satisfying P(7,)u, =
0. Such a mode leads to a solution

—itTn

vn(t, ) = e "y, (x)

of the damped wave equation. Hence Im 7, represents the quantum decay rate of
this stationary mode u,,. The corresponding eigenstate of A reads w,, = (u,, Touy,).

Lemma 1. If ReT, =0, then —Im 7, € 2[amin, Gmax]-
If Ret, # 0 then —Im 7, € [amin, Gmax)-

Proof. Expanding the imaginary part of (u, P(7)u) = 0, we get
—Im (7?) |ull” = 2 Re 7 (u, au) = 0.
If ReT # 0, this simplifies into
—Im 7 |jul® = (u, au).
If 7 =it, (u, P(it)u) = 0 becomes
IVul® + 2 ||ul|” + 2t(u, au) = 0.

Since (u,au) > 0, we have ¢ < 0, and then either ¢ = 0 (which corresponds a
constant solution), or ¢t < 0, which implies

—1 HUH2 < 2(u, au) = —t € 2[amin, Amax) -
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FIGURE 1.2. A damped geodesic.

The spectrum is symmetric w.r.to the imaginary axis:

(7,u) solution <= (—7,u) solution.

1.1.1. The condition of geometric control. As we will see below, the distribution of
the quantum decay rates Im 7, in the high frequency regime will be constrained by
the ergodic averages of the damping through the geodesic flow on S* X, that is the

functions

1 /T
(a)r = —/ ao®®ds, on S*X.
T Jy

The damping a(x) is said to satisfy the Geometric Control Condition (GCC) if there
exists Ty such that, for any p € S* X the trajectory ®'(p) meets the damped region
{a(x) > 0} for some time ¢ € [0, Ty]. As a consequence, there exists ¢ > 0 such that,
for T' large enough, the function (a)r > ¢ > 0 everywhere. We will show below
(Thm 8) that, as a consequence, the quantum decay rates satisfy Im 7, < —c+ o(1)
when Ret, — oc.

Lebeau |[Leb93| showed that GCC is equivalent with the uniform exponential
decay of the energy for initial data in H, namely, there exists C' > 0, v > 0 such
that, for any data v(0) € H,

(L6) B(u(t) < Ce " E(v(0) < Ce " [|o(0)][2,.

In this GCC case, the optimal decay rate v is given by min (G,a_), where G =
inf {Im 7, 7, # 0} is the spectral gap, while
def . .
T Al
is the minimal asymptotic damping. We will sketch a proof of this decay estimate
in §1.3.3.
Koch and Tataru [KoTa94| studied the same question in a more general context

(case of a manifold with boundaries, and of a damping taking place both in the
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“bulk” and on the boundary). They first showed that the minimum of (a)r on S*X
really governs the decay of the semigroup on H, up to compact subspaces.

Theorem 2. [KoTa94|For each ¢ > 0 and each t > 0 there exists a subspace Hey C
H of finite codimension such that

||e—itA‘

eyt S €XD {rgfzggg(a);p} + €.

Moreover, for any subspace Hy C 'H of finite codimension,
—itA
exp {max(a)r} < [l -

A consequence of this result is the characterization of the Fredholm spectrum of
the semigroup. In the present situation of damped waves on a compact X withough
boundary, their result states' that this Fredholm spectrum is given by the annulus
{z€C, e < |z| <efe-}.

In absence of GCC, one cannot have such a uniform exponential decay for arbitrary
data in H: one can cook up initial data in H with arbitrary slow decay, e.g. by
using Gaussian beams of higher and higher frequencies localized along undamped
geodesics. However, in case the spectral gap G is positive and one has algebraic
resolvent estimates in the eigenvalue free strip, it is possible to prove the presence
of such an exponential decay for more reqular data. Typically, one can try to prove
exponential decay estimates of the form

(1.7) E(@w(t) < Coe " ||v]l,., Vv M.

Here H® = H*™! x H*, s > 0, is a Sobolev space of “regular” data, and the decay
rate 7, > 0. The example of thin Gaussian beams then breaks down, because the
‘H?® norms of such beams grows algebraically with the frequency. We provide the
proof of such a decay with loss of derivatives in §1.3.1.

1.2. High frequency limit — semiclassical formulation and generalization.
The main question we want to address is the distribution of eigenvalues 7,,, and in
particular of their imaginary parts, in the high-frequency limit Re 7, > 1.

A semiclassical reformulation was used in ([Sjo00]): take A < 1 and consider
eigenvalues 7, ~ A~', by writing

V22

(1.8) T=— with 2z € D(1/2,Ch).
The equation (1.5) becomes
ZA ZA
(1.9) (P(h,2z) — z)u =0, P(h,z) = —hT — ihV2za = —hT —iha + O(h?).

More generally, we may consider operators of the type

R?A

where ¢ = ¢, € S'(X) depends holomorphically on z € D(1/2,Ch). This is the
most general framework considered in [Sjo00]. The unboundedness of ¢ € S'(X)
when || — oo is not a real challenge, since one is interested in the region || & 1.

ITheir result holds under the condition that, for any T > 0, the set of T-periodic geodesics has
measure zero.
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However, for simplicity of presentation we will assume that ¢ is real valued, that
it is independent of z, and that it is in the symbol class? S°(X). This will imply the
convenient property that the “damping operator”

Q = Opy(q)

will be uniformly bounded in L?(X), for i small enough. By abuse, we will refer to
the function ¢(x,&) as “the damping”. We are then interested in the semiclassical
distribution of the eigenvalues z,(h) € D(1/2,Ch) of the operator

h2A
The principal symbol of this operator is pg = |£\ , which generates the geodesic flow
P! = exp(tH,,) on T*X, with unit speed on the energy shell p;'(1/2) = S*X. The
function iq(z, £) is the subprincipal symbol of P(h).

1.3. From resolvent estimates to energy decay. (see |Leb93] [Hit03|[BuHi07]|Chris09)).
1.3.1. From the resolvent to the semigroup. We want to expand the semigroup e*4
using the resolvent (7 — .A)~!. This resolvent always satisfies the bound

H(T— IHHQHSI , Im7 > 0.

For some integer k > 2, we may write for any v(0) € H and any ¢ > 0:

(1.12) e AT +iA) Fv(0) = i /]R+ B e (14ir)7* (1 — A)~" v(0)dr.

2w

By inserting (I + i.4)~* we ensure that the above integral converges absolutely in
H.

Now, assume that we have proved a resolvent estimate?

(1.13) ||(T — <7V inthestrip {|Rer|>C, Im7> —7}

! HHH’H

for some height v > 0 and power N > 0. In particular, this implies that A has

finitely many eigenvalues such that Im7,, > —~. Up to taking a smaller v, we may

assume that the only eigenvalue in {Im 7 > ~} is the zero eigenvalue, corresponding

to the constant function. This function has no effect on the energy, so we may

remove it from the initial data v(0) and consider the evolution of

(1.14)

u(0) = (I-Ip)vw(0), Il = 2; (r—A)~'dr the spectral projector on the constant function.
0

The operator (1—.A)~!(1—1Ily) is holomorphic in {Im 7 > —v}. By taking k > N+2,

we may deform the contour of integration of (1.15) into the line R — iv, keeping an

2The class S*(X) denotes the functions a(z, &; h) satisfying the following bounds: for any multi-
indices o, 8 € N9,

8?8?@(33,5; h)‘ < Cyp (€)Y 181 uniformly for A € (0,1),
where we used the standard notation () = (1 + |£\2)1/2.

3Below a(7) < b(r) will always mean that a(r) < Cb(7) for some constant C' > 0.
5



absolutely converging integral:

(1.15) (I +4A) F e ™y (0) = i/ e (1 +ir) ™ (1 — A) 7 w(0)dr
2Z7T R—i~y
—t
(1.16) e 1y in) ™ (r— iy — A u(0) dr,
2im Jp

Using the bound (1.13), we obtain a uniform exponential decay:
(I +iA) " e ™ u(0)|],, S e [[w(0)]l; -
This expression implies a uniform exponential decay for data u(0) = (I — IIy)v(0)

in the Sobolev space {v € H, (1+ iA)*v € H} = H*:

()l < €™ w(0)lly -

On the space Hy = (I — Ily)H, the norm Hu||§{ is equivalent to the energy E(u), so
the above estimate implies an exponential decay of the energy for smooth enough
data:

(1.17) E(v(t)) S e [|(I = To)v(0)lf7s ,  Vo(0) € H™.

1.3.2. Case of geometric control. The resolvent (1 — A)~!

can be easily written in
terms of the resolvent R(T) o P(r)7Y, P(7) o (—A — 7% — 2iar):
(r— A = —R(7)(2ia + 1) —R(7)

—R(7)(2iar +7*) -1 —7R(T) )~
In case the geometric control condition holds, Thm 8 implies that, for any € > 0,
there exists C¢ > 0 such that the following holds:
(1.19) IR p2pe ST {Im7 > —a_+¢, |Ret| > C.}.

Choose 0 < v < min(G, a_), such the only eigenvalue in {Im7 > ~} is the constant
function. We still have

(1.20) IR emspe S 771 {Im7 > =7, |[Re7| > C}.

~Y

(1.18)

The same estimate holds in the operator norm H® — H?® for any s € R. By
expanding (—A — 72 — 2ita) R(7) = I one gets, in the same region
(1.21) |R(T)|| ;2.2 ST so by interpolation ||R(7)||;2; S 1.

By duality, we deduce

IR 122 S 1
From the identity R(7)(—A — 7% — 2iTa) = I, we get the following norm for the
lower left entry in (1.18):
HR(T)(QWT + 7'2) + 1HHl_,L2 = ||R(T)A||H1—>L2 < ||R(7')||H—1—>L2 ||A||H1—>H—1 S
From there we obtain the resolvent estimate
H(T—A)fIHHHHgl, {Im7 > —~, |Re7| > C}.
Applying the method of the previous subsection, this implies an energy decay for
data v(0) € H*:
E(v(t)) S e [[(I = To)v(0) 3 -
This estimate is not optimal. As we will show in the next subsection, in case of

geometric control one has a uniform exponential decay for initial data v(0) € H.
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1.3.3. Geometric control - energy decay without loss of derivatives. To show the
exponential decay of the energy without a loss of derivative, one has to proceed a
bit differently, namely by transforming the DWE into an inhomogeneous equation,
and by invoking a Parseval identity w.r.to the time variable. We only sketch the
argument, which first appeared in the context of obstacle scattering|Mora75].

Call u(t,z) the solution of (1.1) with the data w(0) = (I — IIp)v(0). Apply a
smooth cutoff in time x € C®(R), x(¢) = 0 for ¢t < 1, x(¢t) = 1 for t > 2. The

function w(t, x) o X(t)u(t, z) satisfies the inhomogeneous equation
(0F — A+ 2a(2)0;) w(t, ) = f(t,z),

where the RHS f = x"u+2x'0yu+2ax'u is supported in X x [1,2];. Apply a Fourier
transform in the time variable:

(1.22) w(t,z) = /e“’uﬁ(T, x)dr.

The Fourier transforms of w and v then satisfy the equationP(7) (r,z) = f(r,z).
From there we get, using the holomorphy of R(7)f(7) in the strip {Im7 > —~}:

(1.23) eV w(t) = /Re_itTR(T — i) f(r — i) dr

We now recall the resolvent estimates (1.19,1.21). The RHS in (1.23) is the Fourier
tranform of w(r —iy) = R(t — i) f(r —i7y) € H}. Parseval’s formula in the time-
frequency variables reads

||e'7w(')||L§(R,H;) = [Jao(- - iV)HL%(RH%)
< | f(-—3
> Hf( W)‘ L2(R,12)
S I 2.2 -

On the second line we used (1.21), and in the third one the fact that f(¢) is compactly
supported.

An easy computation (using Gronwall’s inequality and the fact that f is supported
in t € [1,2]) shows that [|f||;>g r2) < [|w(0)]l;. Conversely, one can transform the

L? estimate for e"w(t) into a L{° estimate, and obtain:

(1.24) lw®llz S e u)ll,, VteR.

Using (1.19), one can similarly obtain
(1.25) 10w ()] 2 < e w(0)]]y, -

Since w(t) = wu(t) for t > 2, we see that (1.24,1.25) provide a decay estimate of the
energy for the initial data v(0):

E(v(t) S e " (1 = To)v(0)]l5, S e B(v(0)).

2. SEMICLASSICAL SPECTRAL DISTRIBUTION OF P(h)

2.1. Weyl law for the real parts. The rough distribution of the real parts Re z,
is not affected by the damping, it is asymptotically given by the same Weyl law as

in the undamped case:
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Theorem 3. [Markus-Matsaev, Sjéstrand] For any € > 0 small enough (possi-
bly depening on h). Then the number of eigenvalues of P(h) in the strip S. =

[% — €, % + e} + 1R, satisfies

# {Spec P(h) NS} = (2mh)~* Vol ({|po(z,£) — 1/2| < €}) + O (A1),

where Vol corresponds to the symplectic volume in 7% X . This estimate implies that,
for C' > 0 large enough,

(2.1) # {Spec P(h) N S} < 1.

Proof. (Sketch) One starts from the selfadjoint operator Py(h) = —EZTA, for which
we now that the result is OK. We then deform it into

Py(h) = Py(h) + 0P,

where the self-adjoint perturbation d P is chosen such that Py has no eigenvalue in
Coh-neighbourhoods of Ey = % + ¢, and dP has a trace norm =< A~%*!. This trace
control shows that the eigenvalues of Py in S. satisfies the above Weyl estimate. We
then deform P, into the nonselfadjoint family

P,(h) = P(h) 4+ 6P + ithOp(q), t€[0,1].

Provided the “forbidden width” Cyh is large enough, the resolvent of P, remains
under control along the lines Rez = E for all t € [0,1], showing that P, has the
same number of eigenvalues in S, as P.

The last part (the most technical one) consists in showing that the difference
between the number of eigenvalues of P(h) and P, = P 4 6P in S, is an O(h~%1).
Here one uses the resolvent identity

(- P)' = (2—151)_1 (1+h<z—]51>_15P) ,

N\ -1
and a good control on the trace norm of (z — P1> 0P for z in the “forbidden
strips”. This allows to define and study the determinant

-1
det (1 R (z _ Pl) 5P) :
the vanishing of which corresponds to the eigenvalues of P(h). 0

2.2. Distribution of the imaginary parts. From any eigenvalue/vector (z,,u,)
of P(R), one can construct a solution v(z,t) = e~**/™y(x) for the time dependent
Schrodinger equation ¢hdyv — Pv = 0. The solution v decays exponentially in time,
which explains why the value

Imz,/h

can be called the quantum decay rate* associated with u,,.
The first simple constraint for the quantum decay rates is the generalization of
Lemma 1 to the damping function ¢(z, £).

4t is more standard to call 2Im z/h the quantum decay rate: it is associated with the decay of
the probability density |v(z,t)|>. However, we will keep with the present definition.
8



Lemma 4. Take P(h) = —h*A/2 + ihOp,(q), ¢ € S°(X). Then, for any v >
maxg-x q and for any h > 0 small enough, the following resolvent estimate holds:

C
Vz € D(1/2,Ch) N {Imz > hiy}, |(P(R) —2)7"| < #
A similar estimate holds if Im z/h < v < ming-y q.
As a consequence, all eigenvalues in D(1/2,Ch) satisfy
Im z

g}}nq—Ohao(l)_ oS S*aXQ*l-Oh—»o(l)-

/\

Proof. Assume that z € D(1/2,Ch) and Im z/h > maxg«x g + €. We need to prove
that there exists C'; > 0 such that

Vu € L*(X) normalized, (P —2)ul| > Cih||ul .

We will use the fact that either the “real part” or the “imaginary part” of (P — z)u
is large.
Indeed, let us decompose

(P—2)u=(Ph—1/2)u— (Rez—1/2)u+ih(Q —Imz/h)u
so that (through the triangle inequality)
(P = 2)ull = [|(Po = 1/2) ul = [Re z = 1/2[ |Jul| = R [(Q — Tm z/h) u]
> [[(Fo —1/2)ul = (2C + [ Ql)) A

Assume that, for some Cy > 2 (2C + ||Q]]), we have ||(Py — 1/2)u|| > Coh||u] .
Then we are done: ||(P — z)ul| > Lh|ul.

On the opposite, assuming ||(Py — 1/2) u|] < Coh||ul|, we write
(2.2) (P = 2)ull = [(u, (P = 2) u)| = A |(u, (Q — Im z/h) u)| .
We then construct a symbol ¢ € S°(X), such that § = ¢ on S*X, while

max q — max g — 1max min ¢ = min ¢ = min
T*X q S*X q SXq T*X q SXq S*X ¢

We can write ¢ = G+ k(po — 1/2) for some symbol k£ € S7!(X), and at the quantum
level

(2.3) Q=Q+K(P,—1/2)+O(h), K =Op,(k).

We then insert this decomposition in (2.2), and use the triangle inequality:
||(P—Z)u||>h’ ( —Imz/h+K(P0—1/2)+(’)(h)> >]
>h’ ( —Imz/h) )‘—h|<u,(K(P0—1/2)—|—O(h:))u)|.

From the assumption on ¢ and the sharp Garding inequality, the first term on the
RHS is bounded below by he — O(h?). On the other hand from our assumption, and
the boundedness of K, the second term is bounded below by —O(Cyh?), so for h
small enough we have ||(P — z) ul| > §h|u . O

The bound of the above lemma only uses the microlocalization of u in an A-
neighbourhood of S*X. One can be a bit more precise concerning this microlocal-
ization, and show that the semiclassical wavefront set of u = u(h) is contained in
S*X

9



Lemma 5. [Microlocalization on S*X| Take x € C([1/2 £ €]) with x(s) = 1
near s = 1/2 and energy cutoff. Let u be an eigenvalue of P(h) with eigenvalue
z € D(1/2,Ch). Then,

Proof. Since the symbol p — z is elliptic away from S*X, there exists an symbol
k =k, € S*(X) such that

k:(p—2) = (1—x(po))-
Working order by order, one can construct an operator K = K, € ¥ 2(X) of
principal symbol k(z), such that

K, (P—2)=(—-x(R))+r(z), r(z) € U™,
Applying K, to the equation (P — z) u = 0 proves the lemma. O

2.3. Shrinking the interval of quantum decay rates by using time evolu-
tion.

2.3.1. A factorization of the Schrédinger propagator. The equation (P —z)u = 0
implies more than the microlocalization of Lemma 5. As we will see below, it implies
a propagation of singularities (Egorov’s theorem) which allows to get informations
on both u and Im z.

Let us give the rough idea. Consider a coherent state 1y localized on a point
po = (x0,&) € S*X, locally of the form

wo(m) — h_d/4a(x) exp {Zfoh z _ <(l’ B xO)vé\gO(x - 370)> } :

where Mj is a d x d symmetric matrix with Re M > 0, and ao(z) is a smooth
amplitude. Let us propagate it through the group,

Wby = e Py,
In the undamped case ¢ = 0, 1)y = ¥? approximately remains a coherent state,
localized at the point p; = ®'(py) and modified matrix M;. If we switch on the
skew-adjoint part th(Q), the state ¢, remains an approximate coherent state localized
on p;, but with a modified amplitude: to lowest order, one has

wt - C(IO07 t) wz(t)ﬂ
with the factor C'(py, t) given by the damping accumulated between the times 0 and
t:

o) = 0 [ (@ (p0) ds.

The imaginary subprincipal term iA() thus has the effect to damp the state v;. This
property can be recovered from the following

Lemma 6. Assume q € C°(T*X), and take P = Py + ih Opy(q).
For any fized t € R, decompose the Schrodinger propagator V' = e~
Vt=U"B(t),
where Ut = e is the undamped propagator. Then, the operator B(t) is a PDO
in WO(X) of principal symbol

itP/h into

—’itP()/h

b(t) = eloae?ds,
10



Proof. From our assumption, ||V, ;. < e“" for any ¢ € R. To show that B(t) o

U~V is a PDO, we differentiate w.r.to time:
9,B(t) = %U’t (P(h) — Py(h)) V!t = UT'QV*' = U'QU" B(t).

Let us call Q(t) © ~'QU", so the above equation reads
0,B(t) =Q(t) B(t), B(0)=1I.

Egorov’s theorem shows that, for any fixed time ¢t € R, Q(¢) € ¥9(X), with principal
symbol g o @,
One can then use Beals’s lemma [EvZw, Thm 8.19] to show that B(t) € ¥°(X).

To investigate the symbol of B(t), let us compare B(t) with the (invertible) PDO
B(t) = Op(efot 9°®°ds) " Differentiating in time, we get

0,B(1)"'B(t) = B(t)™' (Q(t) — Opylg 0 @) + O(h)) B(t) = B(t)"'Opz12(h) B(t) .
From Duhamel’s formula and the initial condition B(0)"'B(0) = I, we infer
B(t)"'B(t) = I + Oy,(h) = B(t) = B(t) + O,(h).

Hence B(t) € ¥° has the principal symbol b(¢). O
11



2.3.2. From propagator estimate to refined constraints on the decay rates. From the
factorization of Lemma 6 one may obtain sharper constraints on quantum decay
rates than in Lemma 4.

Take P = Py +ihOp,(q), ¢ € S*(X), and u a normalized eigenstate of P,

Pu=zu, zeD(1/2,Ch).
We have shown in Lemma 5 that u is microlocalized on S*X: for x € C°((1/2+¢)),
X(s) = 1 near s = 1/2, one has
w= x(By)u+ O(h).

Hence, if we replace Q by Q = x1(P)Q, where y; € C=(R), x1 = 1 on supp x, we
also have

Pu = zu+ O(h™),

Then, for any t € R, we apply the Schrédinger propagator Vt = e"tP/h t5 4. From
the above identity, we have

Viu = e /My 1+ O,(h).
On the other hand, using Lemma 6 for V*, we get:
U'B(t)u = e /My + Oy (h),
so that
= e | + O, (1),

L2—L2
This equation shows that the norm of B(t) constrains the quantum decay rate:

o

(2.5) et — 0,() < || Bt)|| < maxb(t) + Ou(h),

where on the RHS we used the sharp Garding inequality. Since the interval sup-
porting x; may be arbitrary small, we get for any ¢

(26) etlmz/h S l,él*%g{efgqoésds 4 Oh—>0(1>~

This result shows that the imaginary parts Im z,, of the eigenvalues are constrained

by the ergodic averages of the damping function ¢ on the energy shell S*X. Let
us set up some notations. The microcanonical average of the damping on S*X is

denoted by
qzi/) q(p) dpr,
S*X

where pp, is the (normalized) Liouville measure on S*X.
The time (or ergodic) averages of g are denoted by

@ﬂ@z%éqo@@a.

We will mostly restrict these averages to S*X.

Fact 7. [Birkhoff’s theorem| These averages converge a.e. (w.r.to pr) to an L™
function

{@)oc(p) = Jim (g)7(p)-

If the flow is ergodic on S*X, then (¢)oo = q a.e.
12
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FIGURE 2.1. Eigenvalues of P(h) near 1/2.

We also define the asymptotic extremal values of the damping on S*X:

def ;. def ;. . .
= lim su = su , _ = lim inf = inf )
q+ T—o00 pes*pX<q>T /JG./\Pil ’u(q) q T—o0 pES*X<q>T HeEM M<q>

These are also the extremal values of the function (¢) ...
From the bound (2.6) one obtains the following general bound on the distribution
of the quantum decay rates.

Theorem 8. [Leb93, Sjo00| For any € > 0 and for h < h, all eigenvalues z, €

D(1/2,Ch) lie in the strip {I“%Z €lg- —€,qr + e]}

Proof. From 2.6 we get for any 7" > 0
Imz/h < %1%?<<q>T + op_o(1).

On the other hand, for any € > 0 there exists T, > 0 such that for any 7' > T, one
has

< .
max(q)r < ¢y + €/2

Taking 7' = T, and sending h — 0, we get

Imz/h <qy+e.
The lower bound is obtained by applying (2.6) for negative times. O
2.3.3. Conjugating the generator P to time average the damping. The proof of Thm
8 given by Sjostrand in [Sjo00] does not use the propagator, but directly works on
the operator P(h), by conjugating it by a well-chosen microlocal weight function

Gr = Opp(gr) indexed by a time parameter 7' > 0. The weight gr € S°(X) is
constructed such as to take the following values near S*X:

1 (T2 /95 1 [° 2s
2.7 — = | 5 ds + = | P ds.
@0 o 2/0 (T )qo S+2/_T/2(T+>qo ’

This weight has the following effect. The symbol of the conjugated operator

(2.8) Pr % e GrpEST = P4 [P,Gr] + O(R?)

reads

(2.9) pr = p — ih{p,gr} + O(h*) = po + ihq — ihH,,(gr) + O(h?),
(2.10) X po + ihgr + O(h2) .

13



The form of g7 near S*X implies that the subprincipal symbol ¢r is equal there to
the damping function averaged over a time window [—T7'/2,T'/2]:

T/2

def 1 s .

w(e) = @' )2 3 [ qe@(p)ds nears'X,
—T/2

One notices that the principal and subprincipal symbol are “a bit more commutative”

than the original ones:

{po,qr} = O(1/T) near S*X,

which explains why this averaging procedure leads to better Weyl estimates.
One can then directly apply Lemma 4 to the operator Pr to obtain Thm 8, as
well as the following

Corollary 9. For any v > q+ and h small enough, we have the resolvent bound

_ C
|(P(R) —2)7H|| < # Vz e D(1/2,Ch) N {Imz/h > ~}.

Let us apply this resolvent bound to the DWE operator P(7) (1.5) and its semi-
classical version (1.9), P(h,2) — z = %2 (1) = —h*A/2 — iha + O(h*). Let us
assume the geometric control condition holds, so that a_ > 0. In this case, the

above corollary shows that, for any € > 0, one has

|(P(h) — z)_lH < %, z€ D(1/2,Ch)N{Imz/h > —a_ + €} .

Undoing the semiclassical scaling, this proves the resolvent estimate announced in
(1.19):

!

C
HP(T)_IHL2_>L2 < T’y; T E {|R€T| > C, Im7> —a_ —|—€},

2.4. Questions on the spectral distribution. The following questions were raised
in [Sjo00, AschLeb, Ananl0| concerning the semiclassical distribution of the quan-
tum decay rates Im z,(h)/h.

(1) is there asymptotic distribution of the quantum decay rates when i — 07
More precisely, for a given interval I C [¢_,q.] and 1 > € > h, does the
ratio

#{n, |Rez, — 1/2] <, Im% € I}
#{n, [Rez, —1/2[}
have a limit when A — 07 Is this distribution related with the value distri-
bution of (¢)o (which Asch-Lebeau call the geometric distribution)? If there
is not a unique limit distribution, how do the various limits look like?

(2) What are the possible accumulation points of the quantum decay rates? In
particular, are there sequences of decay rates (Im z(h)/h)n_o converging to
the classical extremal values g7 (that is, is the result of Thm 8 sharp?)

(3) [Inverse problem| [Ananl0] Can one recover the damping function ¢ from
the knowledge of z,(h)? Note that we can hope to recover ¢ only up to
cohomology equivalence ¢ = ¢ + {po, b}, with b is any smooth function. A
positive answer is conjectured for manifolds X of negative curvature and sim-
ple length spectrum: a trace formula should allow to recover all the averages
qu from the spectrum, which is equivalent of recovering the cohomology
class of ¢.

14
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FIGURE 2.2. Case of an ergodic flow: concentration of the eigenvalues
on the line {Im z/h = q}.

(4) [Inverse problem 2| [Anan10|Is the knowledge of the imaginary parts Im z,(h)

sufficient to recover ¢? In particular, if all imaginary parts W — @, does

this imply that ¢ is cohomologous to g7 A positive answer is conjectured in
[Anan10], in the case of the twisted Laplacian (3.17).

Sjostrand [Sjo00| addressed question 1. To express the result, we need to consider
the essential supremum and infimum of the function (q),

Jess+ = eSS'Sup<Q>ooa Jess— = eSS‘inf<q>ooa
and notice that
qf S Qessf S C? S Qeser S C]+,
where all inequalities may be strict.

Theorem 10. [Sjo00| For any C > 0, € > 0,
Im z,

h ¢ [Qessf — €, Qess+ + 6]} = 0(h_d+1)'

Comparing this bound with the Weyl law (2.1) shows that almost all the quantum
decay rates are contained in the interval [qess— — €, Qesst + €]

# {n, |Re z, — 1/2] < Ch,

Corollary 11. [Sjo00]If the geodesic flow on (X, g) is ergodic, then almost all quan-
tum decay rates have values close to q.

In this case, the answer to the question 1 is positive, and the limit distribution oz
15 equal to the geometric distribution.

2.5. Eigenvalue counting and phase space volumes. How is the distribution
of the quantum decay rates related with the so-called geometric distribution, namely
the value distribution of (¢)7 on S*X? This can be understood by a simple argu-
ment. We recall the Weyl law of Thm 3, which counts eigenvalues with Re z close
to 1/2. If we want to restict ourselves to the eigenvalues in the domain

Q(C, a) o {Rez€[1/2+Ch], Imz/h > a},
it is tempting to believe that they are associated to the phase space region

Rr(Cra) =py* ((1/2+ Ch]) Naz' ([, 44])

and then estimate the number of these eigenvalues through the phase space volume
of the region Ry (C, «). If P were a normal operator, meaning that Py and Q1 would

commute, the correspondence would be effective. However, due to the nonnormality
15



of P, we will see that such phase space arguments can only provide upper bounds for
the number of eigenvalues. One good reason to average over time the original oper-
ator is indeed to make the operator “less nonnormal”, by reducing the commutator
between real and imaginary parts:

(2.11) [P0, Q] x(Po — 1/2) = O(h), [Po, Qr] x(Po — 1/2) = O(h/T).
In general there are several ways to get upper bounds on the distribution of the
Im z,/h.

One possibility is to connects the eigenvalues of Pr with the singular values of
a related operator, and then use Weyl’s inequalities. This will be the approach we
will pursue in the case of quantum maps. In the next section we will use a different
approach, apparently more flexible in the case of a Schrodinger flow.

2.6. Eigenvalue counting using perturbations with controlled trace norm.

2.6.1. General strategy. A standard method to estimate the number of eigenvalues
of P in the region Q(C, «) is to perturb P by an operator § P, such that the perturbed
operator

P=P+6P

does not have eigenvalues in the region Q(C, «), the operator norm of § P is under
control, and the trace norm of § P is also controlled in terms of a phase space volume
of a region Ry (C’,a’). The method is similar with the one used to get the Weyl law
of Thm 3.

More precisely, for z € Q(C, ¢uax) We write the identity

(z—P)z(z—f’)(l—l—K(z)), K(z)z(z—f’)léP.

N\ -1
We want to control both H (z — P) for z € Q(C, «) and the trace norm ||§P||,,,

so that both the operator and trace norms of K (z) are under control for z € Q(C, «).
The eigenvalues are then given by solving

d(z) =0, where d(z) L Qet (1+ K(z)), z€QC,a).

Consider a disk D(zg,7r) C Q(C,a), with zy € Q(C, ¢max) and v = 1 4+ €. One can
use Jensen’s formula to bound the number of zeros of d(z) in the slightly smaller
disk D(zo,7). Indeed, if d(zg) # 0, this formula yields we have

sup  log |d(2)| = log |d(z0)| + n(z0, ) log
z€D(z0,yT)

where n(zg,r) is the number of zeros of d(z) in the disk D(zg,r). The upper bound
on log d(z) is provided by our control of the traces:

log |d(z)| = log |det (1 + K(2))| < [[K(2)

||t7"’

which will be effective for z € D(zy,7r), due to a good control on the resolvent:

H(PT_Z)_l S.;h_la ZGD(Z&’}/T)‘

We also need a good lower bound on |d(zg)|. For this we use the formula

(14 K(20) ' =1+ (2—P)' 0P
16



which leads to
—log |d(z)| = log |det (1 + (20 — P) ™' 6P)]
< (20— P)""oP|,,
< ||z = P) || 1P, -

We already control ||§P||,,. Since we assumed Im 25/h > gmax, we have the estimate
of Lemma 4:

(2.12) (20— P)7}|| S A7
We thus get the upper bound

(2.13) n(zo,r) < [0 Py, ( max

. =€D(z0,7)

(== 7)o - pr1)

(2.14) <

This upper bound for eigenvalues in a disk D(zg,r) can be easily adapted to count
eigenvalues in rectangles of the form Q(C, «).

2.6.2. Ezplicit construction of the perturbation 6 P [Sjo00]. Let us now describe more
precisely the perturbation § P considered in [Sjo00]. Instead of working directly with
the operator P, it makes more sense (and brings reward) to work with the conjugated
operator Pr of (2.8).

Recall that the subprincipal symbol ¢r in (2.9), on S*X, may take values in
[q— — €,q+ + €]. In particular, for & < ¢, the region {p € S*X, gr > a} is nonempty.
To set up the perturbation é P = § Pr, we construct a function gr < qr, such that
gr = qr in regions where qr(p) < a — 2¢, while Gr < « — € in regions where
qr(p) > a — € (at least in some nbhd of S*X). Replacing ¢ by ¢ thus amounts to

“cut” the large values of gr. A first guess 6P = ih (QT — QT> would ensure the

invertibility of P — z for z € Q(C, ) and would control ||§P||, but we would have
no control on the trace. Since we work near the energy 1/2, we could take instead

0P =0Pr = ithx(P —1/2) (QT - QT) xX(Fo —1/2),

with x > 0 a smooth cutoff localized in [—¢, €] and equal to unity in [—¢/2,€/2].
This perturbation is trace class. However, since we are counting eigenvalues on a
rectangle of width ~ A, it is crucial to minimize this trace by cutting off in energy
intervals of width A. For this we take x € C*°(R,R") (with f of compact support),
and define the perturbation

5P = ihyx (PO_TW) (QT —~ QT) X (PO_TW) -

This operator is not a PDO, but one can nevertheless estimate its norms:

(2.15) 0P| < h max x* max|gr — qr| + o(h),
(2.16) IPell, < Cal® Il [ (ar =) dL + ot~
S*X

17



Remark 12. To get the second bound, one needs to assume that either supp x C
(=Tmin/2, Tiin/2), where Ty, is the length of the shortest closed geodesics, or that
the union of all closed geodesics in S*X has measure zero.

If we could analyze Pr as a PDO, its symbol would be

i L - de —1/2\* .
pTZPo—HhCJT‘i‘O(hz)a QTCI:fQT‘i‘X(]%) (Gr — qr) -

Assuming y(F) > 1 for |E| < C, the construction of ¢ implies that
gr(p) <a—e on pyt([1/2+CH).

Hence, for z € Q(C/2,a), we have |z — p(p)| > 6h, with 6§ = min(e, C/2). Even-
though the symbol pr is not in a decent symbol class, one can prove (following the
proof of Lemma 4) the requested resolvent bound

(:-2) | =0 (9_17:) i e0(C)2,a).

2.6.3. Ending the proof of Thm 10. We can now combine the arguments of the
previous section, inserted into the bound (2.16). We recall the estimate (2.12) for
Imzo/h > gy + ¢, Rez € [1/2 + Ch]. If we take a disk D(zq,7r) C Q)C/2,h), the
bound (2.17) holds inside this disk. Importantly, the implied constants are uniform
w.r.to T (the dependence on the derivatives of ¢ appears in lower-order terms in
). Once ¢, have been chosen, the trace norm of §P (see (2.16)) is proportional to
the integral

(2.18) /(qT — gr)dL < max (¢qr — gr) Vol{p € S* X, qr(p) > a — 2¢},

(2.17) ‘

since we assumed that §r = gr in the region {gr < o — 2¢}. We now recall that
qr is equal to the time average on S*X. The definition of the essential supremum
shows that if o > gessy, then

Vol {p € S*X, (g)r(p) > a} === 0.

On the other hand, the maximal difference max(qr — ¢r) can be assumed uniformly
bounded w.r.to T'. Hence, if & — 2¢ > g5, for any § > 0 we may choose T' = T'(9)
such that [ (¢gr — gr) dL < 4. As a result, we obtain

(2.19) n(zo, ) < C o1,

with C' > 0 independent of T'(4). This proves the part of the theorem for counting in-
genvalues in {Im z/h > gess1 + €}. The case of the eigenvalues {Im z/h < o < ess— — €}
is performed similarly, now constructing §r > qr so that gy > a+einp,* ([1/2 £ Ch]).00

3. DAMPED WAVES ON ANOSOV MANIFOLDS

In order to get more precise informations on the distribution of the eigenvalues
zn(h), one needs to make specific assumptions on the classical dynamics, namely
the geodesic flow on X. For instance, the case of a completely integrable dynamics
has been considered by Hitrik-Sjostrand. The less rigid case of a KAM system some
invariant tori has been studied by Hitrik-Sjostrand-Vu Ngoc. In these cases, one can
transform the Hamiltonian flow into a normal form near the torus, which leads to
a precise description of the spectrum “generated” by the torus, which lives in some
region of D(1/2,Ch).

18



FIGURE 3.1. Structure of the Anosov flow near an orbit ®(p)

Asch-Lebeau [AschLeb| addressed the question 2 for the case of the 2D standard
sphere, where they show that, if the damping function ¢ is real analytic, then (un-
der some generic condition) there exists €; > 0 such that, for i small enough, all
eigenvalues z, € D(1/2,Ch) satisfy

Imz,/h € [qg- +€1,9+ — €]

In view of Thm 8, the above property can be called a spectral gap. It shows that,
even in the semiclassical limit, the range of the quantum decay rates is strictly
smaller than the range of classical decay rates. We will see that such a phenomenon
may occur also in the case of Anosov geodesic flows.

3.0.4. Anosov manifolds. The opposite case of a fully chaotic flow was considered
by Anantharaman [?]| and Schenck [Schenck-pressure|. Such a flow is obtained if the
manifold (X, g) has a negative sectional curvature everywhere: this negative curva-
ture is responsible for the uniform hyperbolicity of the flow, and conjugated with the
compactness of X one obtains an Anosov flow: with respect to the invariant Liou-
ville measure on S* X, the flow is ergodic and exponentially mixing flow; it mimicks
a stochastic system. In a word, it is a strongly chaotic flow. A bit paradoxically,
the long time properties of such a strongly chaotic flow are rather well understood,
compared with less chaotic ones. Uniform hyperbolicity means that on each point
p € S* X, there exists a splitting of the tangent space

T,5"X =RH,(p) ® E*(p) ® E~(p),

where H,(p) is the Hamiltonian vector field, E*(p) are the unstable and stable
subspaces at the point p. They both have dimension d — 1, are uniformly trans-
verse. The families { E*(p), p € S*X} form the unstable/stable distributions; they
are invariant w.r.to the flow (d®!E*(p) = E*(®'(p))), Hélder continuous, and are
characterized by the following contraction property: there exists C, A > 0 such that

Vpe S*X, Vv e ET(p), Vt >0, [[do;"v|| <Ce™ |jv],

That is, we have exponential contraction along the direction £~ in the future, ex-
ponential contraction along E* in the past.
Two important quantities will play a role:

e 1
(3.1) the maximal expansion rate Apax ' im sup - log Hd(I)ZH
the unstable Jacobian J*(p,t) = det (d®" |p+(,)), ¢>0.
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The Jacobian depends on the choice of the norm chosen on the spaces 7,5* X, so
it is not intrinsic. However, its long time asymptotics, or its value along periodic
geodesics, will be independent of this choice. For ¢ > 0 large enough, this Jacobian
grows exponentially. In practice, the contraction inside E~ is not isotropic, but
proceeds slower or faster along certain directions of £~. The various contraction
rates are given by the positive Lyapunov exponents \;(p) > 0. The parameter A is
a lower bound for the positive exponents.
The unstable Jacobian is often presented in its infinitesimal version,

log J*(p,1)
+ =1 ’
3.0.5. Manifolds of constant negative curvature. A particular class of Anosov man-
ifolds consists in quotients of the d-dimensional hyperbolic space H? by co-compact
subgroups of its isometry group. These manifolds have a constant curvature —A2??;
one can then show that, using the natural norms on 7,5* X, that for such manifolds

Amax = N, JT(p,t) = eld=DAL ot(p) =A(d—1).

Also, in each fiber E7(p) the positive Lypapunov exponents are all equal to A: the
contraction/expansion is both isotropic and homogeneous. The homogeneity of the
hyperbolicity simplifies the results, and makes them “optimal” compared with the
case of variable curvature.

3.1. Fractal Weyl upper bounds for the distribution of quantum decay
rates.

3.1.1. Awveraging up to the Ehrenfest time. Assuming X has constant negative cur-
vature —A?, Anantharaman [Ananl0| was able to improve Sjostrand’s method for
the proof of Thm 10 (which for such flows takes the form of Corol. 11), by letting
the averaging time 7' explicitly depend on A:

(3.2) T = Ty = (1— ¢) 108 Lk

)\max

This time is called the Ehrenfest time. For an observable f € S°(X) supported in a
thin neighbourhood of S*X, the classically evolved observable f o ®' remains in the
“decent” symbol class Y, (X) for [¢[ < Ty, We recall that for ¢ € [0,1/2), the
symbols g € S? generally depend in A, they may become more singular when /i — 0,
but in a controlled way:

Va e N YpeT*X, [0%(p)| < C,hokl

In this class one can still use pseudodifferential calculus, and the expansions in
powers of A still make sense.

One can easily construct a microlocal weight g taking values (2.7) near S*X,
and which remains in the class SY o if T < Tgp,. The resulting symbol g7 in (2.9)
will also belong to this class.

®Usually one normalizes the metrics on H? so that the curvature is —1. However, we prefer to
keep track of this curvature, that is of the hyperbolicity of the flow, in our notations.
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3.1.2. Large deviation estimates for Anosov flows — constant negative curvature. In
the case T' = Tgp,, the counting estimate (2.13), the resolvent estimates (2.12,2.17)
and the trace norm estimate (2.16) are still valid, as well as the connection (2.18)
with the volume of the region {gr > a — 2¢}.

Now, compared with a generic ergodic system, the Anosov property of the flow
results in more precise convergence of the volumes when T" — oo. Such bounds
are called large deviation estimates. For any smooth observable ¢ on S*X, these
estimates take the following form ine the case of a manifold of constant curvature
—AZ.

For any closed interval I,

(3.3) lim sup % log Vol {p € S*X, (¢)r(p) € I} <supH(s) — (d — 1)A.
T—oo sel

The function s — H(s) is called the rate function for these large deviations. It can
be defined as follows:

(3.4) Va € R, H(«) L sup {hrs(p), pe M, ulq) = a},

where M is the set of probability measures on S*X invariant w.r.to the flow ®.
This rate function is continuous on [¢_, ¢], strictly concave and real-analytic on
(q—,qy), equal to —oo outside [¢_, ¢, ]. Its maximum is reached at H(q) = A(d—1).
There is an alternative definition for it. For any observable f, the topological
pressure P(f) associated with f and the geodesic flow on S*X can be defined as

P(f) = sup {hxs(p) +u(f), p € M}.

In the case of an Anosov flow, the pressure also reflects the statistics of long periodic
orbits:

1 ¢
P(f) = lim Zlog > el /@
o V(7)) E[T,T+1]

where we sum over periodic orbits v C S*X of period T' < I(y) < T + 1, and p,, is
any point on 7.
Obviously, for any 3 € R, we have

P(Bq) = sup (afB + H(a)).

aeR

The above expression is a Legendre transform. Conversely, the rate function can be
obtained through the inverse Legendre transform

H(a) = inf — :
(a) = Inf (P(Bq) — fev)
In particular, the extremal values are given by

H(qy) = lim P(Bq) —Ber,  Hg-)= lim P(Bg) - fg-.

3.1.3. Fractal Weyl upper bounds on Anosov manifolds — constant curvature. The
norm bound (2.16) can be sharpened to include higher orders in &, leading to

N-1
<QT - gT) dL + Z th2kf2<O)/ ‘DQk (qT - qT)‘ dL + O(ﬁN(172e)
X k=1 S*X
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This estimate is valid for symbols ¢r, gr € S e The bound (2.18) can be easily
generalized to the derivatives D?*(qr — gr), leading to

”5PT||tr S Cd,q,f hQ_d Vol {p € S*X, qT(p) Z o — 26}, T = TEhr;

valid for A small enough. Finally, the volume estimate (3.3) applied to the time

T = Tgp, for go > a > a — 2¢ > @, leads to the trace bound:
||5PT||t S Od q f h2_d 6(€+H(a_25)_A(d_1))TEhr
1—e

< Odq f hQ—d h—(e-l—H(a—Qe)—A(d—l)) X

_ _q1_H(x) _
S Od7q,f h2 dhd 1 X Ce'

Since H(a) < A(d — 1) for a@ > @, the exponent in the second factor is positive,
so we have gained a power of h compared with the case of finite 7. On the other
hand, the bounds for the resolvents involved in (2.13) are unchanged, so one gets,
using the same notations, the following bound for the number of eigenvalues in
D(zp,7) C {Imz/h > a+ ¢€}:

n(zp,7) < C. T

One again, this estimate in a disk can be modified to give an estimate in Q(C, a).
We have then obtained fractal Weyl upper bounds for the number of eigenvalues with
Imz/h>a>q.

Theorem 13. [Ananl0|Assume X has constant negative curvature —A*. For any
a>q, € >0, one has for h small enough

Im z,(h)

(3.5) 4 {n |Re z,(h) — 1/2| < CH, > a} < B

where H(a) is the rate function defined in (3.4).

Here (d — 1)A = A" can be interpreted as the (uniform) infinitesimal unstable
Jacobian, it is also the topological entropy of the flow.

3.1.4. Case of nonconstant negative curvature. In case the infinitesimal unstable
Jacobian ¢ (p) is nonconstant, the large deviation estimates (3.6) should be replaced
by the following expressions. For I a closed interval,

1 ~
(3.6) limsupf log Vol {p € S*X, (¢)r(p) € I} <sup {H(s), s € I} ,

T—oo

with the new rate function

(3.7) H(s) = sup {hics(p) — ("), p € M, pulq) = s},
which generalizes H(s) — A(d — 1) in the constant curvature case. This function
satisfies
() < P(—¢*) =0,
with equality reached only for the measure p = dL, and therefore s = ¢.
A global Ehrenfest time for the flow ®! on S*X is

(1 —¢€)logl/n

TE hr — A 9
max

where Ay is the largest expansion rate (3.1).
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By using the same method as above, one obtains a fractal upper bound for a > §:

(3.8)
Im z,,(h)
# {n |Re z,(h) — 1/2| < Ch, —

This estimate can be improved in dimension 2 [Anan10| by letting the time 7" depend
on the phase space points (that is, using local Ehrenfest times).

_H —1)—
> a} < B Amax TAD7E h < B

3.2. Finer spectral gaps for Anosov manifolds. We have seen above that up-
per bounds for the number of eigenvalues in A-boxes Q(C, ) could be obtained by
working directly on the generator P(h) of the quantum dynamics, namely by conju-
gating this generator with an appropriate microlocal weight. One then obtained a
conugated generator Pr which is still a nonselfadjoint PDO, upon which one can ap-
ply standard counting methods (as in §2.6). Grossly speaking, this conjugation had
the aim to replace the subprincipal symbol g of P, which is generally not invariant
w.r.to ®, by a subprincipal symbol ¢, which would be invariant under the flow. If
this were possible, we would ideally get at the quantum level a subprincipal symbol
Op;(geo) commuting with Py, so that the distribution of the imaginary parts would
be given by the Weyl law for Op(¢oo).

The construction presented in §2.3.3 and improved in §3.1.1, had the objective
to approach the function ¢, as much as possible, by averaging ¢ over the time
evolution. We saw that the full average (¢)> is not a nice function on S*X, since it
is not well-defined everywhere. Furthermore, on an Anosov manifold this function
is equal to ¢ almost everywhere. In any case, in order to keep ¢r in a decent symbol
class one needs to bound the averaging time by the Ehrenfest time Tgy,., resulting
in a function gy still far from commuting with the flow. As a result, we could only
obtain upper bounds on the number of quantum decay rates Im z/h away from the
typical value q.

These upper bounds leave the possibility for these quantum decay rates to take
values in the full classical range [¢_,q.]. We remind the question 2 in §2.4: can
quantum decay rates accumulate, when i — 0, to any value in this interval (that is,
to any classically allowed value)?

3.3. A pressure estimate on the propagator. In this section we will show that
direct estimates on the propagator V! = e /" can lead to nontrivial constraints
on the quantum decay rates, namely the fact that all quantum decay rates belong
to a strictly smaller interval [¢_ 4+ €_, ¢, — €] when £ is small enough.

What are these estimates?

We recall Lemma 6 of §2.3. It implies that, when restricting oneself to a thin
energy window, the norm of the propagator at time ¢t is given by

Voo = IB® g2 = 16| + Ou(B).

Here we recall that b(t) = elo 10 ds X(po) is the principal symbol of B(t) € ¥°. The
asymptotic bound supg. y b(t) < €@+ for ¢t > T, large enough, lead us to the
bound
Bt o pr < €429 ¢ > T, finite,
and then directly to the bound of Thm 8.
In order to improve on this estimate, one would need to let the time ¢ depend on

h. The above argument can be pursued for times ¢ as large as Tgp,./2, where Tgp,. is
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the Ehrenfest time (3.2). This way, the operator B(t) still belongs to a decent PDO
class h_ﬁ\If?/z_e, and admits the function b(t) = e!/>9t2y(p,) as a leading symbol.
This shows that, even for this logarithmic time, the bound on

1B 22 = 10 oo + OulR), ¢ < Tignr /2,

is still valid.

In order to get new information on the extremal decay rates, one actually needs
to study the propagator V* (or the operator B(t)) beyond (half) the Ehrenfest time.
The relevant times scales will still be logarithmic in A, but they will be of the form

(3.9) t ~ Klogl/h, with K > 0 arbitrary large.

For such large times, the operator B(t) is no more a PDO, and its norm is a priori
unrelated with the function b(t). For these long times, we will actually use the
representation V1x(FPy) = U'B(1), that is integrate the damping over time 1. The
first estimate we will present on ||[V'x(Fp)|| will be obtained in a very different
manner from the previous symbol calculus. It will use a phase space partition of
unity, and a crucial hyperbolic dispersion estimate.

3.3.1. Using a quantum partition of unity. In order to estimate the norm ||[Vix(F)||
for t ~ Klog1/h, we will propagate an arbitrary state ) € L*(X), normalized to
unity. The cutoff x(F) has the effect to microlocalize the state 1y = x(Fp) in a
thin neighbourhood of S*X. Then, the strategy consists in splitting vy into finitely
many pieces, each one microlocalized in a small domain in py* ([1/2 £ €]). For this
we use an open cover

J

pot ([1/2£d) c | Jw,

j=1
each W; being an open subset of T*X of small diameter. One then constructs a
smooth partition of unity {m; € C>(W,,[0,1]), j =1,...,J} adapted to this open
cover:

Zﬂ'j =1 mear py " ([1/2£¢]).

This partition can be quantized into II; & Opy(m;), which is a partition of unity
microlocally near S*X:

J
(3.10) Z I1; = I microlocally near p;* ([1/2 £ ¢€]).

j=1
Our aim is to estimate ||[V*4)y|| . A crucial property is the fact that V*i); remains
microlocalized inside py* ([1/2 & €]) even for a “long logarithmic” time ¢.
Lemma 14. Consider two cutoffs x1, x2 € C°([1/2 £ €]), with xo = 1 near supp x .
Then,
X2(Po) Vi xa(Po) =V x1(Po) + Orep2(h)
uniformly for |t| < Klog1/h.

Proof. EXERCISE. Hint: insert a family of nested cutoffs for times 1,2,...,t. 0O
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Using this property, we can split V' using the partition of unity (3.10). Assum-
ing t =n € N; we may write

Vo= Y Vagarean®o + O(hF), Vagea, = Mo VI, -+ VI, VIl

QQ,q15..,0n

where all indices o; run over 1,. .., J. For a bounded time ¢ , each product V4, .-a,
can be written as Vi, ay.-a,, = V" lagay-an, Where Iy o, ..q, 1s @ PDO which “projects”
on points sharing the “history” oy - - - a,,. These are the points p € W, which will
be in W, at time j for any 0 < j < n: they define the subset

Wagoan, = Weae N® W, NO2W,, N - & "W, .
This description leads to the simple norm estimates for finite n = |a|:
(3.11) |Vall = O(B) if Wy = 0
def

IVall < b(a) + O(h) otherwise, b(a) = max b(n).

Fixing some large but finite N, we select the sequences o = - - ay effectively
corresponding to physical trajectories, forming the set of sequences Ay. Below these
allowed sequences will be renamed f3;.

3.3.2. Local adapted Fourier expansion and a hyperbolic dispersion estimate. To im-
prove on the bound (3.11) for logarithmic times, consists in splitting the state
Vo, = Ilay¥o into an adapted Fourier expansion. Namely, we may choose local
Darboux coordinates (y,7n) in W,,, such that n; = py — 1/2 is the energy variable,
Wao C {ly| <€ |n| <€}, and, most importantly, such that the local “momentum”
Lagrangian leaves A{(y,n), n =no} are close from tangent to the weak unstable
foliation RH,,, & E*. To each leaf A, is associated a “local momentum state” e,,,
microlocally supported near W,,, which we can assume to be L*normalized. The
adapted Fourier expansion reads

dn o

(3.12) Voo = |n|ge¢(77) €n (2rh)i/2 +O(r>),
with the bound ||¢||;. = O(1). We will then specifically propagate the “momentum
states” e, individually through V,. Because e, is a WKB (or Lagrangian) state
supported on a Lagrangian leaf close to unstable, its image through II,, V will also
be such a Lagrangian state, localized on the leaf ®*(A,)NW,,. It turns out that one
can precisely describe the Lagrangian state Ve, even for times n = |a| ~ Klog 1/h:
it will be a localized on some Lagrangian A, exponentially close to the unstable
manifold. In this process we are helped by the expanding dynamics along E™.

The amplitude of the Lagrangian state Ve, can be described to any order in 7.
Its sup-norm depends on both the damping accumulated along the trajectory, and
the instability of the dynamics:

(3.13) [Vaeyll < Cble) JH() 2, |a] < Klog 1/,

where J* (o) = minyew (o) J;7 (p) measures the (local) accumulated unstable expan-
sion. This new factor J*(a)~'/? is due to the following mechanism. At each step the
dynamics V stretches the state (which is supported inside W,;) along the unstable
manifold, increasing its “unstable volume” by a factor ~ J;"(;). Then, the cutoff

II truncates this volume into W, effectively reducing the norm of the state

Qjt1 Qj+1)
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by a factor ~ J;f(a;)7%/2. From the estimate (3.13) and the expansion (3.12) we
deduce the following hyperbolic dispersion estimate

(3.14) [Vall < CH2b(a) J5(a)2,  |a| < Klog1/h.

This type of estimate was first proved by Anantharaman in the case of undamped
waves on an Anosov manifold X [Anan08, AN1|, and used there to show that the
Kolmogorov-Sinai entropy of semiclassical measures associated with eigenstates of
Ax cannot be too small. The adaptation to the case of the damped wave equation
was written by Schenck in [Schenck-pressure].

3.3.3. Summing over the paths: link with the pressure. One can then add up the
bounds (3.14), taking into account also (3.11), to get the following bound for the
norm of V"™V, where N is the fixed integer used to define the admissible sequences
in Ay, while n can be logarithmic in 1/A:

V™ol < > IViis,voll + O(h™)
SCHY? 3" 0B Ba) JT(Bre e B) T+ O(B).

Here we call §; the allowed sequences oy ---ay. Now, provided the diameters of
the open cover {W;} is small enough, and provided the time N used to select the
admissible sequences is large enough, the above sum can be estimated in terms of a
certain topological pressure :

Z b(Bi-+Ba) JT(Br - Ba) V2 < "N (Pla—e"/2)+e)

Now, if we choose nN ~ Klogl/h with K large enough, the prefactor CA=%/2
becomes smaller than €™V, and the remainder O(h>) can be absorbed as well, so
one gets

HV”Non < e"N(P(q_‘”+/2)+2€), n ~ Klog1/h.

Taking into account the fact that eigenstates u, with z, € D(1/2,Ch) are mi-
crolocalized on S*X, one then obtains the following bound on the quantum decay
rates.

Theorem 15. [Schenck-pressure| Let X be an Anosov manifold. Then, for any
€ >0 and h < ke, all eigenvalues z,(h) € D(1/2,Ch) satisfy

Im z, (k)
h
Furthermore, for any v > P(q — ¢+ /2) there exists N > 0 such that, for h small

enough, the following resolvent estimate holds:

Vz € D(1/2,Ch) N {Imz/h > ~}, |(P(R) —2)7Y|| S BN

(3.15) <Pg—pt/2) +e

The proof of the resolvent estimate (inspired by [NZ3|) is left to the reader.
This pressure bound is nontrivial (that is, improves the bound ¢, + €) provided
this topological pressure satisfies

(3.16) Plg—¢"/2) <qs.
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FIGURE 3.2. Improved spectral gap in case the pressure P(q —
log ¢"/2) < g4

For a uniform damping g = q, P(G— ¢ /2) = §+ P(—¢*/2) is always larger than g.
So, the condition (3.16) can be satisfied only for sufficiently inhomogeneous damping
functions.

In [Schenck10] Schenck explains how to construct damping functions ¢ for which
the above condition is satisfied. In view of the original damping function a(z), the
idea is to consider a damping function ¢ < 0, which vanishes on a rather large set
U C §5*X, so that the ultimately undamped set

K = () o'(U),
teR
consisting of the points p € S*X which never enter the damping region, is nontrivial:
this implies that g, = 0. This set K is flow-invariant and closed, so it makes sense
to define the pressure P(—¢™ /2, ®' [k ) associated with the flow ® restricted on K.
Schenck proves that

lim P(tg — 7/2) = P(=¢"/2,2" ).

Hence, provided the set K is thin enough for the pressure P(—p* /2, ®' k) to be
negative, one also gets a negative pressure P(tq — @™ /2) if t > 1.

This possibility of an upper bound P(q—¢*/2) < ¢, shows that the fractal upper
bound (3.8) cannot always be sharp.

3.4. An arithmetic example in dimension 2[Ananl0]. In order to study the
existence of quantum decay rates Im z,/h away from ¢, a specific example was
investigated by Anantharaman, namely a twisted Laplacian expressed in terms of a
harmonic 1-form w on a surface X of constant curvature —1:

R2A hde 12 w]|? _ _th

(8.17) P(h) = === +ih{w, —=) + h*= -

This operator is of the form (1.9), with the damping function
(3.18) q(z,8) = (wa, §) € SH(X),

depending on both position and momentum. This damping function (restricted to
S*X) satisfies ¢_ = —qy < ¢ =0 < ¢y, and the relevant pressures

4+ <P(qg) <qgr+1 and P(g—¢"/2)=P(q) —1/2.
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Using the exact Selberg trace formula, together with the degeneracies of the length
spectrum for arithmetic surfaces, Anantharaman obtains the following lower bounds
for the density of eigenvalues away from the real axis.

Theorem 16. [Ananl0|Assume X is an arithmetic surface of curvature —1, and
take the damping function (3.18) for some harmonic 1-form w.
Then, for any B € (0,1) and € > 0, if h < hg, there exist eigenvalues of the

twisted Laplacian (3.17) in the box {| Rez —1/2| < p17F, Iz > P(g) — 1 — 12—2,5}

Notice that lower bound is positive only for ¢, large enough.

Remark 17. If we multiply the above damping ¢ by ¢ > 0, in the large ¢ limit one
has the estimate

P(tq) = tgs + 0r—o0o(1),

corresponding to a limiting rate function H(gy) = 0. As a result, the pressure
involved in Thm 15 satisfies

1
P@q—w+ﬂ3=#@+—§-%%ewﬂ)-

In this regime the above theorem shows that there exist eigenvalues in the region

1 1—|—e<Imz}7

Rez—1/2| < AP tq, — = —
L e T
which lies strictly above the real line for £ > 1. On the other hand, according to
Thm 15, for £ > 1 and h small enough there are no eigenvalue in the strip

1 I
{|Rez—1/2| < P, tq+—§+e§ %}

4. SPECTRAL STUDY OF DAMPED QUANTUM MAPS

As we have seen , the spectral analysis of P(h) in a disk D(1/2, Ch) only involves
the classical and quantum dynamics near S*X. In order to obtain optimal results
concerning the eigenvalue distribution, we were forced to modify the subprincipal
symbol Opy(q) in order to localize it on S*X (for instance in §2.3.2), or project in a
h-thin energy layer to minimize a trace (in §2.6.2). These procedures are necessary
because the global operator P(h) does simultaneously act on all energy shells, but
it somehow obscures the dynamical ingredients of our proofs, which only refer to
the flow on S*X. For this reason, we will in this section consider a simplified
Anosov systems, which are quantized Anosov maps on the torus. This model has
proved convenient in the past in the study of quantum chaos, both on numerical and
analytical aspects [DEGO03]. In this section, we will consider a damped version of
these quantized Anosov maps, aimed at modelling the damped wave system studied
above [NonSche0§].

4.1. Damped quantum maps. In classical dynamics, one may study the flow on
S* X by setting up a Poincaré section ¥ C S* X, that is a finite set of hypersurfaces
in S*X transverse to the flow, and consider the Poincaré return map sy, : ¥ — X.
If the flow ®' is symplectic, the section X is naturally equipped with a symplectic

structure, which is preserved by the map ky.
28



For our toy model, we will construct by hand a symplectomorphism® x defined on
a compact phase space ¥ (typically, the torus T?¢~2), which will mimic the properties
of ky. At the quantum level, we will replace the Schrédinger propagator e~/ on
L*(X) by a quantum map, that is a family of unitary operators Uy = Uy(k) defined
on Hilbert spaces Hj, of dimensions Ny ~ C h'~?, which satisfy some form of Egorov
theorem (one can view Uy as a discrete type of Fourier Integral Operator)”.

We will select & to be of Anosov type. Such maps are easy to construct on T?¢~2,
by taking hyperbolic automorphisms or their Hamiltonian perturbations.

In Lemma 6 we have seen that the damping function ¢ has the effect to modify
the propagator by a PDO:

TP = THRB(1), o, (B(1)) = b(1) = elo 07 ds,

To introduce a damping in our system, we will simply choose some positive function
b on ¥, and define our damped quantum map as

(4.1) My € Un(k) B, B =Op,(b).

This function plays the same role as b(1) [g«x. We are now interested in the dis-
tribution of the N eigenvalues A;(h) of M, (counted with multiplicities). From the
formal analogy

(AR} e {e =W/ Rez, € [1/2 £ h]},

we see that the quantum decay rates are the numbers log|\;(h)|. Furthermore,
studying the eigenvalues z, in an Ah-strip near 1/2 is equivalent with studying the
full spectrum of Mj,.

4.2. Spectral bounds for damped quantum (Anosov) maps. In this frame-
work, we can now state and prove the analogues of the spectral results mentioned
in previous sections.

The first result, namely the “horizontal” Weyl law of Thm 3, simply results from
the “kinematics” of this toy model. Namely, then number of eigenvalues of M}, is
given by the dimension N, ~ Cx h*~? of the quantum Hilbert space. This is of the
same order as the number of eigenvalues z, in the strip {|Re z, — 1/2| < wh]}.

The analogue of Lemma 4 is also obvious. Namely, since the symbol b(z, &) €
[Dmin, Omax] With by, > 0, one has from the sharp Garding inequality

|B|| = bax + O(h), ||B7"|| = bty + O(R).

ere the norms are the Hilbert norms on Hp). Since Uy is unitary, we directly get

h h he Hilb Hp). Si Up i i directl
HMhH = bmax+0(h)v HMng :br;iln—i_O(h)?

so that all eigenvalues of My, satisfy

‘)‘J(h)’ € [bmin - O(h)v brax + O(h)] :

6That is  is an invertible map M — M, which preserves the symplectic structure on M.
"The quantization procedure k — Uy (k) is not unique, one usually uses some “recipe”. The
parameter 7 cannot take all possible values: for instance, on T?? it must satisfy the condition
(2rh)~! € N. The limits 7 — 0 will be taken along these discrete sequences.
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4.2.1. Time averaging. Using Egorov’s theorem, the iteration of the map M}, reads
(Mp)"=UBUB---UB
=U™(U"tBU ... (U2BU?)(U'BU)B
(4.2) = U™ Op(b™) + O(h*)
where b € S° admits the principal symbol

b = bo k" ho k™2 ho kb= enostn

9

where we use the notation (e), for the (arithmetic) time average from the time 0
through n — 1. From this expression we easily recover the analogue of Thm 8:

Theorem 18. For h > 0 small enough all eigenvalues of My, satisfy
M(R)] € b — €,by + ¢,
where

logb, = 7111—>H010 mﬁx(log bYn, logb_ = lim r%n(log b)p.

n—oo

4.2.2. Fractal Weyl upper bounds. Here we state the analogue of Thm 13 for Anosov
damped maps. The method is the one used by Schenck [Schenck-map].

The expression (4.2) can be pushed forward until the time n ~ Tgy,/2, keeping
b € S, /2—e. A similar decomposition holds on the opposite side,

(Mp)" = Opp(B=)U™ + O(™),
where b(=") € K*S,; /2—¢ admits the principal symbol
B =bokbor™ . hokl
As a result, we may write
(4.3)  (Mp)*™™ = U" Op, (b U™ + O(h>®), b= = p™ip) € p*Sy .

The singular values of MZ" are given by the spectrum of

(4.4) A &L JOp, (b-nm)» Opy (b-nm),

a positive PDO with leading symbol e2*185*"  Then, for a > log b, the number of

singular values s;(2n) > " is approximately given by

(27Th)—d+l Vol {,07 <10g b>2n > a} ~ h—d+1€2nﬁ(a) ~ 7:L—al+1—f{(a)//\max7
where we used the rate function
(4.5) H(s) = sup {hrs(p) — p(log J*), pinvariant, u(logh) = s},

and JT = J; is the unstable Jacobian of the map. Like for an Anosov flow, this
function is strictly convex on [logb_,logb,], negative on this interval except for the
value H(logh) = 0.

Let J = J(«) be the number of eigenvalues |\;| > e*. Weyl’s inequalities read

J J
1
al < E log [A;] < I E log s;(2n).
=1

j=1
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Call 8 = 5-log s;(2n), so that J ~ (2mh) = HHA(B)Amax while the higher concentra-
tion of smaller singular values implies that

J
% Zlogsj(Qn) < J(B+e).

j=1
As a result, @ < 3+ ¢, so that H(a) < H(B + ¢). We thus have obtained the
following fractal Weyl upper bound on J(«), similar with the bound in (3.8):

Theorem 19. Take o > logb. Then, for any € > 0 and h > 0 small enough,

H(a)
X

max

—€

# {\ € Spec(My), |\ > e} < B4
where H(a) is the rate function given in (4.5).

4.3. A topological pressure condition for a gap. The analogue of the pressure
bound of Thm 15 can be proved for the damped quantum map Mp:

Theorem 20. For any e > 0 and h > 0 small enough, all eigenvalues of My, satisfy

’)\j(h)| < eP(logbflogJ+/2)+el

As in the case of the flows, this upper bound can be smaller than b, only if logb
is sufficiently inhomogeneous. In the next section we will prove an alternative up-
per bound for the spectral radius of Mj, which can be nontrivial even for weakly
inhomogeneous dampings. This upper bound (Thm 23 below) will only depend on
the structure of the set of weakest damping (that is the set of points for which

<10g b>oo = log b+)
4.4. A topological entropy condition for a spectral gap.

4.4.1. Splitting the eigenstate into weakly and strongly damped components. Let us
come back to the decomposition (4.3) for the “optimal” time n = Ty, /2. The PDO
Op;,(b0=™™) is usually not positive, but it can be put in polar form as
Opy (b)) = Wmm glnm - ACmn) & (Op (pmmyr Op(p-mm)) 2,
W) — Op(b(_"’”)) (A(_"’"))_l unitary,
and both A and W are in A*¥y/_,. A" still has leading symbol b(()_n’”) =
e2nllogh)™" Tp particular, we have

(46) HA(*”,H)H — €2n(10gb++o(1)).

We now fix some «a € (logb,logb, ) and construct an orthogonal projector

def
H+7a - ]IA(—n,n) Ze2na .

The rank of this projector has been estimated above using the large deviation esti-
mates:

rank [T, , ~ (2h) =41 Vol {p €%, (logb)* > a} ~ FrdH1e2nH (@) | pmdt1=H(e)/Amax

We may then write
M}%n — Unw(fn,n) A(fn,n)Un
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Let us now decompose the square of this operator using the projector I, , and its
supplement II_ , =T —II, ,:

(4.7) M = grw ) Anm g2y (nn) A= g
— UnW(_”’n) A(—n,n) (H+ + H_) U2nw(—n,n) (H+ + H_) A(_n’n)Un,

The RHS gives 4 terms. For each term containing at least one factor I1_, we use
the obvious bound

(4.8) AT || < e
On the other hand, to estimate the term containing the factor
Uz, U w

we will use a crucial hyperbolic dispersion estimate, which depends on the size of the
set {p € &, (logh)>® > a}. To state this estimate we need some notations. Due to
uniform hyperbolicity, there exists 0 < i < Anax such that, for ¢ large enough,

(4.9) T (p) > el — p=@=D505 everywhere on 3.

Now, let us assume that the rate function H satisfies:

(4.10) A(loghby) < (d—1) (”f;“ . )\max> .

This condition depends on the set of weakest damping, I = | {supp i, u(logb) =logb, }:
H(logby) = sup { Hcs(pt) — p(log J*), suppp C K} = P(—log J*,®" [).

By continuity of H, assuming (4.10) it is possible to choose o € (logb,log b, ) such
that

(4.11) Bla) (4 —1) ( ”f;m - )\max> — f(a) > 0.
Remark 21. In case of constant hyperbolicity (all positive Lyapounov exponents
equal A = Apax), we have H(s) = H(s) — A(d — 1) with H(s) > 0 a restricted
topological entropy. The conditions (4.10,4.11) are replaced by

d—1 d—1
(4.12) H(logby) < AT, Bla) = AT — H(a) > 0.
Under the above assumptions, we will prove in §4.4.2 the following hyperbolic dis-
persion estimate.

Proposition 22. Assume the set of minimal damping satisfies the condition (4.10),

and the paramter o € (logb,logb,) is sufficiently close to logb, so as to satisfy
(4.11). Then, in the limit h — 0, one has the operator bound

20| < e l@o) = Ty, /2
Inserting this estimate and (4.6,4.8) in the identity (4.7), we get
[ Mn]| < etnlionbito(n) ||g2n || 4 ge2nlosbstarto(t)) | gina
< einlogbito(D) (o~208(@) | Pnla—logbs) 4 gin(aloghi))
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The third term on the RHS is obviously subdominant w.r.to the second one. We
may optimize this upper bound over « : the optimal value of the exponent is reached
for the parameter a. solving

Blad) = (d— 1) (U5 = Auax) = (o) = loghy — a

and the optimal value is
log by + o
=Ty
This leads to the following spectral radius estimate, which is the main result of this
section.

< logb,.

Theorem 23. Assume that the set of minimal damping satisfies the condition
(4.10). Then, for any € > 0 and h small enough, all eigenvalues of My satisfy

(Aj(R)| < e
We also have “for free” a resolvent estimate (inspired from [NZ3|):
(A= Mp) "t =AD" MIAT
7>0

converges for |A| > €7 > ¢, and has a norm
| 2Te—1

=27 < N (1= /1) 2TE> Z M2 (A

Let us only use the trivial bound HM;LH < V. If || < by (that is, A is in the “spectral
gap” zone), the sum on the RHS is of order (by /|\|)*"” = exp {mogh g log(b+/])\\)}

max

For |A| = by we get a logarithmic bound. Altogether, we have an algebraic bound

on the resolvent for )\ in an annulus:
21og(b /|A)

(4.13) H()\ _ Mﬁ)*lH 5 B mex logh_l, 6%—!—6 S |)\| S elogb+.

4.4.2. A hyperbolic dispersion estimate for Uiﬂ In this section we prove Proposition
22, that is obtain a nontrivial upper bound for the norm

02 pe = (ML bW 0= T2

To estimate this norm, it will be useful to replace the projector II, by a smoothed
microlocal projector obtained by the anti-Wick (positive) quantization of some sym-
bol X+

Lemma 24. There exists a symbol X+ = X+4.a € S?/z—e supported on {p € M, (logb)** > o — 24},

such that
I, = Op™ (x+) Iy + O(h).

Using this lemma, we have

U2 || = sup (o, TLLUPW L )|
[l1ll=l1v2l=1
B [ ”S_lﬁg =1 }<0p+(x+)l'[+¢2, U ) Op™ (x )T 4hr) | + O(h™)
< Il ”Slﬁg =1 ‘<Op+(X+)’¢2, U2nw(fn,n) Op+(X+)w1>| + O(hoo)
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We thus need to bound from above
(U™ Op™ (x4 )b, UMW Op* (x)bn)
dpy d . o
— / #%(m) U1(p1) X (p2) x+(p1)(U €pyy U Wwn )em)’

with e, € Hj, an essentially normalized coherent state at p, and ¥(p) = (e,, ).

We are able to propagate coherent states e, up to times |n| < Tgy, /2. Firstly,
applying W™ € 0, /2—e Will essentially only multiply e,, by a global phase. Then,
applying U* will transport e,, to states localized at (p;), and deform the state along
the unstable direction. By the time t = n ~ Ty, /2 the state U"e,, is a Lagrangian
state supported on an unstable leaf of volume ~ A=V/2J+(p;) < 1.

Similarly, the state U "e,, is a Lagrangian state supported on a stable leaf of
volume ~ A@=D/2J%(p,) < 1. These two leaves intersect at at most one point, and
are uniformly transverse to each other. As a result, the overlap of these two states

is bounded by:
1

RA=D/2 [T (1) T (p2)

and this bound is essentially sharp. On the other hand, the volume estimate for
supp x. reads

(U e, UMW e, )| < CRLD2

Vol Supp Yo < eQn[zt”I((szs)+o]7

where the rate function H(s) < 0 is given in (4.5). We thus obtain a factorized
bound:

(U™ Op™ (x4 )b, U"W™™ Op™ (x4 )¢bn)

dp1 X+(P1 d02 X+(p2)

To use the L? bound on v;, let us apply Cauchy—Schwarz to each factor:
/ dp 1 (on X+(p1) / = e )2 / P X+(p1)?
(2wh)@—1 1 1 /T 2 h nA 27h) =1 J+(py)

< ORI ||y | / dpy (JF (pr) !
Supp X+

(4.14) < Ch~4=D/2 /Nolsupp x4 (inf J+)~1

From the lower bound (4.9) on JI and (4.14) we get the main result of this subsec-
tion,

(4.15) U2 || < A0 pld-D s = [(@=260) A t0] _ o —20(3(0)-0(9)]

where we used the parameter () of 4.11. O

4.5. A spectral gap for the DWE. Similar spectral gap estimates can be proved
in the case of the damped wave equation on an Anosov manifold. Compared with
the case of Anosov maps, the main supplementary difficulty in the proofs consists
in appropriately localizing in the energy direction, as was the case in the proof of

Thms 10 and 13.
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Theorem 25. [Work in progress| Consider the operator P(h) = —h*A/2 — iha on
an Anosov manifold, with damping function a(x) > 0. Assume that the uncontrolled

set I = J {supp p, u(a) = 0} is sufficiently “thin” such that
(4.16) P(=p", 0" 1) < (d=1) (T3 = A )

where T is the infinitesimal Jacogian, and vy, is a lower bound for the growth of
the unstable Jacobian as in (4.9). Then, there exists v > 0 such that, for h > 0
small enough, all eigenvalues of P(h) in D(1/2,Ch) satisfy

Im z,/h < —7.

Besides, there exists N > 0 such that, for h small enough, we have the following
resolvent estimate:

Vz e D(1/2,Ch) N {Imz/h > —v}, |(P(R) — 2)7t|| S 7.

Corollary 26. [Work in progress| Under the condition (4.16), there exists v > 0,
C' > 0 such that the region {| Ret| > C, Im 7 > —~} does not contain any eigenvalue
of the DWE, and one has the following resolvent estimate in that region:

IRl o S 7772

~

This resolvent estimate, which directly provides a similar estimate for (7 — .A) ™",
can then be used as in §1.3 to prove an exponential decay of the energy for smooth
enough data.

Remark 27. Burq and Hitrik [BuHi07] considered the DWE in the stadium billiard,
in cases where the damping function is positive in the half-disks but may vanish in
some part of the rectangle. The (broken) geodesic flow in the billiard is ergodic and
mixing, but it includes marginally stable orbits, namely the 1D family of bouncing
ball orbits inside the rectangle. In the situation they consider, the set K of uncon-
trolled trajectories consists of a subfamily of boucing ball orbits, and the topological
pressure P(—log ™, @' [x) = 0 (in particular the condition (4.16) is not satisfied).
In this situation, they can prove that the energy decays algebraically for smooth
enough data.
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