
NOTES OF THE COURSE ON CHAOTIC DYNAMICAL SYSTEMS

STÉPHANE NONNENMACHER

The aim of this course is to present some properties of low-dimensional dynamical systems, particularly in the
case where the dynamics is “chaotic”. We will describe several aspects of “chaos”, by introducing various modern
mathematical tools, allowing us to analyze the long time properties of such systems. Several simple examples,
leading to explicit computations, will be treated in detail.

Here are some topics I plan to deal with in these notes. They do not directly correspond to the final table of
contents.

(1) Definition of a dynamical system: flow generated by a vector field, discrete time transformation.
Poincaré sections vs. suspended flows. Examples: Hamiltonian flow, geodesic flow, transformations
on the interval or the 2-dimensional torus.

(2) Ergodic theory: long time behavior. Statistics of long periodic orbits. Probability distributions invariant
through the dynamics (invariant measures). “Physical” invariant measure.

(3) Chaotic dynamics: instability (Lyapunov exponents) and recurrence. From the hyperbolic fixed point
to Smale’s horseshoe.

(4) Various levels of “chaos”: ergodicity, weak and strong mixing.
(5) Symbolic dynamics: subshifts on 1D spin chains. Relation (semiconjugacy) with expanding maps on

the interval.
(6) Uniformly hyperbolic systems: stable/unstable manifolds. Markov partitions: relation with symbolic

dynamics. Anosov systems. Example: Arnold’s “cat map” on the 2-dimensional torus.
(7) Complexity theory. Topological entropy, link with statistics of periodic orbits. Partition functions

(dynamical zeta functions). Kolmogorov-Sinai entropy of an invariant measure.
(8) Exponential mixing of expanding maps: spectral analysis of some transfer operator. Perron-Frobenius

theorem.
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1. What is a dynamical system?

A discrete-time dynamical system (DS) is a transformation rule (function) f on some phase space X, namely a
rule

X ∋ x 7→ f(x) ∈ X.

The iterates of f will be denoted by fn = f ◦ f ◦ · · · ◦ f , with time n ∈ N. The map f is said to be invertible if
f is a bijection on X (or at least on some subset of it). One can then consider positive and negative iterates:
f−n = (f−1)n.

A continuous-time dynamical system is a family (ϕt)t∈R+ of transformations on X, such that ϕt ◦ ϕs = ϕt+s. If
it is invertible (for any t > 0), then it is a flow (ϕt)t∈R.

Very roughly, the dynamical systems theory aims at understanding the long-time asymptotic properties of the
evolution through fn or ϕt. For instance:

(1) How numerous are the periodic points (x ∈ X such that fTx = x for some T > 0). Where are they
located on X? Are there more complicated forms of recurrence.

(2) More generally, what are the nontrivial invariant subsets of X? (X ′ ⊂ X is invariant if f(X ′) ⊂ X ′).
(3) is there an invariant probability measure for the map f? (that is a measure µ on X, such that µ(A) =

µ(f−1(A)) for “any” set A). What are the statistical properties of the DS w.r.to this measure?
(4) Do small perturbations of f have the same global properties as f? Are they conjugate with f? Is the

DS f structurally stable?

One would like to classify all possible behaviours, that is group the maps f among various equivalence classes.

Definition 1.1. A map g : Y → Y is semiconjugate with f iff there exists an surjective map π : Y → X such
that f ◦π = π ◦g. The map f is then called a factor of g. If π is invertible, then f, g are conjugate (isomorphic).
One can often analyze a map f by finding a better-understood g of which it is a factor.

In general, the phase space X and the transformation f have some extra structure:

(1) X can be metric space (equipped with a distance function d(x, y)), with an associated topology (family
of open/closed sets). It is then natural to consider maps f which are continuous on X. This is the realm
of topological dynamics. We will moslty restrict ourselves to X a compact (bounded and closed) set.

(2) X can be (part of) a Euclidean space Rd or a smooth manifold. The map f can then be differentiable,
that is near each point x it be approximated by the linear map df(x) sending the tangent space TxX

to Tf(x)X. This is the realm of smooth dynamics. A differentiable flow is generated by a vector field

v(x) =
d

dt
ϕt(x)|t=0 ∈ TxX,

Generally one starts from the vector field v(x), the flow ϕt being obtained by integrating over that field:
one notes formally ϕt(x) = etv(x). Most physical dynamical systems are of this type.

(3) X can be a measured space, that is it is equipped with a σ-algebra and a measure µ on it1. It is then
natural to consider transformations which leave µ invariant. This is the realm of ergodic theory.

(4) One can then add some other structures. For instance, a metric on X (geometry) is preserved iff f is an
isometry. A symplectic structure on X is preserved if f is a canonical (or symplectic) transformation:

1A σ-algebra on X is a set A = {Ai} of subsets of X, which is closed under complement and countable union, and contains X. On
a topological space X the most natural one is the Borel σ-algebra, which contains all the open sets. A measure µ is a nonnegative
function on A such that µ(

S

i Ai) =
P

i µ(Ai) if the Ai are disjoint. µ is a probability measure if µ(X) = 1.
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Figure 1.1. A Poincaré section Y for the flow ϕt on X, and the associated Poincaré map f .

this is the realm of Hamiltonian/Lagrangian dynamics, of classical point mechanics. A complex
structure is preserved if f is holomorphic. (complex dynamics).

These extra structures may also be imposed to the (semi-)conjugacy between two DS. This question is less
obvious than it first appears: it appears that requiring smooth conjugacy between two smooth DS is “too
restrictive a” condition, as opposed to the notion of continuous (topological) conjugacy. This motivates the
following

Definition 1.2. A continuous map f : X → X on a smooth manifold X is called (C1-) structurally stable if
there exists ϵ > 0 such that, for any perturbation f̃ = f + δf with ∥δf∥C1 ≤ ϵ, then f and f̃ are topologically
conjugate (i.e., there exists a homeomorphism h : X → X such that f̃ = h−1 ◦ f ◦ h).

From maps to flows, and back. In these notes we will mostly consider discrete-time maps f : X → X.
From such a map one can easily construct a flow through a suspension procedure. Namely, we select a positive
function τ : X → R+, called the ceiling function, or first return time. We then consider the product space

Xτ =
{
(x, t) ∈ X × R+, 0 ≤ t ≤ τ(x)

}
, with the identification (x, τ(x)) ≡ (f(x), 0).

One can easily define a semiflow ϕt on Xτ : starting from (x, t0), take ϕt(x, t0) = (x, t0 + t) until t0 + t = τ(x),
then jump to (f(x), 0) and so on. ϕt is called a suspended semiflow of the map f . If f is invertible, then ϕt is
as well (and is a suspended flow). Many dynamical properties of the map f are inherited by the semiflow ϕt.

Conversely, a (semi)flow ϕt : X → X can often by analyzed through a Poincaré section, which is a subset Y ⊂ X

with the following property: for each x ∈ X, the orbit (ϕt(x))t>0 will intersect Y in the future at a discrete set
of times. The first time of intersection τ̃(x) > 0, and the first point of intersection f̃(x) ∈ Y . Restricting τ̃ , f̃ to
Y , we have “summarized” the flow ϕt into the first return (Poincaré) map f : Y → Y and the first return time
τ : Y → R+. If X is a n-dimensional manifold, Y is generally a collection of (n− 1)-dimensional submanifolds,
transverse to the flow. Many properties of the flow are shared by f .
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2. A gallery of examples

In order to introduce the various concepts and properties, we will analyze in some detail some simple DS, mostly
in low (1 or 2) dimension. These examples will already provide a large variety of dynamical behaviours.

2.1. Contracting map. A map f defined on a metric space (X, d) is contracting iff for some 0 < λ < 1 one
has

∀x, y ∈ X, d(f(x), f(y)) ≤ λ d(x, y).

As a consequence, the iterates of any pair x, y satisfy d(fn(x), fn(y)) n→∞→ 0.

The contraction mapping principle implies that f admits a unique fixed point x0 ∈ X, which is an attractor:

∀x ∈ X, fn(x) n→∞→ x0.

The basin of this attractor is the full space X.

Definition 2.1. On the opposite, a map is said to be expanding iff there exists µ > 1 such that, for any close
enough point x, y, one has d(f(x), f(y)) ≥ µd(x, y).

2.2. Linear maps on Rd. Let f = fM : Rd 	 be given by an invertible matrix M ∈ GL(d,R): f(x) = Mx.
The origin is always a fixed point. What kind of fixed point is it? Is it the only fixed point? The answer
depends on the spectrum of M . For a real matrix, eigenvalues are either real, or come in pairs (λ, λ̄). Call Eλ

the generalized eigenspace (resp. the union of the two generalized eigenspaces of λ, λ̄). These eigenspaces can
be grouped into

Rd = E0 ⊕ E− ⊕ E+,


E0 =

⊕
|λ|=1Eλ neutral subspace

E− =
⊕

|λ|<1Eλ stable/contracting subspace

E+ =
⊕

|λ|>1Eλ unstable/expanding subspace

These 3 subspaces are invariant through the map. The stable subspace E− is characterized by an exponential
contraction (in the future): for some 0 < µ < 1,

x ∈ E− ⇐⇒ ∥Mnx∥ ≤ Cµn∥x∥, n > 0.

The unstable subspace E+ is NOT made of the points which escape to infinity, but of the points converging
exponentially fast to the origin in the past :

x ∈ E+ ⇐⇒ ∥Mnx∥ ≤ Cµ|n|∥x∥, n < 0.

(1) if E0 = E+ = {0}, that is the eigenvalues of M satisfy max |λi|
def= r(M) < 1, then 0 is an attracting

fixed point. Eventhough one may have ∥Mx∥ > ∥x∥, the higher iterates satisfy ∥Mn∥ ≤ C(r(M) + ϵ)n,
so the map is eventually contracting. The contraction may be faster along certain directions than along
others.

(2) on the opposite, if E0 = E− = {0} the origin is a repelling fixed point.
(3) if E0 = {0} but E− ̸= {0} and E+ ̸= {0}, then the map is hyperbolic; the origin is called a hyperbolic

fixed point.
(4) if E0 ̸= {0}, there exists eigenspaces associated with neutral eigenvalues |λ| = 1. This leads to the

study of rotations on S1 (see next subsection).

Remark 2.2. The study of linear maps already provides some hints on necessary conditions for a general map
to be structurally stable. Inside GL(n,R), contracting/hyperbolic matrices form an open set, meaning that for
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each contracting/hyperbolic matrix M , small perturbations M + δM will still be contracting/hyperbolic with
the same number of unstable/stable directions.

2.3. Circle rotations. Let us consider a simple diffeomorphism of the unit circle S1 ≃ [0, 1) which preserves
orientation: a rotation by an “angle” α ∈ [0, 1):

x ∈ S1 7→ f(x) = fα(x) = x+ α mod 1.

This is an isometry. The long-time dynamics qualitatively depends on the value of α:

(1) if α = p
q ∈ Q, every point is q-periodic.

(2) if α ̸∈ Q, every orbit O(x) = {fn(x), n ∈ Z} is dense in S1. Hence, there is no periodic orbit, but every
point x will come back arbitrary close to itself in the future. This is a form of nontrivial recurrence. In
particular, the only closed invariant subset of S1 is S1 itself: this DS is minimal. We will also see that
this irrational rotation admits a unique invariant probability measure, namely is the Lebesgue measure
on S1: such a map is called uniquely ergodic.

Remark 2.3. Any irrational rotation can be approached arbitrarily close (in any Cktopology) by a rational
rotation (and vice-versa). Hence, rotations on S1 are not structurally stable.

2.4. Expanding maps on the circle. An interesting smooth noninvertible map on S1 is the dilation by an
positive integer m ∈ N:

S1 ∋ x 7→ Em(x) = mx mod 1.

This map has (topological) degree m: it winds m times around the circle. As opposed to the rotations, the
map is expanding : for any nearby x, y, one has d(Em(x), Em(y)) = md(x, y). Its iterates have the same form:
En

m = Emn .

Each (small enough) interval I has m disjoint preimages, each of them of length |I|
m . As a result, the map Em

preserves the Lebesgue measure on S1.

Em has exactly m− 1 fixed points

xk =
k

m− 1
, k ∈ {0, . . . ,m− 2} .

This can be deduced from the study of the lift Ẽm of Em on R: the graph of Ẽm on [0, 1) intersects exactly
m− 1 times the shifted diagonals.

Similarly, Emn has exactly mn −1 points of period n. The full (countable) set of periodic points is dense on S1.

2.4.1. Semiconjugacy of Em with symbolic dynamics. The study of these periodic points, and of other dynamical
properties, is facilitated when one notices the semiconjugacy between Em and a simple symbolic shift. Consider
Σ+

m the set of one-sided symbolic sequences x = x1x2 · · · on the alphabet xi ∈ {0, 1, . . . ,m− 1}. Each sequence
(xi) ∈ Σ+

m is naturally associated with a real point x ∈ [0, 1] via the base-m decomposition:

(2.1) x = (xi)i≥1 7→ π(x) = 0 · x1x2x3 · · · =
∞∑

i=1

xi

mi
= x.

One can easily check that π semiconjugates Em with the one-sided shift σ on Σ+
m (see def. 1.1):

Em ◦ π = π ◦ σ, σ((xi)i≥1) = (xi+1)i≥1.
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This property can be represented by the following commuting diagram:

(2.2)
Σ+

2
σ→ Σ+

2

π ↓ π ↓
S1 Em→ S1

One says that f is a factor of the shift Σ+
2 . It inherits most of its topological complexity. The defect from being

a full conjugacy is due to the (countably many) sequences of the type x1x2 · · ·xn1000 · · · ≡ x1x2 · · ·xn0111 · · · .
This defect of injectivity is not very significant when counting periodic points: σ has mn points of period n,
that is one more than Em (the difference is due to the fixed points 0 def= 00000 ≡ 1).

It is convenient to equip Σ+
m with a (ultrametric) distance function:

d(x,y) def= λmin{i, xi ̸=yi}, for some 0 < λ < 1.

This induces a topology on Σ+
m, for which the open sets are unions of cylinders

Cϵ1ϵ2···ϵn =
{
x ∈ Σ+

m |x1 = ϵ1, . . . , xn = ϵn
}
.

The semiconjugacy π is then a continuous (actually, Hölder-continuous) map Σ+
m → S1. Through this semicon-

jugacy, one can easily construct

(1) the periodic points of Em: an n-periodic point is the image of a n-periodic sequence x = x1x2 · · ·xn.
(2) dense orbits on S1. (Hint: construct a sequence containing all finite words)
(3) nontrivial (fractal) closed invariant sets. Ex: the 1/3-Cantor set is invariant for E3, image through π

of the subset of sequences {(xi)i≥1, xi ∈ {0, 2}}.
(4) nontrivial (fractal) invariant measures. Ex: the push-forward of Bernouilli measures on Σ+

m (see §4.5.3).

2.4.2. Structural stability of Em. For the linear map Em one is able to explicitly construct a homeomorphism
relating Em with a C1 perturbation gm. Actually, the construction can be done for any expanding map g of
topological degree m. The construction proceeds by re-interpreting the semiconjugacy between Em and Σ+

m in
terms of a partition of the circle, and then extend this construction to the nonlinear maps g.

The construction of the semiconjugacy (2.1) can be made by introducing a partition of [0, 1] intom intervals ∆j =
[ j
m ,

j+1
m ], j = 0, . . . ,m− 1. Notice that each such rectangle satisfies Em(∆i) = [0, 1], and the correspondence is

1-to-1. This partition can be refined through the map: for any sequence α1 · · ·αn we define the set

∆α1···αn =
n∩

j=1

E−j+1
m (∆αj ).

Notice that En
m maps each ∆α1···αn to [0, 1] bijectively. Each ∆α1···αn is an interval of the form [ k

mn ,
k+1
mn ], which

consists of the points x ≡ 0, α1 · · ·αn ∗ ∗∗. This interval is therefore the image of the cylinder Cα1···αn through
π.

Let us now consider an expanding map g : S1 → S1 of degree m > 1, and assume (by shifting the origin
of S1) that g(0) = 0. From the monotonicity of g, one can split [0, 1] into m subintervals Γ0, . . . ,Γm−1,
such that g(Γi) = [0, 1] in a 1-to-1 correspondence. Since gn is also monotonic and has degree mn, we
can similarly split [0, 1] between mn subintervals {Γα1···αn

, αi ∈ {0, . . . ,m− 1}}; these can also be defined
by Γα1···αn =

∩n
j=1 g

−j+1(Γαj ). The expanding character of g ensures that the lengths of these intervals de-
creases exponentially with n, so for each inifinite sequence α, the intersection

∩
j≥1 g

−j+1(Γαj ) consists in a
single point x = π̃(α) ∈ [0, 1]. We have thus obtained a semiconjugacy between g and Σ+

2 similar with that
between Em and Σ+

2 .
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The maps π, π̃ are not invertible, so we cannot directly write down an expression of the form π ◦ π̃−1. However,
the defect of injectivity for π and π̃ is exactly of the same form: it comes from the boundaries of the cylinders
Cα1···αn , mapped by π (resp. π̃) to the intervals ∆α1···αn (resp. Γα1···αn). For any point x ∈ S1 which is not
on the boundary of any interval Γα, the preimage π̃−1(x) ∈ Σ+

m is unique, so we may define h(x) def= π(π̃−1(x)).
On the other hand, if x is the left boundary of some interval Γα, we set h(x) to be the left boundary of the
corresponding interval ∆α. One check that the map h is well-defined, bijective and is bicontinuous on S1, and
that it satisfies

(2.3) Em ◦ h = h ◦ g.

It thus topologically conjugates Em with g.

2.4.3. A variation on the proof of semiconjugacy between Em and g. The semiconjugacy equation (2.3) can be
solved (the unknown being the map h) by rewriting this equation in terms of a contracting map acting on some
appropriate functional space. Consider the space C of continuous maps h : [0, 1] 	 such that h(0) = 0, h(1) = 1,
endowed with the metric d(h1, h2) = maxx |h1(x) − h2(x)|. We define the following map on C:

Fh(x) def=
h(g(x)) + j

m
if x ∈ Γj , j = 0, . . . ,m− 1.

This amounts to applying the j-th branch of E−1
m on each interval Γj , so that Em ◦ Fh = h ◦ g. It is easy to

check that Fh ∈ C (one only needs to check it at the boundaries of the Γj). The main property of this map is
the following contraction:

∀h1, h2 ∈ C, d(Fh1,Fh2) ≤
1
m
d(h1, h2).

The map F is therefore contracting on C, and has thus a single fixed point h0 (which can be obtained by
iterating F infinitely many times). The equation Fh0 = h0 is obviously equivalent with the semiconjugacy
(2.3).

To prove that h is 1-to-1 provided g is expanding, one constructs a semiconjugacy in the other direction
(g ◦ h̃ = h̃ ◦ Em) using a similar map F̃ . In that case, the contraction constant for the map F̃ is given by
λ = maxx g

′(x)−1 < 1. The above equation admits a unique solution h̃0. One has therefore Em ◦ h0 ◦ h̃0 =
h0 ◦ h̃0 ◦ Em for a map h0 ◦ h̃0 of degree 1. It is easy to show that one must have h0 ◦ h̃0 = Id.

2.5. More on symbolic dynamics: subshifts. We have considered the set of one-sided infinite sequences
(xi)i≥1 on m symbols. One can also let the shift σ act on two-sided sequences (xi)i∈Z. The space of bi-infinite
sequences is denoted by Σm, and we denote by (Σm, σ) the corresponding DS. As opposed to the one-sided
shift, the two-sided one is an invertible, bicontinuous map. It has the same number mn of n-periodic points.

A subshift of Σm (or Σ+
m) is a closed, shift-invariant subset Σ ⊂ Σm (or Σ ⊂ Σ+

m). Ex: the 1/3 Cantor set was
the image of a subshift of Σ+

3 , made of all sequences containing no symbol xi = 1. This subshift is obviously
isomorphic with the shift Σ+

2 .

It is more interesting to consider subshifts defined by forbidding certain combinations of successive symbols.
Among this type of subshifts (called subshifts of finite type) we find the topological Markov chains. Such a
chain is defined by an m×m matrix A = (Akl) with entries given by 0 or 1, called an adjacency matrix. A pair
xixi+1 is said to be allowed iff Axixi+1 = 1. The subshift Σ(+)

A ⊂ Σ(+)
m is made of all the sequences (xi) such

that all successive pairs xixi+1 are allowed. (Check that Σ(+)
A is a closed, shift-invariant set).

The DS (Σ(+)
A , σ) is relatively simple to analyze, because its properties are encoded in the m × m adjacency

matrix A. The latter can be conveniently represented by a directed graph ΓA on m vertices: each sequence
(xi)i ∈ ΣA corresponds to a trajectory on the graph.
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Figure 2.1. Arnold’s cat map, defined by projecting on T2 the linear map M . Right: unstable
and stable manifolds of the origin.

More generally, a subshift of type k is defined by allowing certain k + 1-words among {0, . . . ,m− 1}k+1, that
is certain combinations xixi+1 · · ·xi+k.

Exercise 2.4. Each subshift of type k is conjugate to a certain shift of type 1 (i.e. a topological Markov chain).

Hint: change the alphabet.

Exercise 2.5. Count the number of n-words in ΣA starting with x1 = ϵ1 and ending with xn = ϵn. Count the
number of n-periodic points of ΣA.

Some relevant properties of adjacency matrices. Let A be an m×m matrix with nonnegative entries. If for any
pair (k, l) there exists n > 0 such that (An)kl > 0, then A is called irreducible. It means that in the directed
graph ΓA, there exists a path between any pair of vertices (k, l).

A is called primitive if there exists N > 0 such that all entries (AN )kl > 0. Notice that the same property then
holds for any n ≥ N . It means that for any n ≥ N , any pair (k, l) of vertices can be connected by a path of
length n.

Theorem 2.6. [Perron]

Let A be a primitive m × m matrix with nonnegative entries. Then A has a positive eigenvalue λ with the
following properties:

i) λ is simple and every other eigenvalue satisfies |λ′| < λ

ii) λ has a positive associated eigenvector v (that is, all components vi > 0), no eigenvector of A associated with
an eigenvalue λ′ ̸= λ can be only non-negative.

2.6. Hyperbolic torus automorphisms (“Arnold’s cat map”). A linear automorphism on Td = Rd/Zd

is given by projecting on Td the linear map induced on Rd by a matrix M ∈ GL(n,Z) (matrix with integer
coefficients and detM = ±1). The dynamics is simply Td ∋ x 7→ f(x) = Mx mod 1. This map is invertible and
smooth.

The automorphism is said to be hyperbolic iff the matrix M is so. Let us restrict ourselves to the dimension
d = 2, the spectrum is of the form (λ, λ−1), λ ∈ R, |λ| > 1. The simplest example is given by Arnold’s “cat”
map (see fig. 2.1)

Mcat =

(
2 1
1 1

)
, λ =

3 +
√

5
2

.
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The corresponding eigenspaces are called E±.

At each point x ∈ T2 the tangent map df(x) = M , so all tangent spaces can be decomposed into TxT2 = E+
x ⊕E−

x ,
where the unstable/stable subspaces E±

x = E± are independent of x. They are invariant through the map:
df(x)E±

x = E±
f(x). The tangent map df(x) acts on E−

x (resp. E+
x ) by a contraction (resp. a dilation). We will

see later tha these properties define an Anosov diffeomorphism (Definition 6.3).

For each x ∈ T2, the projected line W−(x) def= x + E− mod 1 is called the stable manifold of x. It is made of
all points y ∈ T2 such that d(fn(x), fn(y)) n→+∞−−−−−→ 0. Similarly, the projected line W+(x) def= x+ E+ mod 1 is
called the unstable manifold of x. It is made of all points y ∈ T2 such that d(fn(x), fn(y)) n→−∞−−−−−→ 0 (see fig.
2.1).

The spitting of T2 between stable manifolds (or leaves) is called the stable foliation. This foliation is invariant:
f(W−(x)) = W−(f(x)).

Exercise 2.7. Show that each stable manifold W−
x is dense in T2.

Periodic points are given by all rational points, in particular they are dense on T2.

Exercise 2.8. Count the number of n-periodic points for a hyperbolic automorphism A on T2.

Due to the property |det(M)| = 1, the automorphism f leaves invariant the Lebesgue measure on T2 (it is an
area-preserving diffeomorphism). Later we will show that f is ergodic w.r.to this measure.

2.6.1. Markov partition for Arnold’s cat map. In this section we will construct a semiconjugacy between Arnold’s
cat map and a specific topological Markov chain. The construction is less obvious than in the case of the dilations
on S1 (see §2.4). It requires the construction of a Markov partition of T2, performed as follows (see fig. 2.2).

One first defines two rectangles R1, R2 ⊂ T2 on the torus, with sides given by some stable or unstable segments.
The intersections of the rectangles with their images under f produce 5 connected subrectangles ∆1, . . . ,∆5.
By construction, the images of the stable sides of ∆i are contained in the stable sides of some ∆j , while the
backwards images of the unstable sides of ∆i are contained in the unstable sides of some ∆j : the rectangles ∆i

thus form a Markov partition of T2 (see §2.8.1 for a general definition).

We may define an adjacency matrix Aij through the condition Aij = 1 iff f(∆i) ∩ ∆j has nonempty interior.
From the above picture, we see that A = ∆1 ∪∆2 ∪∆3, f(A) = ∆1 ∪∆3 ∪∆4, and the image of any of the first
ones intersects any of the second ones. Similarly, B = ∆4 ∪∆5, f(B) = ∆2 ∪∆5. We thus obtain the following
ajacency matrix:

A =


1 0 1 1 0
1 0 1 1 0
1 0 1 1 0
0 1 0 0 1
0 1 0 0 1

 .

From this matrix we construct the (two-sided) topological Markov chain (ΣA, σ). The Markov property of the
partition ensures that for any sequence α ∈ ΣA, the set

∩
j∈Z f

−j(∆αj ) is not empty. If the ∆i were disjoint
(see the case of Smale’s horseshoe), this set would reduce to a single point. In the present case, one has to take

a little care of the boundaries ∂∆i, and rather consider the set ∆α
def=
∩

n≥1 int
(∩

|k|≤n f
−k(∆k)

)
. This set
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Figure 2.2. Adler and Weiss’s Markov partition for Arnold’s cat map. Two copies of the
rectangles R1, R2 are shown (thick blue and red lines). Their images f(R1), f(R2) are the long
rectangles (filled, light blue and pink). The intersections of the latter and the former provide
the 5 rectangles ∆1, . . . ,∆5 defining the Markov partition.

consists in a single point, which we denote by x(α) = π(α). Hence we have obtained a semiconjugacy between
the subshift (ΣA, σ) and f :

ΣA
σ→ ΣA

π ↓ π ↓
T2 f→ T2

One easily checks that all elements of A2 are positive, showing that A is primitive. One consequence is that the
subshift ΣA (and therefore its factor f) is topologically mixing (see Definition 3.13).

Remark 2.9. The Perron-Frobenuis eigenvalue of A is exactly given by λ = 3+
√

5
2 . This is consistent with the

fact that the number of periodic orbits for ΣA has the same exponential growth rate as the number of periodic
orbits for f .

2.6.2. Structural stability of hyperbolic torus automorphisms. We are interested in small C1-perturbations of the
hyperbolic automorphism M on T2, that is g = M + δg, ∥δg∥C1 ≤ ϵ. We want to prove the following property.

Theorem 2.10. The linear hyperbolic automorphism M is C1-structurally stable.

Proof. We first want to solve the semiconjugacy equation

(2.4) h ◦ g = M ◦ h.

For this we will use a method very similar to the one presented in §2.4.2. The map g is in the same homotopy
class as M2, so the perturbation δg is Z2-periodic. Similarly, h must be in the same homotopy class as the

2The lift of g on R2 satisfies g(x + (1, 0)) = g(x) + M((1, 0)), g(x + (0, 1)) = g(x) + M((0, 1)).
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identity, so h = Id+ δh, with δh biperiodic. The above equation thus reads:

M−1 ◦ (Id+ δh) ◦ (M + δg) = Id+ δh

⇐⇒M−1 ◦ δg +M−1 ◦ δh ◦ g = δh.(2.5)

This equation is taken over biperiodic continuous functions δh : R2 	. The LHS cannot be directly expressed as
a single contracting map because M−1 has both contracting and expanding directions. To remedy this problem,
we will simply decompose δh along the unstable/stable basis in R2:

δh(x) = h+(x) e+ + h−(x) e−,

where h± : T2 → R are continuous biperiodic. The above equation, projected along e+, gives

F+h+(x) def= λ−1δg+(x) + λ−1h+ ◦ g(x) = h+(x).

The operator F+ is contracting: ∥F+h+,1 −F+h+,2∥ ≤ λ−1 ∥h+,1 − h+,2∥. As a result, F+ admits a single
fixed point h+,0. One easily checks that

∥h+,0∥ ≤ 1
1 − λ−1

∥δg+∥ .

Projecting (2.5) along the stable direction, we get

λδg− + λh− ◦ g = h−

⇐⇒ h− = λ−1h− ◦ g−1 − δg− ◦ g−1 def= F−h−.

Once again, F− is contracting and admits a single fixed point h−,0, which satisfies

∥h−,0∥ ≤ 1
1 − λ−1

∥δg−∥ .

We have thus constructed a solution h0 to the semiconjugacy (2.4).

In order to prove that h0 is invertible, we try to solve the symmetrical equation

h̃ ◦M = g ◦ h̃

⇐⇒ δh ◦M −M ◦ δh = δg ◦ (Id+ δh).(2.6)

The LHS is a linear operator L(δh) , which acts separately on the components h± through two operators:

L+h+ = h+ ◦M − λh+, L−h− = h− ◦M − λ−1h−.

These two operators can be easily inverted by Neumann series:

H+ = L+h+ ⇐⇒ h+ = −λ−1H+ + λ−1h+ ◦M = −λ−1H+ − λ−2H+ ◦M − λ−2h+ ◦M2 = · · · ,

so that

L−1
+ H+ = −

∑
n≥0

λ−1−nH+ ◦Mn,
∥∥L−1

+ H+

∥∥ ≤ λ−1

1 − λ−1
∥H+∥ .

Similarly,

L−1
− H− =

∑
n≥0

λ−nH− ◦M−n−1,
∥∥L−1

− H−
∥∥ ≤ 1

1 − λ−1
∥H−∥ .

Notice that L−1 = (L−1
+ ,L−1

− ) is not contracting a priori. The equation (2.6) can then be rewritten

δh = L−1Gδh, where Gδh def= δg ◦ (Id+ δh).

Now, if δg is small, one has ∥Gδh1 − Gδh2∥ = ∥δg(Id+ δh1) − δg(Id+ δh2)∥ ≤ ∥δg∥C1 ∥δh1 − δh2∥, so this
operator is very contracting if ∥δg∥C1 is small. As a result, the full operator L−1G will also be contracting, and
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admit a unique fixed point h̃0 solving (2.6). One easily checks that h0 ◦ h̃0 commutes with M , and must thus
be equal to the identity. �

This structural stability is actually a much more general phenomenon among hyperbolic systems.

Theorem 2.11. Any Anosov diffeomorphism is C1-structurally stable.

2.7. Quadratic maps on the interval. So far the examples of smooth systems we have given were all linear.
We now present a family of simple polynomial maps on R, which has been extensively studied. In spite of its
simplicity, it features various interesting dynamical phenomena. These maps depend on a real parameter µ > 0,
and are defined by

qµ(x) def= µx(1 − x), x ∈ R.

The study is often restricted to points in the interval I = [0, 1]. When varying the parameter µ, the qualitative
dynamical features change drastically for some special values; these values are called bifurcation values. For
instance:

(1) for 0 < µ < 1, the map qµ is contracting. It has a unique fixed point on I (the origin), which is
attracting.

(2) for µ > 1, the origin becomes a repelling fixed point (because q′µ(0) > 1), but qµ acquires a second fixed
point xµ = 1 − 1/µ. This latter is attracting for µ < 3.

(3) for µ > 3 the fixed point xµ becomes repulsive, and an attractive period-2 orbit appears nearby. µ = 3
is the place of a period-doubling bifurcation.

(4) For µ > 1, every initial point x ∈ R \ I will escape to −∞. It is then interesting to investigate the
dynamics restricted to the trapped set Λµ, that is the set of points x which remain forever in I. For
1 < µ ≤ 4, one has qµ(I) ⊂ I, so the trapped set is the full interval. For µ > 4, some points x ∈ I

escape, so the trapped set Λµ ̸= I. so that it escapes to −∞.

Let us describe more precisely the trapped set when µ > 4.

Proposition 2.12. For µ > 4 the trapped set Λµ is a Cantor set3 in I. The restriction qµ � Λµ is (topologically)
conjugate with the full shift (Σ+

2 , σ).

Proof. For a = 1
2 −

√
1
4 − 1

µ , b = 1
2 −

√
1
4 − 1

µ ), the interval (a, b) is mapped by qµ outside I, whereas I0 = [0, a]
and I1 = [b, 1] are mapped bijectively to I. Call f0, f1 the inverse branches of qµ on these two intervals:
fi : I → Ii. These two maps allow to iteratively define a sequence of subintervals indexed by symbolic sequences
ϵ = ϵ1 · · · ϵn. We define

Iϵ1ϵ2···ϵn = fϵ1 ◦ fϵ2 ◦ · · · ◦ fϵn(I).

Observe that
Iϵ1···ϵn ⊂ Iϵ1···ϵn−1 ⊂ · · · ⊂ Iϵ1 ⊂ I, and qµ(Iϵ1···ϵn) = Iϵ2···ϵn .

These properties show that the interval Iϵ1ϵ2···ϵn is made of the points x ∈ I which have the same symbolic
historyup to time n, with respect to I0, I1: the point x is in Iϵ1 , then its first iterate qµ(x) ∈ Iϵ2 , and so on:
qj
µ(x) ∈ Iϵj+1 , up to finally qn

µ(x) ∈ I.

This property shows that for each n > 0 the intervals
{
I|ϵ|, |ϵ| = n

}
are all disjoint., and their union In =∪

|ϵ|=n Iϵ consists of all points x such that qj
µ(x) ∈ I for all 0 ≤ j ≤ n. As a result the trapped set can be

3A (topological) Cantor set is a closed set which is perfect (has no isolated points) and is nowhere dense in I.
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Figure 2.3. An example of horseshoe

defined as the closed set
Λµ =

∩
n≥1

In.

For µ > 2 +
√

5 the maps fi are contracting: |f ′i(x)| ≤ λµ < 1, λµ = µ
√

1 − 4
µ . As a result, the length of

the intervals Iϵ decreases exponentially as |Iϵ| ≤ λ
|ϵ|
µ . As a result, for any infinite sequence ϵ1ϵ2 · · · , the set

Iϵ =
∩

n Iϵn···ϵ1 is a nonempty interval of length zero, that is a single point x = xϵ ∈ I. The map

π : ϵ ∈ Σ+
2 7→ xϵ ∈ Λµ

is a bijection, which is bicontinuous w.r.to the standard topology on Σ+
2 and the induced topology on Λµ. It thus

realizes a topological conjugacy between the full shift (Σ+
2 , σ) and the restriction qµ � Λµ. In particular, this

shows that the set Λµ is a fully disconnected set. The contractivity of the fi shows that qµ � Λµ is expanding.
The set Λµ is then called a hyperbolic repeller.

The case 4 < µ < 2 +
√

5 is a little more delicate to treat, but the conclusion is the same. �

2.8. Smale’s (linear) horseshoe. We now construct a 2-dimensional invertible map, which is an analogue of
the polynomial maps qµ (µ > 4) studied in the previous section.

Smale’s horseshoe can be defined as an injective (non surjective) map on a “stadium domain” D ⊂ R2, split
between the two half-circles D1, D5 and the central square R is split between three vertical rectangles D2, D3, D4

of height 1 and width = 1/3. The main assumptions on f are the following:

(1) f�D2 and f�D4 are similarities, which stretch vertically by a factor λ < 1/2 and expand horizontally by
a factor µ > 3, such that f(D2) and f(D4) intersects both D1 and D5.

(2) the map f�D3 is nonlinear, f(D3) is contained in D1.
(3) f(D1) and f(D5) are contained in D5.

The map f is not surjective on D, but f : D → f(D) is injective.

The preimage f−1(R) splits into two disjoint rectangles R0 ⊂ D2, R1 ⊂ D4 of width µ−1 and height 1.

The backwards images of each of these rectangles f−1(Ri) is the union of two vertical rectangles of width
µ−2 and height 1 contained in R0 and R1, so that Rϵ0 ∩ f−1(Rϵ1) is such a rectangle. By iteration, the sets
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Rϵ0 ∩ f−1(Rϵ1) ∩ f−2(Rϵ2) ∩ · · · ∩ f−n+1(Rϵn−1) are vertical rectangles of width µ−n and height 1. For each
sequence α ∈ Σ+

2 , the set
Rα =

∩
j≥0

f−j(Rαj )

is a vertical segment of height 1 contained in Rϵ0 . The set H− def=
∪

α∈Σ+
2
Rα =

∩
j≥0 f

−j(R) is the product of
a horizontal Cantor set by the union of two vertical intervals. It is made of points x whose forward trajectory
always remains in R.

Similarly, for any ϵ−n · · · ϵ−1 the set Rϵ−n···ϵ−1· =
∩n

j=1 f
j(Rϵ−j ) is a rectangle of height λn and width 1 contained

in R. For each ϵ ∈ Σ−
2 , the set Rϵ· =

∩∞
j=1 f

j(Rϵ−j ) is a single horizontal segment (of width 1). The union of

these segments H+ def=
∪

ϵ∈Σ−
2
Rϵ· =

∩
j≥0 f

j(R) is the product of a vertical Cantor set by a horizontal segment.

Hence, the intersection Λ = H+ ∩H− is the product of two Cantor sets. It is made of all points whose (forward
and backward) trajectories always remain in R. Let us now take β = ϵ · α ∈ Σ2 a bi-infinite sequence. By
construction, the intersection Rβ =

∩
j∈Z f

−j(Rβj ) is a single point xβ = π(β), which is characterized by the
property

f j(xβ) ∈ Rβj , ∀j ∈ Z.

The map π : β ∈ Σ2 7→ xβ ∈ Λ is a bicontinuous bijection, which conjugates the two-sided full shift (Σ2, σ)
with the (invertible map) f � Λ.

By construction, at each point x ∈ Λ the linearized map df(x) =

(
µ 0
0 λ

)
is the same. This shows that each

x ∈ Λ is a hyperbolic point, with E+
x the horizontal direction (resp. E−

s the vertical direction). Λ is therefore
a hyperbolic set (a compact, invariant set such that each x ∈ Λ is hyperbolic, see §6.1).

2.8.1. Markov partition. The sets Ri = Ri ∩ Λ , i = 0, 1 are rectangles in the usual sense, but also in the sense
of the local product structure of hyperbolic dynamics (see §6.3): for each x, y ∈ R, the unique point

[x, y] def= W−
loc(x) ∩W

+
loc(y)

also belongs to R. Hence, in 2 dimensions the boundaries of R are made of unstable and stable segments.

Obviously, one has Λ = R0⊔R1. From such a partition, one can always obtained refined partitions {Rα·ϵ, |α| = |ϵ| = n}.
Due to the hyperbolicity of f , it is easy to show that the diameters of the Rα·ϵ decreases exponentially with
n, so that to each bi-infinite sequence β will be associated at most a single point x(β). What is not obvious in
general is to determine which sequences β are allowed (that is, effectively correspond to a point). The answer
is relatively simple provided the rectangles Ri form a Markov partition:

(1) int(Ri) ∩ int(Rj) = ∅ if i ̸= j .
(2) if x ∈ int(Ri) and f(x) ∈ int(Rj) then W+

Rj
(f(x)) ⊂ f(W+

Ri
(x))

(3) if x ∈ int(Ri) and f(x) ∈ int(Rj) then f(W−
Ri

(x)) ⊂W−
Rj

(f(x)).

In the present case, the first property is obvious because R0,R1 are disjoint. Each unstable leaf W+
Ri

(x) consists
in the intersection between a horizontal segment of length µ−1 and Λ; its image through f is the union of two
such segments, one intersecting R0 all along, the other intersecting R1 all along, so the second property is OK.
Similarly W−

Ri
(x) is a vertical segment of length 1 intersecting Λ, its image is a vertical segment of length λ

intersecting Λ, and fully contained in either R0 or R1, so the third property is OK.

Lemma 2.13. The above properties of the partition imply the following “Markov” property:

if fm(Ri) ∩Rj ̸= ∅ and fn(Rj) ∩Rk ̸= ∅, then fn+m(Ri) ∩Rk ̸= ∅.
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Exercise 2.14. Describe the unstable and stable manifolds of x ∈ Λ, defined by

W±(x) =
{
y ∈ D, dist

(
f∓n(x), f∓n(y)

) n→+∞−−−−−→ 0
}
.

2.9. Hamiltonian flows. In this section we add up some more structure on the manifold X. We assume that
X is a symplectic manifold, namely it is equipped with a nondegenerate closed antisymmetric two-form ω (X is
then necessarily even-dimensional and orientable). The simplest case is the Euclidean space X = T ∗Rd ≃ R2d,
with coordinates x = (q, p), and symplectic form ω =

∑d
i=1 dpi ∧ dqi. A more general example is that of the

cotangent bundle X = T ∗M over a manifold M . One can then define ω as above in each coordinate chart
(qi, pi). One checks that the formula is invariant through a change of coordinates y = ϕ(q), ξ =t dϕ−1(y) · p.
Notice that these phase spaces are noncompact.

A Hamiltonian is a function H(q, p) ∈ C∞(X), which represents the “energy” of the particle. It generates a
Hamiltonian vector field XH on X, given by dH = ω(·, XH), that is

XH(q, p) =
∑

i

∂H(q, p)
∂pi

∂

∂qi
− ∂H(q, p)

∂qi

∂

∂pi
.

This vector field generates a flow, that is trajectories (q(t), p(t)) satisfying

q̇i
def=

dqi
dt

=
∂H(q, p)
∂pi

, q̇i
def=

dpi

dt
= −∂H(q, p)

∂qi
.

Let us take the differential of these equations:

dq̇i =
∂2H(q, p)
∂qj∂pi

dqj +
∂2H(q, p)
∂pj∂pi

dpj , dṗi = −∂
2H(q, p)
∂qk∂qi

dqk − ∂2H(q, p)
∂pk∂qi

dpk,

so the variation of
∑

i dqi ∧ dpi is simply

dq̇i ∧ dpi + dqi ∧ dṗi =
(
∂2H(q, p)
∂qj∂pi

dqj +
∂2H(q, p)
∂pj∂pi

dpj

)
∧ dpi − dqi ∧

(
∂2H(q, p)
∂qk∂qi

dqk − ∂2H(q, p)
∂pk∂qi

)
= 0,

meaning that the flow preserves the symplectic form (the terms dpj ∧ dpi vanish because ∂2H(q,p)
∂pj∂pi

is symmetric;
idem for dqi ∧ dqk). As a byproduct, the natural volume element dvol =

∏
dqidpi ≃

∧
i dqi ∧ dpi = 1

d! ω
d is also

preserved by the flow (Liouville theorem).

The energy of the particle is constant along a trajectory:

Ḣ =
∑

i

∂H

∂qi
q̇i +

∂H

∂pi
ṗi = 0.

It thus makes sense to restrict the dynamics to individual energy shells H−1(E) = {(q, p) ∈ X, H(q, p) = E}.
In the cases where H−1(E) is compact, we are back to the study of a flow on a compact manifold. The Liouville
measure dµE = δ(H(q, p) − E)dvol supported on H−1(E) is flow-invariant.

Geodesic flow on a manifold. A particular case of Hamiltonian flow on a Riemannian manifold (M, g) is provided
by the free motion: it corresponds to the Hamiltonian

H(q, p) =
∥p∥2

g

2
=

1
2

∑
Gijpipj .

(here the metric g acts on the cotangent bundle T ∗M , so in coordinates it corresponds to the matrix G = g−1,
where g = (gij) represents the metrics on TM : ds2 =

∑
ij gijdxidxj). The dynamics on the unit cotangent

bundle H−1(1/2) = S∗M (that is, the set of points with unit momenta), is equivalent with the geodesic flow,
which lives on the space SM of unit velocities. The Liouville measure on S∗M is the lift of the Lebesgue
measure on M .
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Figure 2.4. A Euclidean billiard and its associated billiard map

Depending on the topology of M and the riemannian metric g on it, the dynamical properties of the geodesic
flow can be quite diverse. One interesting class of manifolds are the manifolds (M, g) such that the sectional
curvature K is everywhere negative (each embedded plane locally looks like a saddle). This negativity implies
a uniform hyperbolicity of the dynamics, so that the full energy shell S∗M is a hyperbolic set (see §6.1).

Euclidean billiards. Another possibility is to restrict the motion of the free particle inside a bounded region of
(M, g), with specular reflection at the boundaries. For instance, a bounded connected domain D ⊂ R2 is called
a Euclidean billiard. The particle moves with velocity |q̇| = 1 along straight lines inside the domain, and is
reflected when touching the boundary (if the boundary if C1, the reflection is well-defined everywhere). The
motion of the particle is restricted to the compact phase space S∗D. Its qualitative features only depend on
the shape of D. For instance, the billiard flow in the stadium billiard (see fig. 2.4) is known to be ergodic and
mixing w.r.to the Liouville measure.

A natural Poincaré section for the billiard dynamics is the bounce map (or billiard map): it only collects the
points where the particle bounces on the boundary, as well as the angle φ ∈ [−π/2, π/2] of the outgoing velocity
with the inwards normal vector to the boundary:

(s, sinφ) 7→ (s′, sinφ′).

That this map preserves the symplectic form ω = cos(φ)dφ ∧ ds on the reduced phase space B∗S, where
S ≃ [0, L) is the perimeter, and B∗S = {s ∈ S, sinφ ∈ [−1, 1]} its unit cotangent ball.

2.10. Gradient flows. Let (X, g) be a Riemannian manifold, and F a smooth real function on X. The gradient
of the function F is the tangent vector given (in local coordinates) by

∇F (x) = G(x)


∂F/∂x1

...
∂F/∂xd

 ,

where G = g−1. This vector is orthogonal to the level sets of F . The flow generated by the vector field ∇F
is called the gradient flow of F . The function F decreases along all trajectories, strictly so except at the fixed
points, which are the critical points of F .
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3. Recurrences in topological dynamics

We will now define some particular long-time properties of a continuous map f on a compact metric space X.
In a first step, we will only consider the topological properties of the dynamics.

3.1. Recurrences. Consider an initial point x ∈ X. If its iterates fn(x) leave a neighbourhood of x for ever
(that is, for every n > N), then the point x is said to be non-recurrent. To better describe this property, it
is convenient to introduce the ω-limit set of x (denoted by ω(x)), which is the set of points y ∈ X such that
the forward trajectory (fn(x))n≥0 comes arbitrary close to y infinitely many times4. If f is invertible, then the
α-limit set of x is defined similarly w.r.to the backward evolution.

Exercise 3.1. For each x the set ω(x) is nonempty, closed and invariant.

Example 3.2. Consider the gradient flow of F on a compact manifold X. For any x, the set ω(x) consists of
fixed points, that is critical points of F . One can show that for each x, the set ω(x) is either a single point, or
an infinite set of points.

Definition 3.3. A point x such that x ∈ ω(x) is called recurrent. The set of such points is denoted by R(f).

Example. A periodic point such that fn(x) = x for some n > 0 is obviously recurrent: the set ω(x) is then
the (finite) periodic orbit.

Example 3.4. Let x0 be a hyperbolic fixed point of a diffemorphism f . Assume x0 admits a homoclinic point,
that is a point x1 ̸= x0 such that fn(x1)

n→±∞−−−−−→ x0. In that case, ω(x1) = α(x1) = x0. The point x0 is
recurrent, but x1 is not.

The set of recurrent points R(f) is invariant w.r.to f , but in general it is not a closed set. For this reason, it is
more convenient to use a weaker notion of recurrence:

Definition 3.5. A point x ∈ X is called nonwandering if, for any (small) neighbourhood U(x), there exists
arbitrary large n > 0 such that fn(U(x)) ∩ U(x) ̸= ∅. (equivalently, fn(U(x)) will intersect U(x) infinitely
many times). The set of nonwandering points is denoted by NW (f).

Exercise 3.6. The set NW (f) is closed and invariant. It contains the recurrent points R(f), as well as the ω-
and α-limit sets of all x ∈ X.

The set of nonwandering points is the locus of the “interesting part” of the dynamics. A region of phase space
outside NW (f) can only welcome some “transient” dynamics, but after a while the trajectory will leave that
region.

One aim of topological dynamics is to understand the structure of closed invariant sets.

Definition 3.7. A closed, invariant set ∅ ≠ Y ⊂ X is minimal if it does not contain any proper subset which
is also closed and invariant.

Equivalently, for any x ∈ Y the orbit O+(x) is dense in Y .(=⇒every point in a minimal set is recurrent).

Example. The simplest example of minimal set is a periodic orbit. On the other hand, it is easy to see that
the full circle S1 = X is minimal for an irrational rotation fα.

Proposition 3.8. Any continuous map f : X → X admits a minimal set Y ⊂ X.

4Equivalently, there is a sequence (nk)k≥1 such that fnk (x)
k→∞→ y.
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The next notion describes whether the dynamics acts “separately” on different parts of X.

Definition 3.9. Let f : X → X be a continuous map. f is said to be topologically transitive if there exists an
orbit5 {fn(x0), n ∈ N} which is dense in X. Equivalently, for any (nonempty) open sets U, V , there is a time
n ≥ 0 such that fn(U) ∩ V is not empty.

Example 3.10. Irrational rotations on S1, linear dilations Em on S1, hyperbolic automorphisms on Td, qua-
dratic maps qµ (µ > 4) on the trapped set Λµ, full shifts Σ(+)

m are topologically transitive.

A topological Markov chain Σ+
A is topologically transitive if the matrix A is irreducible.

3.2. What is a “chaotic system”? There is no mathematically precise notion of “chaos”. One could consider
an irrational translation as being “chaotic”, because single trajectories explore the full phase space. Still, under
“chaotic” one generally assumes that all (or at least, many) trajectories enjoy a sensitive dependence to initial
conditions. This property could be phrased as follows: on a subset X ′ ⊂ X there exists a distance δ > 0 such
that, for any x ∈ X ′ and any (small) distance ϵ > 0, there are y ∈ X and n ≥ 0 such that dist(x, y) ≤ ϵ and
dist(fn(x), fn(y)) ≥ δ.

This property (which concerns points at finite distances) is often replaced by the notion of Lyapunov expo-
nents, which concern the growth of infinitesimal distances for a differentiable map f on a smooth manifold
X:

∀x ∈M, ∀v ∈ TxX, χ(x, v) def= lim sup
n→∞

∥dfn(x)v∥.

Eventhough the two notions are not equivalent, in practice

sensitive dependence to initial conditions ≃ positive Lyapunov exponents.

The next property expresses a stronger form of sensitivity to initial conditions than above.

Definition 3.11. A map (resp. homeomorphism) is expansive iff there exists δ > 0 such that, for any two
distinct points x ̸= y, there exists n ∈ N (resp. n ∈ Z) such that dist(fn(x), fn(y)) > δ. The largest such δ is
called the expansiveness constant of f .

Compared with the previous definition of “sensitivity”, we do not need to assume that x ∈ X ′, and the future
separation is true for any y close to x.

Obviously, the rotations (like any isometry) are not expansive. The other examples (which contain some
hyperbolicity) are expansive.

This rather innocent-looking property implies a stronger consequence:

Proposition 3.12. Let f be an expansive homeomorphism on an (infinite) compact metric space X. Then
there exists x0 ̸= y0 such that dist(fn(x0), fn(y0))

n→∞→ 0.

The next property is again a form of recurrence, which looks quite similar with topological transitivity.

Definition 3.13. A continuous map f : X → X is said to be topologically mixing iff for any nonempty open
sets U, V , there exists a time N > 0 such that for any n ≥ N one has fn(U) ∩ V ̸= 0.

This property describes a quite different phenomenon from topological transitivity. Consider a small open set
U ⊂ X, and a finite open cover X = ∪J

j=1Vj . Topological transitivity tells us that a small open set U will,
through the map f , intersect each Vj in the future: the dynamics will carry U through the whole phase space.

5If f is a homemorphism and X has no isolated point, this is equivalent to assuming that there is a dense full orbit {fn(x0), n ∈ Z}.
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However, the different parts of phase space can be visited at different times. On the opposite, topological mixing
implies the existence of some N > 1 such that, for any n ≥ N , the set fn(U) intersects all Vj simultaneously.
This shows that for such large times, the set fn(U) has been stretched by the dynamics so that it (roughly)
covers the whole phase space.

Example 3.14. The rotations on S1 are not topologically mixing. Dilations Em on S1, hyperbolic automor-
phisms on Td, full shifts Σ(+)

m are topol. transitive. A topological Markov chain Σ(+)
A is topologically mixing if

the adjacency matrix A is primitive.

We will see later that the notions of topological transitivity and topological mixing have natural counterparts
in the framework of measured dynamical systems, namely ergodicity and mixing. Also, the notion of Lyapunov
exponent acquires a crucial role in that framework.

3.3. Counting periodic points. In the case where the number or periodic orbits of period n is finite for all
n > 0, one is interested in counting them as precisely as possible, at least in the limit n≫ 1. Such counting is
obviously a topological invariant of the system.

For many systems of interest, the number of periodic points grows exponentially with n. It thus makes sense
to define the rate

(3.1) p(f) def= lim sup
n→∞

1
n

log ♯Fix(fn).

Inspired from methods from number theory, one can use various forms of generating functions to count periodic
points.

Definition 3.15. If a map f has finitely many n-periodic points for each n, we can associate to f the zeta
function

ζf (z) def= exp
∑
n≥1

zn

n
♯Fix(fn)

=
∏
γ

(1 − z|γ|)−1 Euler product

= exp zg′f (z), gf (z) =
∑
n≥1

zn ♯Fix(fn) is a generating function.

The Euler product on the second line is taken over primitive orbits only.

The analytical properties of ζf provide informations on the statistics of long periodic orbits. For instance, the
radius of convergence for ζf is given by r = 1

p(f) , where ζf develops a singularity (usually a pole).

Exercise 3.16. For the SFT ΣA, show that ζ(z) = 1
det(1−zA) . AssumingA is primitive, compute the asymptotics

for ♯Fix(fn).
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4. Measured dynamical systems: ergodic theory

So far the only structure we have assumed on phase space is a distance (inducing a topology, that is a notion of
continuity), and a differentiable structure (implying that one can linearize the dynamics locally at each point).

In this section we impose an additional structure on the phase space: a probability measure.

4.1. What is a measure space? To define measures on X, one must first decide of which subsets of X
are measurable. Such sets form a σ-algebra U (closed under countable union and complement). A measure
µ is a nonnegative σ-additive function on U: for any coutable family of disjoint sets (Ai ∈ U), one must have
µ(∪iAi) =

∑
i µ(Ai). A probability measure satisfies µ(X) = 1. The triplet (X,U, µ) is called a measure space.

In case µ(X) = 1, it is called a probability space.

The main point of measure theory is the following:

Null sets (that is sets A such that µ(A) = 0) are totally irrelevant. The complement of a null
set is a set of full measure.

A property is said to be true almost surely (a.s.), or almost everywhere (a.e.), if it holds on
the complement of a null set.

Definition 4.1. A map (or transformation) T : X → X is said to be measurable iff for any measurable set A,
the preimage T−1(A) is also measurable. The measure µ is said to be invariant w.r. to f (or equivalently, T is
said to be measure-preserving) iff for any measurable set A, one has µ(T−1(A)) = µ(A).

We call M(X) the set of probability measures on X, and M(X,T ) the set of invariant probability measures.
We will see below (Thm. 4.5) that the latter set is nonempty if T is a continuous transformation. Both sets are
compact w.r.to the weak topology on measures, meaning that from any sequence of probability measure (µn)
one can extract a subsequence (µnk

) converging to a measure (resp. an invariant measure) µ.

The sets M(X), M(X,T ) are obviously convex.

Two measure spaces (X,U, µ) and (Y,B, ν) are said to be isomorphic iff there exists subsets X ′ ⊂ X, Y ′ ⊂ Y

of full measure, and measure-preserving bijection ψ : X ′ → Y ′. From such an isomorphism, one easily defines
the notion of isomorphy between transformations S : X → X and T : Y → Y .

Let us be more specific with our measure spaces. Since our space X is already equipped with a topology, the
most natural σ-algebra on it is the Borel σ-algebra B, which contains all open and all closed sets. From now
on we will exclusively consider this σ-algebra. A measure µ on B is called a Borel measure. A point x ∈ X is
called an atom if µ({x}) > 0. On Euclidean space (or by extension, on a Riemannian manifold), the measure
inherited from the metric structure is the Lebesgue measure.

The probability spaces we will encouter are all Lebesgue spaces: they are isomorphic with some interval [0, a]
equipped with the Lebesgue measure, plus at most countably many atoms.

Remark 4.2. If X is a domain on Rd or a Riemannian manifold, one should not confuse the notion “Lebesgue
space” with the fact that µ is absolutely continuous w.r.to the Lebesgue measure on X: the isomorphism f is by
no means required to be continuous! For instance, the 1/3-Cantor set C equipped with its standard Bernouilli
measure is a Lebesgue space, eventhough its measure looks “fractal”. Also, the unit square [0, 1]2 equipped with
the Lebesgue measure is isomorphic with the unit interval [0, 1] equipped with Lebesgue (Exercise).

The first major result of ergodic theory concerns recurrence properties (now expressed in terms of measurable
sets).
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Theorem 4.3. [Poincaré recurrence theorem]

Assume T is a measure-preserving transformation on the probability space (X,U, µ). Consider A ⊂ X a mea-
surable set. Then, for (µ-)almost every x ∈ A, the trajectory {Tn(x), n ≥ 0} will visit A infinitely many times.

Proof. Consider the set
B = {x ∈ A, Tn(x) ̸∈ A, ∀n > 0} = A \

∪
n>0

T−n(A).

That set is measurable, and T−k(B) contains points such that T k(y) ∈ A but T k+n(y) ̸∈ A for any n > 0,
hence the T−k(B) are all disjoint. On the other hand, they have the same measure as B, so deduces that
µ(B) = 0. �

If we now assume that X is a metric space, µ is a Borel measure and T : X 	 is continuous and preserves µ, we
deduce that (µ−)almost every point x is recurrent (in the topological sense). As a result, the support6 of the
measure µ is contained in the closure of the recurrence set, which is itself contained in the nonwandering set.

One has µ(X \ suppµ) = 0, and any set of full measure is dense in suppµ. By definition, any nonempty open
set A ⊂ suppµ has positive measure.

4.1.1. Observables on a measure space.

Remark 4.4. On a measure space (X,U, µ) the natural “observables”, or “test functions” are measurable functions
f : X → R, preferably with some bounded growth: in general one requires them to belong to some Banach
space f ∈ Lp(X,µ) (1 ≤ p ≤ ∞). To check whether f ∈ Lp(X,µ) one only needs to control f on a set of full
measure7. Among the Banach spaces the Hilbert space L2(X,µ) will play a particular rôle.

For some refined properties (e.g. exponential mixing), one often needs to require stronger regularity properties
on the observables.

4.2. Existence of invariant measures. Since the following section will deal with invariant measures, the first
relevant question concerning a given transformation T is:

Given a measurable map T on X, does it always admit an invariant measure?

In full generality, the answer is NO. A simple example is provided by the following map on S1 ≡ (0, 1]:

f(x) = x/2, x ∈ (0, 1].

This map is discontinuous at the origin. The following theorem shows that continuity of T is a sufficient
condition to insure the existence of some invariant measure.

Theorem 4.5. [Krylov-Bogolubov]Let T : X 	 be continuous on the compact metric space X. Then there exists
a T -invariant Borel probability measure µ on X.

Proof. The proof uses some compactness arguments. For any function f ∈ C(X), we define the Birkhoff averages

(4.1) fn =
1
n

n−1∑
j=0

f ◦ T j , n ≥ 1.

6supp µ is the intersection of all closed sets of full measure. Equivalently, its complement is the union of all null open sets.
7More precisely, the elements of Lp are equivalence classes of functions, f ∼ g iff f(x) = g(x) almost everywhere.
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Fix a point x ∈ X, and consider a dense countable set (φm)m≥1 in C(X). For each φm, the sequence
((φm)n(x))n≥0 is bounded, so it admits a convergent subsequence. By the diagonal trick, we can extract a
subsequence nk such that

∀m ≥ 1, lim
k→∞

(φm)nk
(x) = J(φm) exists.

By density of (φm) inside C(X), this limit exists as well for any continuous function φ, and defines a linear,
bounded, positive functional J(•) on the space of continuous functions. By the Riesz representation theorem,
J(φ) =

∫
φdµ where µ ∈ M(X). Besides, we have

∀n, φ, (φ ◦ T )n(x) =
1
n

n∑
j=1

φ ◦ T j(x) = φn(x) +
φ ◦ Tn(x) − φ(x)

n
,

so that J(φ) = J(φ ◦ T ), or equivalently
∫
φdµ =

∫
(φ ◦ T ) dµ for any continuous φ. This last property makes

sense because T is continuous, and is equivalent with the invariance of µ. �

4.3. Ergodicity.

4.3.1. Formal definition. The notions of ergodicity and mixing describe the asymptotic properties of the action
of a transformation on observables: this action can be expressed through the operator UT (f) def= f ◦T on Lp(µ).
From the invariance of µ, this operator is an isometry on Lp(µ): ∥UT (f)∥p = ∥f∥p. If T is invertible, the inverse
U−1

T = UT−1 is also an isometry; in particular, UT is then a unitary operator on the space L2(µ).

A function f is said to be essentially invariant through T iff the set {x ∈ X, f(T (x)) = f(x)} has full measure.
A measurable set A ⊂ X is invariant through T iff T−1(A) = A, and essentially invariant iff µ

(
T−1(A)∆A

)
= 0

8.

We start by giving a formal definition of the notion of ergodicity. A more “physical” definition will be given in
the following section.

Definition 4.6. A measure-preserving transformation T : X 	 on a probability space (X,U, µ) is ergodic
(w.r.to the invariant measure µ) iff any (essentially) invariant measurable set A has measure zero or unity.

Proposition 4.7. T is ergodic iff any (essentially) invariant function f ∈ Lp(X,µ) is constant almost every-
where. Ergodicity can thus be expressed as a spectral statement for the operator UT on Lp: T is ergodic iff
ker(UT − 1) is one-dimensional.

We have already seen that a measure-theoretic form of recurrence holds for any measure-preserving transforma-
tion. Ergodicity, on the other hand, is the measure-theoretic counterpart of topological transitivity: it implies
that any set A of positive measure will, in the course of evolution, visit the full phase space (up to a null
set). But the statement can be made much more quantitative: each region of phase space is visited at an
asymptotically precise frequency, which is proportional to its µ-volume.

We will denote by Me(X,T ) the set of ergodic invariant probability measures.

Proposition 4.8. Me(X,T ) exactly consists of the extremal points in the convex set M(X,T ), that is the
measures which cannot be expressed as a convex combination of two different measures.

Proof. Assume µ is not ergodic, so that there exists A ⊂ X invariant with 0 < µ(A), 0 < µ({A). µ is then the
linear combination of the two invariant measures µ�A

µ(A) ,
µ�{A
µ({A)

, so it is not extremal.

8A∆B = A \ B ∪ B \ A) is the symmetric difference between the sets A, B.



24 STÉPHANE NONNENMACHER

On the opposite, assume µ is ergodic, and µ = pµ1 + (1 − p)µ2, with µ1, µ2 ∈ M(X,T ) and µ1 ̸= µ2.
The two measures µi are absolutely continuous w.r.to µ, in particular dµ1 = ρ1 dµ, ρ1 ∈ L1(µ). Call E def=
{x ∈ X, ρ1(x) < 1}. The identity µ1(E) = µ(T−1E) implies µ1(E \ T−1E) = µ1(T−1E \ E), that is∫

E\T−1E

ρ1 dµ =
∫

T−1E\E

ρ1 dµ.

From the assumption ρ1 < 1 on E, one deduces that µ(E \ T−1E) = µ(T−1E \ E) = 0, meaning that E is
essentially invariant. From the ergodicity assumption, we must have µ(E) = 0 or µ(E) = 1. In the latter
case, µ1(X) = µ1(E) < 1, a contradiction. Therefore, µ(E) = 0. The same proof shows that the set F def=
{x ∈ X, ρ1(x) > 1} is null. Hence, µ = µ1. �

The convexity of M(X,T ) has a stronger consequence:

Theorem 4.9. [Ergodic decomposition] Every invariant Borel measure µ can be decomposed into a (possibly
countable) convex combination of ergodic invariant measures. There exists a Borel probability measure τµ on
the set Me(X,T ), such that

(4.2) µ =
∫
Me(X,T )

mdτµ(m).

4.3.2. Birkhoff averages. The initial goal of ergodic theory was the study of the Birkhoff averages (or time
averages) fn of an observable f . If f is invertible, we may as well define the average in the past direction,
f−n = (f−1)n. Ergodic theory wants to determine whether, and in which sense these averages admit well-
defined limits when n→ ∞.

The easiest analysis of this problem uses a “quantum-like” analysis (in the sense of “operator theory on L2”).

Theorem 4.10. [Von Neumann] Assume the transformation T preserve the measure µ on X. For any f ∈
L2(µ), the Birkhoff averages fn converges in L2 to a function f̄ ∈ L2(µ). The latter is invariant through T ,
and one has

∫
f dµ =

∫
f̄ dµ.

If T is invertible, then f−n converges (in L2) towards the same function f̄ . The function f̄ is called the ergodic
mean of f .

Proof. Due to the isometry of UT , the Hilbert space H = L2 splits orthogonally between the invariant subspace
H0 = ker(UT − 1) and H1 = Ran(UT − 1). As a result, one has

lim
n→∞

1
n

n−1∑
j=0

U j
T = Π0,

where Π0 us the orthogonal projector on H0 (the limit holds in the strong operator topology). As a consequence,
for any initial observable f ∈ H, the time averages fn converge (in L2) towards f̄ def= Π0f . If UT is unitary, one
easily checks that f−n has the same limit. Notice that the function f̄ is an element of L2, so it is defined a.e. �

Corollary 4.11. [Von Neumann] Assume the transformation T is ergodic w.r.to the invariant measure µ. Then
the ergodic average f̄ is constant a.e.:

f̄(x) =
∫
f(x) dµ(x) µ− a.e.

The converse also holds.

The convergence of the time averages fn towards an essentially constant function f̄ equal to the space average of
f is indeed what physicists have in mind by “ergodicity”. Still, the convergence described in the above corollary
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(in the L2 sense: ∥fn − f̄∥2
n→∞→ 0) is rather “weak”. A more “physical” type of convergence is expressed by the

following theorem.

Theorem 4.12. [Birkhoff Ergodic Theorem] For any observable f ∈ L1(µ), the limit

f̄(x) = lim
n→∞

fn(x) exists for a.e.x,

is in L1 and is T -invariant, satisfying
∫
f dµ =

∫
f̄ dµ. (if f ∈ L2, this limit is the same as in the Von Neumann

theorem).

If T is invertible, then f−n (x) also converges to f̄(x) a.e.

Proof. This proof uses some “nontrivial” measure theory. Consider the sub σ-algebra I made of µ-invariant
sets, and its restriction µI on I. From an observable f one constructs the signed measure fµ, and its restriction
(fµ)I on the σ-algebra I. This restriction is absolutely continuous w.r.to µI , and we call its Radon-Nikodym
derivative fI =

[
(fµ)I

µI

]
. This is a function which is I-measurable, hence T -invariant. Our aim is to show that

fn(x) → fI(x) a.e.

Define the increasing sequence of functions Fn(x) def= maxk≤n kfk(x). For a given x ∈ X, the sequence
(Fn(x))n≥1 is either bounded, or it diverges; the latter case defines the (invariant) set Af . From the obvi-
ous Fn+1 − Fn ◦ T = f − min(0, Fn ◦ T ) ↓ f , so by dominated convergence one has

0 ≤
∫

Af

(Fn+1 − Fn) dµ n→∞→
∫

Af

f dµ =
∫
fI dµI .

Starting from some observable φ ∈ L1(µ), we apply the above reasoning to f = φ − φI − ϵ. Obviously
fI ≡ −ϵ < 0, so the above inequality shows that µ(Af ) = 0. One obviously has fn ≤ Fn

n , so for any x ̸∈ Af

(that is, for µ-a.e. x) one has

lim sup
n

fn(x) = lim sup
n

φn − φI − ϵ ≤ lim sup
Fn(x)
n

≤ 0,

and hence lim supn φn(x) ≤ φI(x) + ϵ. a.e. Since this holds for any ϵ > 0, we have lim supn φn(x) ≤ φI(x) a.e.
Applying the same reasoning to the observable −φ, we get lim infn φn ≥ φI a.e. The two inequalities show that
limφn(x) = φI(x) a.e. �

We end up this section on a connexion with topological dynamics. As we had noticed above, ergodicity is a
measure-theoretic analogue of topological transitivity (∃ a dense orbit). We see below that this analogue is
actually much more precise.

Proposition 4.13. If T : X 	 is a continuous map, ergodic w.r.to µ, then the orbit of µ-a.e. point is dense in
suppµ.

4.4. Mixing. We now come to stronger chaotic properties.

Definition 4.14. A measure-preserving transformation T : X 	 on a probability space (X,U, µ) is mixing
(w.r.to the invariant measure µ) iff for any measurable sets A,B, one has

(4.3) lim
n→∞

µ(T−n(A) ∩B) = µ(A)µ(B).

Equivalently, for any bounded measurable functions f, g, one has

lim
n→∞

∫
f(Tn(x)) g(x) dµ(x) =

∫
f(x) dµ(x)

∫
g(x) dµ(x).
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This mixing property characterizes how the statistical correlations between two subsets A,B (resp. two
observables f, g) evolve with time: mixing means that the correlations decay when the time n → ∞. The
system becomes “quasi-Markovian” in the long-time limit.

By a standard approximation procedure, one can show that

Proposition 4.15. T is mixing iff, for any complete system Φ of functions in L2(µ) and any f, g ∈ Φ, one has

lim
n→∞

∫
f(Tn(x)) g∗(x) dµ(x) =

∫
f(x) dµ(x)

∫
g∗(x) dµ(x).

This property is at the heart of what is often understood by “chaos”. It shows that, for any initial set A , each
long time iterate Tn(A) meets all regions of phase space. Split X into N components Bj of positive measures,
and considers an initial set A of positive measure. Then, mixing means that for n large enough, the long time
iterate Tn(A) meets all sets Bj , and it does so approximately in a µ-distributed way.

Definition 4.16. This measure-theoretic notion is more precise than the corresponding topological notion.

Proposition 4.17. If a continuous map f is mixing w.r.to an invariant measure µ, then it is topologically
mixing on suppµ. (the converse is not necessarily true, but counterexamples are “pathological”).

Definition 4.18. A measure-preserving transformation T is weak mixing w.r.to the measure µ iff for any two
measurable sets A,B one has

lim
n→∞

1
n

n−1∑
j=0

∣∣µ(T−j(A) ∩B) − µ(A)µ(B)
∣∣ = 0.

Equivalently, there exists a set J ⊂ N of density one, such that

lim
J∋n→∞

µ(T−n(A) ∩B) = µ(A)µ(B).

This notion appears less natural than mixing. It has the advantage to be easily expressible in terms of the
isometry UT :

Proposition 4.19. Let T be an invertible measure-preserving transformation. T is weakly mixing w.r.to µ iff
the isometry UT : L2(µ) 	 has no eigenvalue except unity, which is simple.

The 3 properties defined so far notions are clearly embedded:

Proposition 4.20. Mixing implies weak mixing, which implies ergodicity.

Proof. That mixing implies weak mixing is obvious. Assume A ∈ U is invariant. Then, one has 0 = µ(A∩{A) =
µ(A)µ({A), so µ(A) = 0 or µ(A) = 1. �

4.5. Examples of ergodic and mixing transformations. We can now scroll our list of examples and study
their measure-theoretic properties w.r.to some “natural” invariant measures. Quite often, mixing or ergodicity
will be easier to prove from the “observable” point of view than the “subset” point of view.

4.5.1. Rotations on S1. A natural invariant measure is the Lebesgue measure µL on S1. We find the same
dichotomy as in §2.3:

(1) if the angle α is rational, µL is not ergodic. Besides, the map Rα admits many other invariant measures.
(2) if α is irrational, µL is ergodic. To see this, we expand any function f ∈ L2(S1) in Fourier series, and

check whether the function can be invariant. Actually, one can prove that Rα is uniquely ergodic:
µL is its unique invariant measure.
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It is relevant at this stage to introduce a more constraining notion, which applies only to continuous maps.

Definition 4.21. A continuous map T : X 	 is uniquely ergodic iff it admits a unique (Borel) invariant
measure.

Remark 4.22. The unique measure is then automatically ergodic.

One can also characterize unique ergodicity from the behaviour of Birkhoff averages.

Proposition 4.23. A map T : X 	 is uniquely ergodic iff for any continuous observable f ∈ C(X), the Birkhoff
averages fn converge uniformly to a constant when n → ∞. (that constant is equal to

∫
f dµ, where µ is the

unique invariant measure).

Let us turn back to the irrational translations. Any continuous function on S1 can be approximated by a
trigonometric polynomial9 f (K)(x) =

∑
|k|≤K f̂k ek(x), so we only need to prove uniform convergence of Birkhoff

averages for such polynomials. By linearity, we only need to prove it for each individual Fourier mode ek,
k ∈ Z \ 0.

∀n ≥ 1, (ek)n(x) =
1
n

n−1∑
j=0

ek(x+ jα) =
1
n

1 − ek(nα)
1 − ek(α)

ek(x)

=⇒ ∥(ek)n∥∞ ≤ 1
n

2
|1 − ek(α)|

n→∞→ 0.

Remark 4.24. The irrational translation Rα is not weakly mixing. Indeed, any Fourier mode ek is an eigenvector
of URα , with eigenvalue ek(α). The absence of mixing reminds us of the fact that Rα is not topologically mixing.

Irrational translation flow on T2. One can suspend the irrational rotations Rα on S1, using the constant function
τ(x) = 1 as ceiling function: the flow obtained is equivalent with the translation flow T t

α : (x, y) 7→ (x+αt, y+ t)
on T2. This flow is also uniquely ergodic: for any nontrivial Fourier mode em, m = (m1,m2) ̸= (0, 0), one has

(4.4) ∀x ∈ T2,
1
T

∫ T

0

dt em(T t
α(x)) =

1
T

∫ T

0

dt e2iπ(m1α+m2)t em(x) =
1
T

em(α, 1) − 1
m1α+m2

em(x) T→∞→ 0,

so Prop. 4.23 (generalized to flows) implies unique ergodicity of T t
α, the unique invariant measure being Lebesgue.

4.5.2. Linear dilations on S1. We have already noticed that each Em leaves the Lebesgue measure µL invariant,
since for a short enough interval I the preimage E−1

m (I) consists in m intervals of length |I|
m .

Proposition 4.25. The map Em is mixing w.r.to µL.

Proof. We use Proposition 4.15 applied to the Fourier basis {ek, k ∈ Z} of L2(S1). For any two Fourier modes
ek, el, we have

∀n ≥ 0,
∫
ēk el ◦ En

m dµL =
∫
ēk elmn dµL = δk,lmn .

For any fixed (k, l) ̸= (0, 0), this integral vanishes for n large enough, that is converges to
∫
ēk dµL

∫
el dµL. �

One can also show the mixing by using the the topological semiconjugacy (2.1) between Em and the full shift
Σ+

m (see Ex.4.27 below).

9we denote by ek(x) = e2iπkx the k-th Fourier mode on S1.



28 STÉPHANE NONNENMACHER

Exponential mixing. The above proof shows the decay of correlations for any two observables f, g ∈ L2(S1). By
requiring more regularity of the observables, one is often able to have a better control on the speed of decay
of the correlations. In the present case, one can easily show that correlations between Cp observables (p > 0)
decay exponentially. Indeed, for any f ∈ Cp(S1) the Fourier coefficients f̂k decay as

∀k ̸= 0, |f̂k| ≤
∥f∥Cp

|k|p
,

therefore the above computations show that for f, g ∈ Cp one has∣∣∣∣∫ f g ◦ En
m dx− f̂0ĝ0

∣∣∣∣ =
∣∣∣∣∣∣
∑
l ̸=0

f̂−lmn ĝl

∣∣∣∣∣∣ ≤ m−np
∑
l ̸=0

∥f∥Cp ∥g∥Cp

|l|2p ,

showing that the exponential decay of correlations for Cp observables.

One proof proceeds by using the spectral analysis of a transfer operator associated with the dynamics. Above
we have introduced the operator UT : f 7→ f ◦ T , which is an isometry on any Lp. This operator is not very
appropriate to deal with regular observables, since the function f ◦T is generally less singular than f . It is then
more convenient to consider the dual operator LT , defined by∫

f UT g dx =
∫

(LT f) g dx,

which gives (in the case of an expanding map T on S1):

LT f(x) =
∑

y:Ty=x

f(y)
|T ′(y)′|

=
1
m

m−1∑
j=0

f

(
x+ j

m

)
.

The correlations w.r.to the Lebesgue measure can be directly expressed in terms of this transfer operator:∫
f(x) g(Tn(x)) dx =

∫
(Ln

T f)(x) g(x) dx.

The crucial advantage of LT is that its spectrum is quasicompact on any Cp, p > 1: it has a simple eigenvalue
unity, no other eigenvalue on S1, and the rest of the spectrum lies in some smaller disk {|λ| ≤ rp}, with rp < 1.
As a result, for any f ∈ Cp one has the following expansion:

Ln
T f = ⟨1, f⟩1 + rn

pRnf, ∥Rnf∥Cp ≤ C ∥f∥Cp ,

and therefore ∫
(Ln

T f)(x) g(x) dx = ⟨1, f⟩⟨1, g⟩ + Of,g(rn
p ).

In the present case, on can show that rp = m−p: the smoother the observables, the faster the decay.

4.5.3. Full shift Σ(+)
m . One can easily construct shift-invariant probability measures ν on Σ+

m:

Definition 4.26. Consider a probability distribution p = {p0, . . . , pm−1}, satisfying pk ≥ 0,
∑m−1

k=0 pk = 1.
To this distribution is associated a single Borel probability measure νp on Σ+

m, which takes the following weights
on cylinders:

(4.5) ∀n ≥ 1, ∀ϵ1 · · · ϵn, νp(Cϵ1ϵ2···ϵn) =
n∏

i=1

pϵi .

This measure is obviously shift-invariant. It is called the Bernoulli measure associated with the distribution p.
Its statistical meaning is obvious: at each time the particle has a probability pi to be in the slot i, without any
dependence on its past position.
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Let us come back to the dilation Em for a moment. Any σ-invariant measure can then be pulled-back through
π to a measure on S1:

µ = π∗ν ⇐⇒ ∀A ⊂ S1, µ(A) = ν(π−1(A)).

The measure µ is then automatically invariant through Em:

∀A ⊂ T2, µ(E−1
m (A)) = ν(π−1(E−1

m (A)) = ν(σ−1(π−1(A)) = ν(π−1(A)) = µ(A).

Exercise 4.27. The Lebesgue measure µL is the pull-back through π of the Bernoulli measure µpmax
with

pmax =
{

1
m , . . . ,

1
m

}
. The topological semiconjugacy π is a measure-theoretic isomorphism between (Em, µL)

and (Σ+
m, νpmax

).

Proposition 4.28. The full one-sided shift Σ+
m is mixing w.r.to any Bernoulli measure µp.

Proof. We use the fact that the cylinders {Cϵ} generate the topology on Σ+
m, and therefore the Borel σ-algebra.

For any two cylinders Cα, Cβ of lengths m > 0, we have

∀n > m, νp(Cα ∩ σ−nCβ) = νp

 ∪
xm+1,...,xn

Cα1···αmxm+1···xnβ1···βm

 = νp(Cα) νp(Cβ).

Equivalently, the two cylinders have become statistically independent of each other after time m. �

We have exhibited a whole family of mixing (so, in particular, ergodic) probability measures on Σ+
m. Exactly

the same construction can be performed on the two-sided full shift Σm. The following property shows that these
measures are really different from one another.

Proposition 4.29. Any two Bernoulli measures νp ̸= νp′ are singular with one another10.

This result is a particular case of a more general one:

Proposition 4.31. If µ ̸= ν are two ergodic probability measures for a transformation T , then they are mutually
singular.

Proof. The Lebesgue decomposition theorem states that for any pair µ, ν ∈ M(X), the measure µ can be
uniquely split into µ = pµ1 + (1 − p)µ2, where µ1 is absolutely continuous w.r.to ν, while µ2 is singular w.r.to
ν. Since µ and ν are invariant, this decomposition is also invariant: µ1, µ2 ∈ M(X,T ). Because µ is extremal,
one must have p = 0 or p = 1. �

In Prop.4.29 we notice an apparent paradox: the measures µp varies continuously (in the weak-* sense) with
p, but no matter how “close” two measures µp ̸= µp′ are, they are supported on complementary sets. To get
some “feeling” on the nature of these sets, let us concentrate on the case m = 2. For any α ∈ [0, 1], define the
subset Fα

def=
{

ϵ ∈ Σ+
2 ,

#{ϵi=0, i=1,...,n}
n

n→∞→ α
}

. It consists of sequences which have a well-defined asymptotic

frequency to be equal to zero, and this frequency is α. Obviously, Fα ∩ Fβ = ∅ if α ̸= β, and
⊔

α∈[0,1] Fα ⊂ Σ+
2 .

We claim that µ(α,1−α)(Fα) = 1. Equivalently, with µ(α,1−α)-probability 1, a point ϵ ∈ Σ+
2 has asymptotic

frequency α. This property explicitly shows that µ(α,1−α) and µ(β,1−β) are singular.

10

Proposition 4.30. Two measures µ, ν are singular with one another iff, there exists a subset A ⊂ X such that µ(A) = 1 while
ν(A) = 0.
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4.5.4. Linear toral automorphisms. The situation of the linear automorphisms M on Td (with a matrix M ∈
GL(d,Z) is quite similar with the case of Em above. First of all, the Lebesgue measure µL is invariant due to
|det(M)| = 1.

Proposition 4.32. A hyperbolic linear automorphism M is mixing w.r.to µL.

Proof. Once more, we use Prop.4.15 and the Fourier basis
{
em, m ∈ Zd

}
of L2(Td). For any (m,n) ̸= (0, 0),

we have ∫
ēm(x) en(Mnx) dµL(x) =

∫
ēm(x) etMnn(x) dµL(x) = δm,tMnn.

Since the orbits {tMnn, n ∈ Z} all go to infinity due to hyperbolicity, this integral vanishes provided n is large
enough, showing the mixing, and therefore the ergodicity �

A “more intuitive” proof of mixing, which will be easier to generalize to nonlinear Anosov maps, uses the unstable
manifolds of M . Let us restrict ourselves to the 2-dimensional case. To prove mixing, it is sufficient to show
(4.3) with A,B two rectangles aligned with the unstable and stable directions. For n large, M−n(A) is another
rectangle, very elongated along the stable direction (of length l−λn), and very thin (of length l+λ−n) along the
unstable one. It is thus a “thickening” of a long stable segment of length l−λ

n. Since the stable direction is
irrational, stable segments become dense on T2 in the limit of large length; more precisely, the measure carried
by the segment converges to the Lebesgue measure on T2 (this statement is equivalent with (4.4), namely the
unique ergodicity of irrational translation flows).

Remark 4.33. It is also possible to show that correlations decay exponentially for smooth enough observables.
The proof is a little more subtle than in §4.5.2:∣∣∣∣∫ f ◦M−n g ◦Mn dx− f̂0ĝ0

∣∣∣∣ =
∣∣∣∣∣∣
∑
m ̸=0

f̂−tM−nmĝtMnm

∣∣∣∣∣∣ ≤
∑
m ̸=0

∥f∥Cp ∥g∥Cp

|tM−nm|p |tMnm|p
.

To estimate the RHS, one needs to decompose the vector m into the dual stable/unstable basis: m = m+e+ +
m−e−. First consider the sector {|m−| ≤ |m+|}. In that sector,∣∣tM−nm

∣∣ ∣∣tMnm
∣∣ ≃ (λ−n|m+| + λn|m−|

) (
λn|m+| + λ−n|m−|

)
= m2

++m2
−+λ2n|m+m−| ≃ |m|2+λ2n|m+m−|.

Since m is on a hyperbola intersecting Z2 \ 0, the product |m+m−| is uniformly bounded from below by some
c > 0. Hence, for p ≥ 3 the sum on this sector is bounded from above by

C

λ2np

∑
m∈sector

1
|m|p

≤ C ′

λ2np
.

The other sectors are treated similarly. This proves the exponential decay of correlations when p ≥ 3.

4.5.5. Markov measures on topological Markov chains. We now consider a topological Markov chain Σ(+)
A defined

by an adjacency matrix A. Since the particle cannot jump from i to any j, one cannot produce an invariant
measure as simple as (4.5). Instead, one can impose some statistical weights on the transitions i → j, that is
replace the adjacency matrix by a Markov matrix Π, such that Πij is the probability to jump from i→ j. This
matrix has the following properties:

(1) Πij = 0 iff Aij = 0
(2) ∀i,

∑
j Πij = 1 (the matrix Π is stochastic).

This matrix provides a statistical complement onto the mere topological information given by A. The resulting
system is a Markov chain (or Markov process). Let us assume that Π is primitive. To this process is then
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associated a natural invariant measure, called the Markov measure, which can be constructed as follows. By
stochasticity, Π admits 1 as (largest) eigenvalue, associated with the right eigenvector 1 = (1, 1, · · · ). It also has
a (unique) left eigenvector with positive entries, which we can normalize as p = pΠ = (p0, p1, . . . , pm−1) with∑

i pi = 1. We can now define a measure on Σ+
A as follows:

∀n ≥ 1, ∀ϵ0ϵ1 · · · ϵn, νΠ(Cϵ0ϵ1ϵ2···ϵn) = pϵ0Πϵ0ϵ1 · · ·Πϵn−1ϵn .

One easily checks that this measure satisfies

(1) the compatibility condition νΠ(Cϵ1···ϵn) =
∑

ϵn+1
νΠ(Cϵ1···ϵn) (from the stochasticity)

(2) the shift-invariance νΠ(Cϵ1···ϵn) =
∑

ϵ0
νΠ(Cϵ0ϵ1···ϵn) (from pΠ = p).

The measure νΠ is called the Markov measure of the Markov chain Π. It can obviously be extended to an
invariance measure of the two-sided subshift ΣA. The support of νΠ is the full subshift ΣA, and νΠ has no
atomic component.

Proposition 4.34. Assume Π is a primitive stochastic matrix associated with the adjacency matrix A. Then
the shift (ΣA, σ) is mixing w.r.to νΠ.

Proof. As in the case of the Bernoulli measure on the full shift, we consider correlations between cylinders
Cα, Cβ of length m. For any n > m, a little algebra shows that

νΠ(Cα ∩ σ−nCβ) = νp

 ∪
xm+1,...,xn

Cα1···αmxm+1···xnβ1···βm

 = νp(Cα) νp(Cβ)
(Πn−m)αmβ1

pβ1

.

Since Π is primitive and stochastic, its large powers satisfy ΠN = 1 ⊗ p + O(µN ) for some 0 < µ < 1, so in
particular

(
ΠN
)
ij

= pj + O(µN ). This shows that we have exponential mixing when considering cylinders. �
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5. Complexity and Entropies

So far we have described dynamical systems by providing some qualitative properties, like topological transitiv-
ity/mixing, ergodicity/mixing... These properties describe the recurrence properties of the system, in a more
or less precise way. Among the examples of smooth maps we gave, it occured that the strongest form of chaos
(strong mixing) occured for the case of hyperbolic systems. However, no direct connection between positive
Lyapunov exponents and mixing has been established yet.

In this section we will define and analyze the entropies associated with either a topological DS (X, T ) or a measured

DS (X, T, µ). These entropies provide a quantitative estimate of the complexity of the DS. The entropy
associated with a DS (X,T ) or (X,T, µ) is a nonnegative (possibly infinite) number. The “more complex” the
system, the larger its entropy. All systems we will consider have finite entropies.

The measure-theoretic entropy was introduced in the 1950’ by Khinchin and Kolmogorov, by extending the
Shannon entropy (of information theory) to the DS setting. Its use was then simplified drastically due to a
remark by Sinai; for this reason, this measure-theoretic entropy is often called the Kolmogorov-Sinai entropy of
(X,T, µ), and denoted by HKS(µ, T ). We will analyze it in §.

The topological entropy associated with a continuous map (X,T ) was introduced in 1965 by Adler-Konheim-
McAndrew, by adapting the definition of the measure-theoretic entropy to the topological framework. The more
“intuitive” definition (given below) is due to Dinaburg and Bowen.

5.1. Measure-theoretic (Kolmogorov-Sinai) entropy.

5.1.1. Entropy associated with a partition. The idea of entropy comes from a “rough” description of the phase
space X associated with a finite partition P = {P1, . . . , PK} of X. This description is done by the following
“experimental” scheme: the “observer” has only a rough camera at his disposal, which is only able to detect
whether the point belongs to P1, or to P2 etc. Each Pk is a “pixel” of the observer’s camera.

Let us assume that the statistical distribution of the points on X is given by the probability measure µ. One
first wants to define a measure of the uncertainty present before performing the observation, or equivalently
the quantity of information gained after this observation. This uncertainty is necessarily related with the
a priori probability of finding the particle in P1, or in P2 etc, that is with the probability distribution p ={
pk

def= µ(Pk), k = 1, . . . ,K
}

. If the measure µ is fully supported in P1, there is no uncertainty: the observer
will certainly observe the particle to be in P1. On the other hand, if the measure µ is equally distributed among
all subsets Pi (that is, pk = µ(Pk) = 1

K for all k), then the uncertainty of the observation is “maximal”. The
uncertainty (entropy) associated with this observation is therefore a function H(µ,P) = H(P) = H(p) which
satisfies the following properties:

(1) H(p) ≥ 0, with equality iff some pi = 1.
(2) H(p) depends continuously of p, and is symmetric in the pi.
(3) H(p) is maximal for p = pmax =

{
1
K , · · · ,

1
K

}
(4) if one element has a zero probability (say, pK = 0), then the entropy is the same asH({p1, p2, . . . , pK−1}).

These conditions do not constrain the function H completely. To do so, we need to impose a condition relative
to the use of a second partition Q = {Q1, . . . , QL} (that is, a second measuring device). The observer has
now the possibility to first “Q-observe”, and then P-observe. If the point has been observed to be in Q1, then
the uncertainty before performing the P-observation will be given by H

({
µ(Q1∩P1)

µ(Q1)
, · · · µ(Q1∩PK)

µ(Q1)

})
. One then
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averages over the output Q1, to define the conditional entropy of the P-observation, taking into accout the
Q-observation:

H(µ,P|Q) =
L∑

l=1

µ(Ql)H
({

µ(Q1 ∩ P1)
µ(Q1)

, · · · µ(Q1 ∩ PK)
µ(Q1)

})
.

From the two partitions P,Q one can naturally define their common refinement, namely the partition

P ∨Q = {Pk ∩Ql, k = 1, . . . ,K, l = 1, . . . , L} ,

meaning that the observations P,Q are performed simultaneously. It seems therefore natural to assume the
following property:

H(µ,P ∨Q) = H(µ,Q) +H(µ,P|Q),

Together with the previous conditions, this last property fully constrains the entropy function (up to a scalar
factor, which we set to unity): it must be given by

(5.1) H(µ,P) =
K∑

k=1

η(µ(Pk)), with η(s) def= −s log s.

This is exactly the definition given by Boltzmann (in statistical mechanics), and by Shannon (in information
theory).

The function η(s) is concave on [0, 1], which has important consequences:

(1) if the partition P is finer than Q (or P is a refinement of Q), meaning that each Pk is contained in
some Ql (or for short P ∨Q = P), then H(P) ≥ H(Q).

(2) the entropy is subadditive: for any two partitions P,Q, one has

H(P ∨Q) ≤ H(P) +H(Q),

with equality iff P and Q are statistically independent.
(3) for any partition P = {P1, . . . , PK}, one has H(P) ≤ logK, with equality iff all µ(Pk) = 1

K .

5.1.2. Taking the dynamics into account. So far we have described the entropy associated with the “observations
at time 0”, namely without taking any dynamics into account. Assume that after performing the P-observation,
the observer lets the system evolve under the map T (which could be the stroboscopic map of a continuous
flow), then it observes the system again (with the same partition P), lets it evolve again, observe etc.. At time
n, he will have performed n observations, by recording which elements Pk the particle belongs to at the times
0, 1, . . . n − 1. Each initial point x ∈ X has been associated with a finite string x0x1 · · ·xn−1, defined by its
“symbolic history” between the times 0 and n− 1:

∀j = 0, . . . n− 1, T j(x) ∈ Pxj ⇐⇒ x ∈ Px0···xn−1

def= Px0 ∩ T−1Px1 ∩ · · · ∩ T−n+1Pxn−1 .

Through this mechanism, the dynamics T naturally creates successive refinements P∨n =
{
Px0···xn−1

}
of the

initial partition P. Hence, the uncertainty associated with this refined partitions increases with n: H(P∨n) ≥
H(P∨(n−1)).

Now the question asked by the observer is the following: what is the rate of increase of the entropies H(P∨n)
associated with these successive refinements? By subadditivity, we can define

lim
n→∞

H(P∨n)
n

= inf
n≥1

H(P∨n)
n

def= H(T,P)

as the entropy associated with the map (T, µ) and the initial partition P.
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Another way to define H(µ, T,P) is to consider the following question: if I know the symbolic history of the
particle from time 1 up to time n, how much new information do I obtain by performing the observation at
time 0? In other terms, what is the entropy of the partition P, conditioned by the partition T−1P∨n? One can
indeed show that

(5.2) H(T,P) = lim
n→∞

H(P|T−1P∨n).

Proof.

H(P∨n) = H(P ∨ T−1P∨n−1) = H(T−1P∨n−1) +H(P|T−1P∨n−1)

= H(P∨n−1) +H(P|T−1P∨n−1)

= H(P) +
n∑

j=1

H(P|T−1P∨j−1).

The sequence H(P|T−1P∨j−1) is decreasing w.r.to j since the “denominator” gets refined. Dividing by n and
taking the limit, the limit of the Cesaro mean on the RHS is identical with the limit (5.2). �

Remark 5.1. If the map T is invertible, one also has

H(T,P) = lim
n→∞

H(T−nP|P∨n),

that is, the asymptotic information provided by the observation at time n, taking into account the observations
at times 0 through n− 1.

The entropy H(T,P) inherits properties of H(P), plus some others:

(1) 0 ≤ H(T,P) ≤ H(P)
(2) H(T,P) = H(T, T−1P). If T is invertible, H(T,P) = H(T, TP)
(3) H(T,P) = H(T,P∨n) for any n ≥ 0. If T is invertible, H(T,P) = H(T,

∨n
−n T

−jP)
(4) H(T,P ∩Q) ≤ H(T,P) +H(T,Q)
(5) |H(T,P) −H(T,Q)| ≤ H(P|Q) + H(Q|P) def= dR(P,Q) (the Rokhlin distance between the partitions

P,Q).

5.1.3. Optimizing over the initial partition. So far our definition of the entropy is associated with some initial
partition (“observation”) P. A crucial step was achieved by Kolmogorov and Sinai, who understood that the
partition could be chosen with some freedom. They first defined the KS entropy as the supremum over all finite
initial partitions:

HKS(T, µ) = HKS(T ) def= sup
P
H(T,P).

In this form, the quantity is hardly computable. The crucial step (due to Sinai) was to show that this supremum
is attained if the initial partition P generates the full σ-algebra.

Definition 5.2. A partition P is said to be generating (w.r.to (T, µ)) iff, for any finite partition Q and any
ϵ > 0, there exists n ≥ 0 such that P∨n is finer than some partition Qn which is at ϵ-distance from Q (w.r.to
the Rokhlin metric). In the case of µ a nonatomic Borel measure, P is a generator if the diameter of P∨n goes
to zero as n→ ∞.

For T invertible, P is generating iff for any finite Q and any ϵ > 0,
∨n

−n T
−jP is finer than some partition Qn

which is ϵ-close from Q.

Notice that the atomic parts of an invariant measure are not very interesting from the complexity point of view:
any atomic ergodic measure (supported on a periodic orbit) has zero entropy.
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Theorem 5.3. [Sinai] Let P be a generating partition for (T, µ). Then HKS(T ) = H(T,P).

This result allows one to directly compute the KS entropy for many transformations (see below). It was crucial
in the development of the entropy as a central measure-theoretic invariant of the dynamics.

We now provide some properties of HKS(T, µ):

(1) The entropy is additive w.r.to a time rescaling: for any k ∈ N, HKS(T k) = kHKS(T ). If T is
invertible, HKS(T−1) = HKS(T ).

(2) If (S, ν) and (T, µ) are measure-theoretically isomorphic, then HKS(S, ν) = HKS(T, µ). The entropy is
thus an invariant of the measure-theoretic dynamical system.

(3) If A ⊂ X is invariant and µ(A) > 0, then

(5.3) HKS(T, µ) = µ(A)HKS(T � A,µA) + µ({A)HKS(T � {A,µ{A).

(4) The entropy is affine. If µ, ν are two probability measures preserved by T , then for any α ∈ [0, 1] the
proba measure αµ+ (1 − α)ν is also invariant. One then has

HKS (T, αµ+ (1 − α)ν) = αHKS(T, µ) + (1 − α)HKS(T, ν).

This property extends to the (possibly noncountable) ergodic decomposition (4.2). It shows that one
only needs (in principle) to compute the entropies of ergodic invariant measures.

5.1.4. Alternative definitions of the entropy. From its definition, the entropy H(T,P) represents the average
exponential decay rate of the weights

{
µ(Pα0···αn−1), |α| = n

}
. If all these elements have weights µ(Pα0···αn−1) ≤

Ce−βn, uniformly w.r.to n then H(T,P) ≥ β. This result can be made more quantitative in the case of ergodic
transformations.

For any x ∈ X, let us call P∨n(x) the unique element Pα0···αn−1 of P∨n containing x (equivalently, the point x
has the symbolic history α0 · · ·αn−1). The function

In(x) def= − log (µ (P∨n(x)))

is called the information function w.r.to the partition P∨n. We see that the entropy of the partition P∨ is
nothing by the µ-average of In. The following theorem give a more precise result in case of transformations
measures.

Theorem 5.4. [Shannon-McMillan-Breiman] Let T be ergodic w.r.to the invariant measure µ, and let P be a
finite partition. Then,

lim
n→∞

In(x)
n

= H(T,P) for a.e. point x and in L1(µ).

As a result, for any ϵ > 0 there exists n0 > 0 such that, for any n ≥ n0 there exists Sn ⊂ P∨n such that
µ(Sn) ≥ 1 − ϵ and, for any partition element C ∈ Sn,

H(T,P) − ϵ ≤ − logµ(C)
n

≤ H(T,P) + ϵ.

In case T is a continuous map on X, one can also define the KS entropy independently of any partition, using a
“geometric” approach which will be useful in the case of the topological entropy. For this, we start by defining
a time-dependent distance on X:

Definition 5.5. Let d(x, y) be the distance on the compact metric space X. Then, for any time n ≥ 0, we call

(5.4) dn(x, y) def= max
0≤j≤n−1

d(T j(x), T j(y)).
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This is also a distance on X, sometimes called the Bowen distance. The time-n Bowen ball of radius δ around
x is defined by B(x, δ, n) = {y, dn(x, y) < δ}: it consists of the points y whose trajectory stays δ-close to the
trajectory of x at least up to time n− 1.

Assume that the observer cannot distinguish points at distances ≤ ϵ. Then, two points x, y in the same (ϵ, n)-ball
cannot be distinguished when performing n successive measurements. We will see below that the topological
entropy is defined using these balls. It is also remarkable that the KS-entropy can also be defined in terms of
these balls, through a notion of “local KS entropy”.

Theorem 5.6. [Brin-Katok] Let T : X 	 be continuous map preserving a probability measure µ. Then, for
almost every x the limit

lim
δ→0

lim sup
n→∞

− logµ (B(x, δ, n))
n

def= HKS(T, µ, x) exists.

Furthermore, the function HKS(T, µ, x) is in L1(µ) and is T -invariant (the lim supn could be replaced by lim infn

a.e.).

Finally, the (global) KS entropy is given by

HKS(T, µ) =
∫
HKS(T, µ, x) dµ(x).

5.2. Topological entropy. A few years after the “invention” of the KS entropy, Adler-Kronheim-McAndrew
invented a similar notion in the case of a topological dynamical system (X,T ), which they called the topological
entropy of the continuous map T . Like its measure-theoretic ancestor, this entropy can be defined in several
ways. We will provide the most popular definition(s) given by Bowen. It uses the refined distances dn (5.4).

Definition 5.7. Take any ϵ > 0 and n ∈ N. Then a subset A ⊂ X is said to be (n, ϵ)-spanning if for any x ∈ X

there exists y ∈ A such that dn(x, y) ≤ ϵ. Equivalently, the union of balls
∪

y∈AB(y, ϵ, n) covers X.

Since X is compact, there exists finite (n, ϵ)-spanning sets, but these sets still need to be ϵ-dense when ϵ is
small. Call Span(n, ϵ) be the minimal cardinal of an (n, ϵ)-spanning set.

We also call cov(n, ϵ) the minimum cardinal of a covering of X by sets of dn-diameter ≤ ϵ.

Definition 5.8. A subset B ⊂ X is said to be (n, ϵ)-separated iff for any x ̸= y ∈ B, one has dn(x, y) > ϵ.

Obviously, such a set must be finite. Call Sep(n, ϵ) the maximal cardinal of an (n, ϵ)-separated set.

Lemma 5.9. These numbers are related by cov(n, 2ϵ) ≤ span(n, ϵ) ≤ sep(n, ϵ) ≤ cov(n, ϵ).

These quantities count the number of orbits segments of length n which a distinguishable by an ϵ-observer. The
following ϵ-entropy measures the exponential growth rate of this number (w.r.to n):

Hϵ(T ) def= lim sup
n→∞

− log sep(n, ϵ)
n

.

Proposition 5.10. In the above formula one could replace sep(n, ϵ) by span(n, ϵ) or cov(n, ϵ). In the case of
cov(n, ϵ) one can replace lim supn by limn.

Proof. The first statement derives from the above Lemma. The second one from the fact that cov(n, ϵ) is
submultiplicative:

cov(n+m, ϵ) ≤ cov(n, ϵ) cov(m, ϵ).

�
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Definition 5.11. Let T : X 	 be a continous map. Then the topological entropy of T is defined by

Htop(T ) def= lim
ϵ→0

Hϵ(T ).

The topological entropy can also be defined as the limit of the “lower” ϵ-entropyHϵ(T ) def= lim infn→∞
− log sep(n,ϵ)

n ,
where sep could be replaced by span or cov.

Proposition 5.12. The entropy Htop(T ) is independent of the distance function d(·, ·) generating the topology
on X. This means that Htop is a topological invariant.

The topological entropy enjoys a few common properties with its measure-theoretic counterpart:

(1) For any k ∈ N, Htop(T k) = kHtop(T ). If T is invertible, Htop(T−1) = Htop(T ).
(2) Let (Ai)i=1,...,I be closed invariant subsets of X. Then

Htop(T,X) = max
1≤i≤I

Htop(T,Ai).

Notice the difference with (5.3).
(3) If T is a topological factor of S (that is, T ◦ π = π ◦ S for some surjection π), then Htop(T ) ≤ Htop(S).

There exists an alternative of Htop(T ) (which is actually the historical definition) which somehow resembles the
definition of the Kolmogorov-Sinai entropy. It is based on finite open covers of X (which take the place of
finite partitions P). Let us call U = {U1, . . . , UK} an open cover. A subcover is a subset of U which is still a
cover. For any such cover, we call N(U) the cardinal of the smallest subcover of U.

Definition 5.13. For any open cover U, the entropy of this cover is defined by H(U) def= logN(U).

Any cover U can be refined through the dynamics (as partitions were refined). For any time n, the refined cover
U∨n is made of the open sets

Uα0···αn−1 = Uα0 ∩ T−1Uα1 ∩ · · · ∩ T−n+1Uαn−1 , αi = 1, . . . ,K.

The entropies H(U∨n) are subadditive, so the limit

H(T,U) = lim
n→∞

H(U∨n)
n

exists.

Proposition 5.14. The topological entropy can be defined by

Htop(T ) = sup
U
H(T,U),

where U ranges over all open covers of X.

Proof. If U is an open cover with Lebesgue number δ11, then N(U∨n) ≤ span(n, δ/2). On the other hand, if
diam(U) ≤ ϵ, then sep(n, ϵ) ≤ N(U∨n). �

Remark 5.15. If we compare this definition of Htop with that of the KS entropy, we already feel that the former,
which only “counts” elements of the cover, will majorize the latter, which equips each element of the partition
with some probability weight: indeed, the former corresponds to an equidistributed weight across the elements
of the cover. This feeling will be confirmed by the variational principle, thm 5.20.

11This means that ∀x ∈ X, the ball B(x, δ) is fully contained in some element Uk ∈ U
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We recall that a homeomorphism T is expansive iff there exists δ > 0 such that any two different orbits (Tnx),
(Tny) are eventually separated by at least δ. This property is equivalent with the existence of finite open covers
generating the topology, namely covers U such that for any bi-infinite sequence α the set Uα =

∩∞
i=−∞ T−iUi

contains at most one point.

Proposition 5.16. Assume T : X 	 is an expansive homeomorphism, with expansivity constant δ0 > 0. Then,

-if the finite open cover U is a generator for T , then Htop(T ) = H(T,U).

-for any δ < δ0/2, one hasHtop(T ) = Hδ(T ).

Notice the similarity between this property and Sinai’s theorem 5.3 for HKS(T, µ). As a consequence, any
expansive homeomorphism has a finite topological entropy. Expansivity also allows us to connect the topological
entropy with the counting of long periodic orbits (see (3.1)).

Proposition 5.17. Let T : X 	 be an expansive homeomorphism. Then Htop(T ) ≥ p(T ).

Proof. Let δ0 > 0 be the expansivity constant of T . Take any 0 < ϵ < δ0. For anyn ≥ 1 and any x ̸=
y ∈ Fix(Tn), the trajectories (T jx), (T jy) are δ0-separated, which means that dn(x, y) ≥ δ0. Hence, the set
Fix(Tn) is (n, ϵ)-separated. Hence, |Fix(Tn)| ≤ sep(n, ϵ) for any n. �

5.2.1. Topological entropy of smooth maps. In the case of a smooth map f on a D-dimensional manifold,
the points cannot separate arbitrarily fast: the rate of separation is bounded by the Lipshitz constant of f ,
CLip(f) = supx ̸=y

d(f(x),f(y))
d(x,y) . As a result, the topological entropy is bounded by

(5.5) Htop(f) ≤ max (0, D logCLip(f)) .

This estimate is much refined by taking into account the Lyapunov exponents of the system.

Theorem 5.18. [Odselets] For any C1 transformation (T, µ), there exists a.e. defined functions ki(x), χi(x)
and subspaces Ei(x) ⊂ TxX of dimensions ki(x), such that

∑
i ki(x) = d, TxX =

⊕
iEi(x) the subspaces Ei(x)

form a T -invariant “folation”, and

∀v ∈ Ei(x), lim
n→∞

1
n

log ∥dTn(x)v∥ = χi(x).

The χi(x) are called the Lyapunov exponents.

In the case of an Anosov system, we had a decomposition TxX = E+(x)⊕E−(x) at each point. The connection
with the Oselets decomposition is E+(x) =

⊕
i:χi(x)>0Ei(x).

Theorem 5.19. [Ruelle inequality] For any C1 transformation (T, µ), the KS entropy satisfies the following
bound:

HKS(T, µ) ≤
∫ ∑

χi(x)>0

ki(x)χi(x) dµ(x).

In the case of an Anosov system preserving the Lebesgue measure, this bound is reached only for µ = µL.

5.3. Variational principle. There exists a deep connection between the topological and measure-theoretic
entropies, taking the form of a variational principle:

Theorem 5.20. Let T : X 	 be a continuous map on the compact metric space X. Then

(5.6) Htop(T ) = sup {HKS(T, µ), µ ∈ M(X,T )} .
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Proof. The proof of the inequality

(5.7) Htop(T ) ≤ sup
µ
HKS(T, µ)

proceeds by explicitly constructing measures of large entropy, based on (n, ϵ)-separated sets. Fix ϵ > 0. For
any n ≥ 1 we consider a (n, ϵ)-separated set En ⊂ X of maximal cardinal, and its associated uniform measure
νn = 1

|En|
∑

x∈En
δx. We average the latter through the map:

µn =
1
n

n−1∑
j=0

T j
∗ νn.

(the measure µn is also uniform measure over
∪n−1

j=0 T
jEn). Up to extracting a subsequence, we may assume

that lim supn→∞
1
n log |En| = limn→∞

1
n log |En|, and consider any accumulation point µ of the subsequence µn.

That limit measure is automatically T -invariant. We want to prove that

(5.8) lim
n→∞

1
n

log |En| ≤ HKS(T, µ).

Let P be a partition of X of diameter < ϵ, and such that µ(∂P) = 0. Each element of the partition P∨n

then satisfies νn(C) = 0 or νn(C) = 1
|En| , which implies H(νn,P∨n) = log |En|. By playing a bit with the set

{0, . . . , n− 1} and using the subadditivity and the subaffineness12 of the entropy, one gets

q

n
H(νn,P∨n) ≤ H(µn,P∨q) +

2q2

n
log |P|.

Fix some 0 ≤ k < q < n, and us Euclidean divison by q to decompose the set S = {k, k + 1, . . . , k + q(a(k) − 1) + (q − 1)}
into q-packets, where we used a(k) def=

[
n−k

q

]
. Call S′ the complement of S in {0, . . . , n− 1}. The refinement

P∨n can be decomposed accordingly:

n−1∨
j=0

T−iP =

a(k)−1∨
r=0

T−rq−kP∨q

 ∨
∨

i∈S′

T−iP.

The subadditivity of the entropy implies that

H(νn,P∨n) ≤
a(k)−1∑

r=0

H(T (rq+k)
∗ νn,P∨q) +H(νn,P∨S′

).

Since |S′| ≤ 2q, the last term of the RHS is bounded by 2q log |P|. Summing over k = 0, . . . , q − 1, we get

q

n
H(νn,P∨n) ≤ 1

n

q−1∑
k=0

a(k)−1∑
r=0

H(T (rq+k)
∗ νn,P∨q) +

2q2

n
log |P|.

The sum on the RHS runs once through the whole set {0, 1, . . . , n− 1}; the subaffineness on then yields
H(µn,P∨q). Because µ doesn’t charge ∂P, it does not charge either P∨q. One has then H(µn,P∨q) n→∞→
H(µ,P∨q). We thus get

lim
n

log |En|
n

≤ 1
q
H(µ,P∨q),

so we get (5.8) by taking q → ∞.

To get the reverse inequality, we start from an invariant measure and a partition P = {P1, . . . , PK}, and
construct a family of (n, ϵ)-separated sets. There exists compact sets Qi ⊂ Pi such that P is close to the
partition Q = {Q1, . . . , QK , Q0 = X \ ∪iQi}, so that

H(T, µ,P) ≤ H(T, µ,Q) + 1.

12that is, αH(ν,P) + (1 − α)H(µ,P) ≤ H(αν + (1 − α)µ,P) for any pair of probability measures and α ∈ [0, 1]



40 STÉPHANE NONNENMACHER

The family Q = {Q0 ∪Q1, . . . , Q0 ∪QK} is an open cover of X. On the one hand, the refinements of this cover
and of the partition Q are related by |Q∨n| ≤ 2n |Q∨n|, so that

H(µ,Q∨n) ≤ log |Q∨n| + n log 2.

On the other hand, the covers Q and Q∨n are maximal (they don’t admit strict subcovers): each element
C ∈ Q∨n contains a point xC which is not in any other elements. If δ is the Lebesgue number of the cover Q13,
it is also the Lebesgue number of the cover Q∨n w.r.to the distance dn. This implies that the ball B(xC , δ, n)
is also contained in C. As a result, the discrete set {xC : C ∈ Q∨n} is (n, δ)-separated. Sending n → ∞, we
thus find

H(T, µ,Q) ≤ Htop(T ) + log 2 =⇒ H(T, µ,P) ≤ Htop(T ) + log 2 + 1 =⇒ HKS(T, µ) ≤ Htop(T ) + log 2 + 1.

The same inequality holds if we replace T by any power T k. Taking k → ∞ and using H(T k) = kH(T ), we get

HKS(T, µ) ≤ Htop(T ).

�

Proposition 5.21. For any expansive map T , the supremum in (5.6) is reached: there exists at least one
invariant measure of maximal entropy.

Proof. For an expansive map, Prop. 5.16shows that if ϵ > 0 is small enough and the sets En are maximal
(n, ϵ)-separated sets, we have Htop(T ) = lim supn≥1

log |En|
n . The measure µ constructed in the first part of the

proof of the variational principle then satisfies HKS(µ) = Htop(T ). �

5.4. A few examples of computing entropies.

5.4.1. Irrational translations. If α = p
q ∈ Q, we know that (Rα)q = Id. For any invariant measure µ we have

HKS(Rα, µ) = 1
qHKS(Id, µ) = 0. The latter property is obviously due to P∨n = P for any finite partition P

and any n > 0.

If α ̸∈ Q, we know that the unique invariant measure of Rα is the Lebesgue measure µL. Call P the partition of
S1 into two intervals of length 1

2 . Then, it is easy to check that the refined partition P∨n is made of exactly2n
intervals. Hence, H(P∨n) ≤ log(2n), which implies that H(Rα,P) = 0. Besides, since the interval ends fill the
circle densely as n→ ∞, the partition P is generating, so HKS(Rα, µL) = Htop(Rα) = 0.

Proposition 5.22. More generally, the topological entropy of any isometry vanishes.

5.4.2. Linear dilations on S1. We consider the map Em on S1 (m ∈ N, m ≥ 2) , which preserves the Lebesgue
measure. The partition P into intervals [ j

m ,
j+1
m ) is obviously generating, since P∨n is made of the very small

intervals [ j
mn ,

j+1
mn ). We obviously have

H(P∨n) = n log |m|,

so that HKS(Em, µL) = logm.

The Lipschitz bound (5.5) on the topological entropy shows that we must have Htop(Em) ≤ logm. The
variational principle shows that we indeed have Htop(Em) = logm (another proof of Htop ≥ logm proceeds by
noticing that On the other hand, the mn points

{
j

mn

}
form a (n, ϵ)-separated set for any ϵ < 1

2m ).

We also notice that Htop(T ) = p(T ), the exponential growth rate of periodic orbits (compare with Prop.5.17).

13for any x ∈ X, the ball B(x, δ) is contained in some element Q0 ∪ Qi of the cover.
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5.4.3. Full shifts. The easiest computations of the entropy are performed in the case of symbolic dynamics,
namely subshifts of finite type.

Let us start from the full shift (Σ(+)
m , σ) perserving a (nonatomic) Bernoulli measure µp (see (4.5)). The cylinders

P def= {Cϵ0 , ϵ0 = 0, . . . ,m− 1} form a generating partition. We then have

H(µp,P∨n) = −
∑
|ϵ|=n

pϵ0 · · · pϵn−1

(
log pϵ0 + log pϵ1 + . . .+ log pϵn−1

)
= −n

∑
ϵ0

pϵ0 log pϵ0 ,

so that
HKS(µp) = −

∑
ϵ0

pϵ0 log pϵ0 .

We see that the entropy of Bernoulli measures is maximized for the uniform distribution pmax =
{

1
m , . . . ,

1
m

}
(which corresponds to the Lebesgue measure of Em through the semiconjugacy): this maximum takes the value
HKS(µpmax

) = logm.

One can show that this value is the topological entropy of the shift (Σ(+)
m , σ) (see the following section).

5.4.4. Subshifts of finite type. In §4.5.5 we have constructed an invariant measure νΠ associated with an irre-
ducible stochasotic matrix Π supported by some topological chain (ΣA, σ). Once again, the simplest generating
partition consists in the cylinders P def= {Cϵ0 , ϵ0 = 0, . . . ,m− 1}. From the definition of νΠ we get

H(νΠ,P∨n) = −
∑

ϵ

pϵ0Πϵ0ϵ1 · · ·Πϵn−2ϵn−1

(
log pϵ0 + log Πϵ0ϵ1 + · · · + log Πϵn−2ϵn−1

)
= −

∑
ϵ0ϵn−1

pϵ0(Π
n−1)ϵ0ϵn−1 log pϵ0 −

∑
ϵ0ϵ1ϵn−1

pϵ0Πϵ0ϵ1(Π
n−2)ϵ1ϵn−1 log Πϵ0ϵ1 − · · ·

−
∑

ϵ0ϵ1ϵn−1

pϵ0(Π
n−2)ϵ0ϵn−2Πϵn−2ϵn−1 log Πϵn−2ϵn−1 .

From the Perron-Frobenius theorem we already know that
(
ΠN
)
ij

= pj + O(µN ) for some 0 < µ < 1. As a
result, the above terms can be simplified into

H(νΠ,P∨n) = −
∑
ϵ0

pϵ0 log pϵ0 −
∑
ϵ0ϵ1

pϵ0Πϵ0ϵ1 log Πϵ0ϵ1 − . . .−

−
∑

ϵ0ϵ1ϵn−1

pϵ0pϵn−2Πϵn−2ϵn−1 log Πϵn−2ϵn−1 + O(nµn/2)

= −
∑
ϵ0

pϵ0 log pϵ0 − (n− 1)
∑
ϵ0ϵ1

pϵ0Πϵ0ϵ1 log Πϵ0ϵ1 + O(nµn/2).

We thus have shown that
HKS(νΠ) = −

∑
ϵ0ϵ1

pϵ0Πϵ0ϵ1 log Πϵ0ϵ1 .

νΠ is only a particular invariant measure of the subshift (ΣA, σ). Among these measures which ones do maximize
the entropy? Equivalently, which Markov matrix Π supported on the adjacency matrix A induces a maximal
complexity?

The answer is relatively simple, it is provided by the Shannon-Parry measure. We have assumed that A is
a primitive adjacency matrix. Let λ be its maximal (PF) eigenvalue, and q,v be respectively left and right
eigenvectors associated with λ, normalized such that ⟨q,v⟩ = 1. Take V to be the diagonal matrix with Vii = vi.
Then, define the matrix

ΠSP
def= λ−1V −1AV, (ΠSP )ij =

Aijvj

λvi
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One easily checks that it is stochastic, and is supported by A (without accidental zeros). The vector p = qV =
(q1v1, . . . qnvn) is the positive left eigenvector of ΠPer. The Markov measure µΠSP is called the Shannon-Perry
measure for the topological Markov chain (Σ(+)

A , σ). Through a direct computation one finds that it has the
entropy

HKS(µΠSP , σ) = log λ.

On the other hand, this value is also the topological entropy of (ΣA, σ).

Proposition 5.23. For any subshift X ⊂ Σm, the topological entropy is given by the asymptotics of number of
n-words in X:

Htop(X,σ) = lim
n→∞

1
n

log |Wn(X)|,

where Wn(X) is the set of n-words, that is of nonempty n-cylinders Cα0···αn−1 .

Proof. The shift is an expansive homeomorphism, and the open cover U = {Ci, i = 0, . . . ,m− 1} is generating.
The refined cover U∨n is made of all cylinders of length n (including the empty ones). Hence, the smallest
subcover is provided by the set of nonempty n-cylinders Wn(X). �

In the case of the topological Markov chain, we have |Wn(ΣA)| =
∑

ϵ0ϵn−1
(An−1)ϵ0ϵn−1 ∼ λn−1qϵ0vϵn−1 . We

notice that, not only does Htop(ΣA) majorize the periodic orbit counting rate (as explained in Prop. 5.17), but
it is actually equal to it:

Htop(ΣA) = p(ΣA).

5.4.5. Hyperbolic automorphisms on Td. In the simplest case of T2, we have called λ > 1 the large eigenvalue
of the hyperbolic matrix M .

Proposition 5.24. The topological entropy Htop(M) = log λ. It is also equal to HKS(µL).

Proof. One uses a distance adapted to the stable/unstable directions, namely d(0, x) = max(xs, xu). In that
case, ϵ-balls are parallelograms (“rectangles”) aligned with the axes, with sides of length 2ϵ. A refined ball
B(x, ϵ, n) will have a length 2ϵλ−n along the unstable direction, and 2ϵ along the stable direction. As a result,
such balls have volume Cϵ2λ−n, so one needs ≥ λn(Cϵ2)−1 such balls to cover T2. On the other hand, one can
indeed cover T2 using ∼ λn(cϵ2)−1 such balls, so Htop(M) = log λ.

If we start from a partition made of such adapted rectangles, the Lebesgue measure of all refined rectangles
decay like ≤ Cλ−n. This shows that HKS(µL) ≥ log λ. The reverse inequality is due to the variational principle.

Once more, we notice that Htop(M) = p(M). �

This result can be extended to higher-dimensional tori.

Theorem 5.25. For any d ≥ 2, let M ∈ GL(d,Z) be a hyperbolic matrix, which is identified with the corre-
sponding invertible map it induces on Td. Then its topological entropy is given by

Htop(M) =
∑

|λi|>1

log |λi|,

where the eigenvalues {λ1, . . . , λd} are counted with multiplicity. This entropy is also equal to HKS(M,µL).
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6. Hyperbolic dynamical systems

6.1. Hyperbolic set. Let X be a smooth Riemannian manifold, and U ⊂ X a nonempty open subset. From
now on f : U → X will always be a C1 diffeomorphism on its image f(U) ⊂ X. An invariant closed set Λ ⊂ U

is said to be a hyperbolic set iff there exists C > 0, λ ∈ (0, 1) and families of subspaces E±
x ⊂ TxX such that,

for any x ∈ Λ,

(1) TxX = E−
x ⊕ E+

x (in particular, E−
x ∩E+

x = 0),
(2) ∥df±n

x v∥ ≤ Cλn ∥v∥ for any v ∈ E∓
x and n ≥ 0,

(3) dfxE
±
x = E±

f(x).

The subspace E−
x (resp. E+

x ) is called the stable (resp. unstable) subspace at the point x. The distributions
{E±

x , x ∈ Λ} are called the (un)stable distributions of f�Λ.

Proposition 6.1. Being a hyperbolic set does not depend on the particular metric on X.

The simplest form of hyperbolic set is made of a single hyperbolic point Λ = {x} (e.g. in §2.2). In that case, the
subspaces E±

x have a spectral interpretation (they are sums of generalized eigenspaces of the map dfx : TxX 	).

The subsets E±
x are defined by the behaviour of dfn

x in the limits n → ±∞. They can be obtained by a limit
process, so there is a priori no reason for these spaces to depend smoothly on x. Yet, one can easily prove the
following

Proposition 6.2. Let Λ be a hyperbolic set of f . Then the subspaces E±
x depend continuously on x ∈ Λ. This

implies that dimE±
x is locally constant, and that the subspaces E±

x are uniformly transverse on Λ (the “angle”
between E±

x is uniformly bounded from below).

6.1.1. Stable and unstable manifolds. From the above definition, a hyperbolic point x is characterized by the
(un)stable subspaces E±

x (and their push-forwards through f or f−1). These subspaces describe the linearized,
or infinitesimal dynamics near the orbit of x. The Hadamard-Perron theorem shows that there exist “nonlinear,
macroscopic extensions” of these subspaces, in the form of stable and unstable manifolds. These manifolds
can be defined by first defining locally: they are (small) embedded disks x ∈W±

x,loc ⊂ X satisfying the following
properties:

(1) f(W−
x,loc) ⊂W−

f(x),loc, f
−1(W+

x,loc) ⊂W+
f−1(x),loc.

(2) TxW
±
x,loc = E±

x .

Any point in either of these manifolds will approach the trajectory of x exponentially fast, respectively in the
past or future time directions:

∀y ∈W±
x,loc, ∀n ≥ 0, d(f∓n(y), f∓n(x)) ≤ Cλnd(y, x).

Proof. The proof of the Hadamard-Perron theorem is easier to formulate when x is a hyperbolic fixed point.
Let us then sketch the construction of W+

x,loc. One considers, in a local coordinate chart near x, the family of
Lipschitz functions ϕ : E+

x → E−
x , such that ϕ(0) = 0 and with a uniform bound Lip(ϕ) ≤ L (the functions

need to be defined only in some ϵ-ball of the origin in E+
x ). The graph of such a ϕ is a submanifold of X, of

dimension dimE+
x , which is “close” to the unstable subspace E+

x . One defines a graph transform ϕ 7→ F(ϕ) on
this family of functions, by graphF(ϕ) def= f(graphϕ). For ϵ small enough, this transform is well-defined, and
it is strictly contracting (w.r.to d(ϕ, ψ) = supx∈Bϵ

|ϕ(x) − ψ(x)|). From the contracting mapping principle, its
iterates converge to a unique fixed point ϕ0. The graph of this function provides W+

x,loc. One can show that ϕ0

is as not only Lipschitz, but is as smooth as the map f , and that dϕ0(0) = 0.
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The proof in the case of an arbitrary point x ∈ Λ is a little more cumbersome, but more or less goes along
the same lines (technically one brings back all points fn(x) to the origin, mapping f to a family of local
transformation fn preserving the origin). It uses the fact that the E±

x are uniformly transverse, and the tangent
maps dfx are equicontinuous. �

The local (un)stable manifolds can then be extended through the dynamics to form the full (un)stable manifolds:

(6.1) W±
x =

∪
n≥0

f±n
(
W±

f∓n(x),loc

)
.

These global manifolds can also be defined topologically:

W±
x =

{
y ∈ X, d(fn(x), fn(y)) n→∓∞→ 0

}
.

In general each manifold W±
x is immersed in X in a complicated way.

Definition 6.3. If Λ = X (that is, the full phase space is a hyperbolic set), the map f is said to be an Anosov
diffeomorphism (an example is given by the hyperbolic toral automorphisms of §2.6). In the 2-dimensional case,
the local (un)stable manifolds are segments (say, of length ϵ) issued from x along the (un)stable directions.
The full (un)stable manifolds W±

x are the full straight lines issued from x, of slopes given by the (un)stable
eigenvectors. These immersed lines form a dense set in T2.

Remark 6.4. Anosov diffeomorphisms represent a rather “rare” type of hyperbolic set. Indeed, a smooth man-
ifold X carrying an Anosov diffeomorphism must be above to carry two nontrivial continuous distributions
{E±

x , x ∈ X}, which is a strong topological constraint. For instance, it is notoriously impossible to construct
a nonvanishing 1-dimensional distribution {Vx, x ∈ X} on the 2-sphere. Actually the set of known Anosov
diffeomorphisms (up to topological conjugacy) is reduced to the hyperbolic toral automorphisms and some
automorphisms on some nilmanifolds.

Example 6.5. A more “typical” hyperbolic set is Smale’s horseshoe Λ described in §2.8. Such a set doesn’t
fill up the whole manifold, but is a “fractal” subset of it. The local (un)stable manifolds W±

x,ϵ are horizontal
and vertical segments. The full unstable manifold W+

x can be obtained from eq.(6.1), since f(D) ⊂ D. It will
be an immersed smooth line. On the other hand, f−1 is only defined on f(D), so the formula (6.1) should
be understood by restricting each W±

fn(x),ϵ on the domain of definition of f−n. The final manifold W−
x is a

countable union of vertical segments.

Remark 6.6. The above definition of a hyperbolic set assumes that one already knows the existence of (un)stable
subspaces with the given properties. For a given dynamical system, these subspaces must be constructed by a
limiting procedure. It is thus desirable to have a less “precise” definition for a hyperbolic set, which is easier to
check. This definition is given in terms of invariant cone fields, which we now define.

Definition 6.7. A (closed) cone C ⊂ Rd is a closed subset invariant by dilation: ξ ∈ C =⇒ tξ ∈ C, ∀t ∈ R. A
cone field on a manifold X (or on some subset Λ ⊂ X) is a continuous family of cones C = {Cx ⊂ TxX, x ∈ Λ}.
Assuming Λ ⊂ X is invariant w.r.to a continuous map f , a cone field C on Λ is said to be invariant through f

iff
∀x ∈ Λ, dfx(Cx) ⊂ Cf(x),

and strictly invariant iff
∀x ∈ Λ, dfx(Cx) ⊂ intCf(x) ∪ {0} .

Assuming we already know the (un)stable distribution E±
x on Λ, two families of cone fields are relevant. They

consist of cones aligned “close to” the unstable, resp. stable directions. They are often called, respectively
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“horizontal” and “vertical” cone fields. They can be defined in terms of some parameter γ > 0:

∀x ∈ Λ, C+
x

def=
{
ξ+ + ξ−, ξ± ∈ E±

x ,
∥∥ξ−∥∥ ≤ γ

∥∥ξ+∥∥} ,
C−

x
def=
{
ξ+ + ξ−, ξ± ∈ E±

x ,
∥∥ξ+∥∥ ≤ γ

∥∥ξ−∥∥} .
Lemma 6.8. If γ is small enough, one can show that C+ is strictly invariant through f , and C−

x is strictly
invariant through f−1.

From the knowledge of the distributions E±
x , we were able to construct strictly invariant cone fields. On the

opposite, the presence of a hyperbolic set can be characterized by the presence of horizontal/vertical cone fields
defined in terms of an “approximate” decomposition of TxX.

Theorem 6.9. A compact f-invariant set is hyperbolic if there exists λ ∈ (0, 1) such that, for any x ∈ Λ, there
exists a decomposition TxX = F+

x ⊕ F−
x (in general not invariant), a family of horizontal cones C+

x ⊃ F+
x , a

family of vertical cones C−
x ⊃ F−

x associated with this decomposition, such that C+ is strictly invariant through
f , C− is strictly invariant through f−1, and

∥dfxξ∥ ≥λ−1 ∥ξ∥ , ∀ξ ∈ C+
x ,∥∥df−1

x ξ
∥∥ ≥λ−1 ∥ξ∥ , ∀ξ ∈ C−

f(x).

Proof. Like in the construction of (un)stable manifolds, this theorem also proceeds by an iterative contruction
of the (un)stable distributions E±

x , through a contracting mapping principle. Once more, the proof is easier
to formulate if we assume that x is a fixed point. The map dfx : TxX 	 leaves invariant the horizontal cone
C+

x = {ξ+ + ξ−, ξ± ∈ F±
x , ∥ξ−∥ ≤ γ ∥ξ+∥}, so it can be iterated. The family of cones (dfx)n(C+

x ) is strictly
decreasing (in the sense of the inclusion). One can then define E+

x
def= limn→∞(dfx)n(C+

x ), which is obviously
invariant through dfx. A priori, it is a (closed) cone in TxX. There remains to show that this cone is actually
a subspace of dimension dimF+

x . This can be done by showing (using the hyperbolicity assumptions) that E+
x

is also given by the limit of (dfx)n(F+
x ) ⊂ (dfx)n(C+

x ). �

6.1.2. Closing and Shadowing Lemmas.

Definition 6.10. An ϵ-periodic (xi)i∈Z is a sequence such that ∀i ∈ Z, d (f(xi), xi+1) ≤ ϵ. A periodic ϵ-orbit
is an ϵ-orbit such that xi+n = xi.

Theorem 6.11. [Anosov Closing Lemma] Let Λ be a hyperbolic set for f : U → X. Then there exists a
neighbourhood V ⊃ Λ and C, ϵ0 > 0 such that, for any ϵ ≤ ϵ0 and any ϵ-periodic orbit (x0, . . . , xn−1) ⊂ V , then
there is a n-periodic point y ∈ U such that d(f i(y), xi) ≤ Cϵ for all i.

In other words, hyperbolicity implies that any approximate periodic orbit close to Λ can be “corrected” to make
it a true periodic one. One says that the approximate orbit (xi) is Cϵ-shadowed by the true orbit (f i(y)).

This result can be proved also for non-periodic orbits:

Theorem 6.12. [Shadowing Lemma] Let Λ be a hyperbolic set for f : U → X. Then there exists a neighbourhood
V ⊃ Λ such that, for any δ > 0, there exist ϵ > 0 such that any ϵ-orbit (xi) ⊂ V is δ-shadowed by an orbit in U .

Proof. Both the Closing Lemma and the Shadowing Lemma can be proven similarly, using the Contracting
mappin principle. The sketch is easier in the case of the closing Lemma, so we present it. We define the map

F : (z0, z1, . . . , zn−1) 7→ (f(zn−1), f(z0), . . . , f(zn−2))
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Figure 6.1. A rectangle containing a (nonlinear) horseshoe.

in some neighbourhood of the pseudo-orbit (x0, . . . , xn−1). The objective is to find a fixed point of this map.
Using local adapted coordinates centered on xi, the map f(zi) can be represented as the sum of a linear map
Li = dfxi , and a “small” nonlinear correction Ni, acting on δzi = zi − xi:

f(zi) − xi+1 = Liδzi +Ni(δzi).

If δzi = O(ϵ), then the correction ∥Ni(δzi)∥ = O(ϵ), but its differential is also small:

∥Ni(δzi) −Ni(δz′i)∥ ≤ Cϵ ∥δzi − δz′i∥ .

This sequence of maps yields a global decomposition F = L+N . The linear map L is hyperbolic (because all
Li are so), so that (Id − L) is invertible, with a uniformly bounded inverse. A solution F (z) = z also satisfies
(Id−L)−1 ◦N(z) = z. Now, if ϵ is small enough, the (nonlinear) map (Id−L)−1 ◦N is contracting, and admits
a unique fixed point (yi). One can finally easily check that ∥yi − xi∥ = O(ϵ), with a constant independent of
n. �

6.2. Horseshoes and transverse homoclinic points. In §2.8 we have constructed a “linear” horseshoe,
namely one such that all unstable subspaces are horizontal, an all stable ones a vertical. One can then directly
prove that the invariant set Λ for this horseshoe is a hyperbolic set.

We now give the definition of a nonlinear horseshoes. Take U an open subset of Rn++n− , and a diffeomorphism
f : U → Rn++n− . A set R ⊂ U of the form R = R+ × R−, where R± are disks in Rn± , is called a rectangle.
We call F+

x = R+ × {x−} the horizontal fiber at x, and F−
x = {x+} ×R− the vertical fiber.

The rectangle R contains a horseshoe for f if

(1) f(R) ∩R contains at least two connected components R0, R1, . . . , Rm−1

(2) if z ∈ R and f(z) ∈ Ri, then the sets G+
i (z) def= f(F+

z )∩Ri and G−
i (z) def= f−1(F−

f(z)∩Ri) are connected,
and the restriction of π+ to G+

i (z) (resp. of π−to G−
i (z)) are bijective.

(3) there are α, λ ∈ (0, 1) such that, if z, f(z) ∈ R then dfz preserves the horizontal α-cone C+, df−1
f(z)

preserves the vertical α-cone C−, and

∥dfxξ∥ ≥λ−1 ∥ξ∥ , ∀ξ ∈ C+
x ,∥∥∥df−1

f(x)ξ
∥∥∥ ≥λ−1 ∥ξ∥ , ∀ξ ∈ C−

f(x).
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The intersection Λf =
∩

n∈Z f
n(R) (obviously a closed invariant set) is called a horseshoe.

Theorem 6.13. The horseshoe Λf is a hyperbolic set. If f(R)∩R has m components, then f�Λf is topologically
conjugate to the full two-side shift Σm on m symbols.

Corollary 6.14. A diffeomorphism f containing a m-horseshoe has topological entropy Htop(f) ≥ Htop(f�Λf ) =
logm.

Proposition 6.15. The definition of a horseshoe shows that, if g : U → X is a small C1-perturbation of f , then
the intersection Λg =

∩
n∈Z g

n(R) is also a hyperbolic set, and g�Λg is topologically conjugated with (Σm, σ), and
hence with f�Λf . This shows that horseshoes are (locally) structurally stable.

A horseshoe is not only an ad hoc construction. Its structure appears very often, for instance in the vicinity of
a transverse homoclinic intersection.

Definition 6.16. Let x0 be a hyperbolic T -periodic point. A point y ∈ U is called homoclinic for x0 if y ̸= x0

and y ∈W+
x0

∩W−
x0

. It is called transversely homoclinic if W+
x0

and W−
x0

intersect transversely at y.

A homoclinic point converges to the periodic orbit O(x0) both in the past and in the future time directions. Ho-
moclinic points appear very naturally as soon as the (un)stable manifolds of x0 “spread out” across the compact
phase space. Homoclinic points somehow correspond to the “next order of complexity” after periodic points.
Notice that a hyperbolic point is not recurrent. As we will see shortly, they still belong to the nonwandering
set, because there exist periodic points arbitrarily close to a homoclinic point. Among all homoclinic points, the
transverse ones are “generic”: a nontransverse intersection will become transverse through a small perturbation
of the dynamics.

The main interest of homoclinic points lies in the following

Theorem 6.17. Let x0 be a hyperbolic periodic point of a diffeomorphism f : U → X, and let y be a transverse
homoclinic point of x0. Then, for any ϵ > 0, the union of the ϵ-neighbourhoods of the orbits O(x0) and O(y)
contains a horseshoe of f .

As a consequence, transverse homoclinic points represent a source of complexity.

Proof. For simplicity let us assume that x0 is a fixed point, and consider local coordinates such that W±
x0,loc

span the horizontal, resp. vertical coordinate axes. Let V be a small neighbhourhood of x0, so that dfx ≈ dfx0

for x ∈ V . The points fn(y) converge exponentially fast towards O(x0) in the two limits n → ±∞. Call
W±

x0,y small disks of W±
x0

containing y. Because the W+
x0,y is transverse to W−

x0
, the inclination lemma implies

that when n ≫ 1, the image fn(W±
x0,y) contains a disk W+

x0,fn(y) which is very close to the horizontal axis
(in particular, its tangent planes lie in some horizontal cone field C+), and stretches across V . Similarly, for
n≫ 1 the backwards images f−n(W−

x0,y) contains a disk W−
x0,f−n(y) which is very close to the vertical axis and

stretches across V .

Let us consider a “vertical rectangle” R ⊂ V containing x0. It also contains some positive iterate fn(y). Its
“short horizontal sides” are small enough, so that for some k > 0 the image fk(R) is still in V , but is “horizontal”
(close to W+

x0,loc) and contains some negative iterate f−m(y), see Fig. 6.2. In particular, R contains f−m−k(y).
Then, for N = k + n + m the image fN (R) will be a very elongated “rectangle” aligned along a part of W+

x0

containing x0 and the iterates f j(y) for j ∈ (−∞, n]; in particular, it contains the disks W+
x0,loc and W+

x0,fn(y).
Like these two disks, fN (R) ∩ R will stretch horizontally “across R”. This shows that fN (R) ∩ R contains at
least two connected components, and that the image of a horizontal fiber F+

z ⊂ R through fN is a union of
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Figure 6.2. Construction of a horseshoe near a homoclinic point.

connected components projecting well on the horizontal axis. Similarly, a vertical fiber in fk(R) will be mapped
by f−N onto a union of “close to vertical” connected components in fk(R), which project well on the vertical
axis. Finally, the preservation of a family of horizontal/vertical cones and the accompanying stretching property
is ensured by the local hyperbolic dynamics in V , and the fact that most of the trajectory from R to fN (R) is
done inside V . �

The theorem can be extended to the case of heteroclinic points connecting two periodic orbits O(x0), O(x1),
namely y ∈W−

x0
∩W+

x1
.

6.3. Locally maximal hyperbolic sets. The following theorem is a benchmark of the (seemingly paradoxical)
duality between hyperbolicity (that is, instability of individual trajectories) and stability of the hyperbolic
structure itself w.r.to perturbations of the dynamics.

Theorem 6.18. Let Λ be a hyperbolic set for f : U → X. Then, there exists an open neighbourhood V ⊃ Λ
such that, for any map g sufficiently C1-close to f , the set

Λg
V

def=
∩
n∈Z

gnV̄ is a hyperbolic set for g.

The proof of the above theorem also uses invariant cone fields.

Corollary 6.19. Any C1-perturbation of an Anosov diffeomorphism is still an Anosov diffeomorphism.

Any closed invariant subset of a hyperbolic set is automatically a hyperbolic set. Theorem 6.18 (applied to the
case g = f) shows that a hyperbolic set can be “locally extended”, since Λf

V ⊃ Λ. It allows us to select “nice”
hyperbolic sets according to their “stability” with respect to local extensions:

Definition 6.20. Let Λ be a hyperbolic set for f . If there exists an open neighbourhood V ⊃ Λ such that
Λ = Λf

V , then Λ is said to be locally maximal.
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Theorem 6.21. The horseshoe Λ is locally maximal. For any closed invariant subset S ⊂ Λ and any open
neighbourhood V ⊃ S, there exists a locally maximal hyperbolic set S̃ such that S ⊂ S̃ ⊂ V .

Proof. We will only give a hint at the structure of the set S̃ from a simple example, which consists in a
symbolic-dynamics interpretation of Thm. 6.17. Consider the fixed point x = 0̄ in the shift (Σ2, σ), and the
homoclinic point y = 0̄ · 10̄. The union S = {x0} ∪O(y) is a closed invariant set. Yet, it is not locally maximal:
any neighbourhood V of S contains, for N large enough, the union of cylinders ṼN = C0N ·0N

∪ C10N−1·0N
∪

C010N−2·0N ∪ . . . ∪ C0N ·0N−11. The largest invariant set contained in ṼN , that is Λf

Ṽ
, is the set Λ2N−1 made of

bi-infinite sequences such that each 1 is separated by at least 2N − 1 zeroes. �

Locally maximal hyperbolic sets have a nice geometric characterization. Let show how (un)stable manifolds
of a hyperbolic set allow to construct “local adapted coordinate frames” through a local product structure. For
two points x, y ∈ Λ at a small distance, the uniform transversality of E±

x and E±
y and the continuity of the

distributions imply that the local manifolds W−
x,loc and W+

y,loc must intersect at a single point, which is usually
denoted by [x, y], and the intersection is transverse. This point is homoclinic to the trajectories O(x) and O(y).
The hyperbolic set Λ is said to have a local product structure if there is δ > 0 such that for any x, y ∈ Λ, the
intersection W−

x,loc ∩W
+
y,loc contains at most one point, which belongs to Λ, and if d(x, y) ≤ δ it indeed contains

a single point [x, y].

Hence, for every x ∈ Λ, there exists a neighbourhood U(x) such that U(x)∩Λ is a “rectangle” built around the
“axes” W±

x,loc:

U(x) ∩ Λ =
{

[y, z], y ∈W+
x,loc, z ∈W−

x,loc

}
.

Proposition 6.22. A hyperbolic set Λ is locally maximal iff it has a local product structure.

This product structure allows one to prove several interesting results on the global properties of the dynamics
on Λ.

Corollary 6.23. Let Λ be a locally maximal hyperbolic set for f : U → X. Then the periodic points are dense
in the nonwandering set NW (f�Λ).
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