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Abstract

In a previous article the author proved a distributional convergence for the Birkho� sums

of functions of null average de�ned over a dynamical system with an in�nite, invariant, ergodic

measure, akin to a central limit theorem. Here we extend this result to larger classes of observ-

ables, with milder smoothness conditions, and to larger classes of dynamical systems, which may

not be mixing anymore. A special emphasis is given to continuous time systems: semi-�ows,

�ows, and Zd-extensions of �ows. The later generalization is applied to the geodesic �ow on

Zd-periodic manifolds of negative sectional curvature.

Given a dynamical system (Ω, T, µ) with an ergodic, T -invariant, in�nite measure µ and a real-
valued function f on Ω, what is the asymptotic behavior of the Birkho� sums

∑n−1
k=0 f ◦ T k? This

problem has received an extensive answer when f is integrable and has a non-zero integral, provided
that the system behaves nicely, for instance if it can be written as a tower over a transformation with
good mixing properties [1, Lemma 3.7.4]. The theory is much less developed if f has zero integral,
in which case these results are not accurate. The �rst dent into this problem was made by R.L.
Dobrushin in 1955 [9] for the simple random walk on Z and functions with �nite support on Z. This
was progressively extended, until two articles by E. Csáki and A. Földes [7] [8] which dealt with
random walks on Z or Z2 whose transition kernel has �nite variance, and more general random walks
on Z.

In [16], the author extended these results to discrete time dynamical systems which induce a
Gibbs-Markov map on some subset. The method was adapted from the works of E. Csáki and A.
Földes, and can be described as exploiting asymptotic independence via coupling methods. The limit
theorems therein cover random walks, but also hyperbolic maps with indi�erent periodic points,
provided that f satis�es some smoothness and integrability conditions.

With this article we will extend these theorems in di�erent directions. In Section 3, the smooth-
ness condition used in [16] is relaxed; the martingale methods we develop are then applied in Section 4
to observables which take their values in a Hilbert space. Section 5 replaces the hypothesis of mixing
which was made in [16] with ergodicity. Finally, in Section 6 we study continuous time systems of
varying complexity: suspension �ows over Gibbs-Markov maps endowed with an in�nite measure,
Zd-extensions of suspension �ows over Gibbs-Markov maps endowed with a �nite measure, and nat-
ural extensions thereof. The article ends on a study of the geodesic �ow on periodic manifolds of
negative curvature (Proposition 6.15).

Before we start to prove these new results, let us recall the setting, and the strategy used in [16].
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1 Setting

1.1 Gibbs-Markov maps

The main limit theorems of this paper shall be established for towers or suspension �ows over Gibbs-
Markov maps. We recall here some basic de�nitions and properties; a more in-depth introduction
can be found for instance in [1, Chapter 4.7].

De�nition 1.1 (Gibbs-Markov maps).
Let (Ω, d,B) be a measurable, metric, bounded Polish space, endowed with a probability measure

µ. A non-singular, measurable map T : Ω 7→ Ω is said to be a Markov map if µ is T -invariant and
if there exists a countable partition π of Ω in sets of positive measure such that:

• for all a in π, the image of a by T is a union of elements of π (up to a set of null measure);

• for all a in π, the map T is an isomorphism from a onto its image;

• the completion for µ of the σ-algebra
∨
n∈N T

−nπ is B.

The full data de�ning a Markov map is (Ω, π, d,B, µ, T ), but we shall often omit some of the
objects if there is no ambiguity. A Markov map is said to be Gibbs-Markov if it also has the following
properties:

• infa∈π µ(Ta) > 0 (large image property);

• it is locally uniformly expanding: there exists λ > 1 such that, for all a in π and x, y in a, we
have d(Tx, Ty) ≥ λd(x, y);

• it has a Lipschitz distortion: there exists a constant C such that, for all a in π, for almost
every x and y in a: ∣∣∣∣ dµ

dµ ◦ T
(x)− dµ

dµ ◦ T
(y)

∣∣∣∣ ≤ Cd(Tx, Ty)
dµ

dµ ◦ T
(x). (1.1)

A Gibbs-Markov map is said to be mixing if, for any Borel sets A and B,

lim
n→+∞

µ(A ∩ T−nB) = µ(A)µ(B).

A function f on Ω is said to be a coboundary if there exists a measurable function g such that
f = g ◦ T − g.

For any points x and y, let us denote by s(x, y) the time of separation of x and y for the partition
π and the transformation T , i.e., the smallest time n ≥ 0 at which the points T nx and T ny do not
belong to the same element of the partition π. Then, for any κ > 1, one can de�ne a metric dκ on
Ω by dκ(x, y) := κ−s(x,y). The dynamical system (Ω, dκ,B, µ, T ) is also Gibbs-Markov if κ belongs to
(1, λ]. With this canonical choice of a distance, a Gibbs-Markov map is entirely de�ned by the data
(Ω, π, κ, T, µ).

Let h be in (0, 1). If κ is chosen close enough to 1, then any h-Hölder function (for the initial
metric d) is Lipschitz for the metric dκ. Hence, any result stated for Lipschitz functions actually
holds for Hölder functions.

We shall denote by g(x) := dµ
dµ◦T (x) the inverse of the Jacobian of T at point x, and by g(n)(x) :=

g(x) · · · g(T n−1x) the inverse of the Jacobian of T n. Thus, the bounded distortion property reads
|g(x)− g(y)| ≤ Cd(Tx, Ty)g(x) for all a in π and almost every x and y in a.
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For every function f in L1(Ω, µ), we put Lf(x) :=
∑

Ty=x g(y)f(y). Its iterates can be written

in terms of g(n) by Lnf(x) =
∑

Tny=x g
(n)(y)f(y). A cylinder is a set a = [a0, · · · , an−1] such that ai

belongs to π for all 0 ≤ i ≤ n−1 and a =
⋂n−1
i=0 T

−iai. A Gibbs-Markov map then satis�es a stronger
distortion property:

Lemma 1.2 (Distortion Lemma).
Let (Ω, d, µ, T ) be a Gibbs-Markov map. There exists a constant C such that, for almost every x

and y in Ω, for all n ≤ s(x, y),∣∣g(n)(x)− g(n)(y)
∣∣ ≤ Cd(T nx, T ny)g(n)(x), (1.2)

and, for all cylinder of a of length n and all x in a:

g(n)(x) ≤ Cµ(a). (1.3)

For any subset ω of Ω, we denote by |·|Lipd(ω) the Lipschitz semi-norm on ω: for any function from

ω to a metric space (E, d′), it is de�ned by:

|f |Lipd(ω) := inf {C > 0 : ∀x ∈ ω, ∀y ∈ ω, d′(f(x), f(y)) ≤ Cd(x, y)} .

For any metric space E, we de�ne an application:

Dπ,d :=

{
C(Ω, E) → C(Ω,R+ ∪ {+∞})
f 7→

∑
a∈π |f |Lipd(a) 1a

.

For instance, ‖Dπ,d(f)‖∞ = supa∈π |f |Lipd(a) and Eµ(Dπ,d(f)) =
∑

a∈π µ(a) |f |Lipd(a). If there is no

ambiguity on the partition nor on the metric, we may denote the semi-norm by | · |Lip(ω) and the
application by D. For any function f , the function D(f) plays the role of the absolute value of a
derivative. As customary in analysis, constraints on the regularity of f will be expressed as constraints
on the integrability of D(f).

Let Lip∞ be the set of functions f from Ω to R such that ‖f‖Lip∞ := ‖f‖L∞ + ‖D(f)‖∞ is �nite.
The transfer operator of a Gibbs-Markov system acting on Lip∞ has a spectral gap, which entails
many important results. We recall here a couple of them. The �rst is the exponential decay of
correlations for observables in Lip∞:

Proposition 1.3 (Exponential decay of correlations).
If (Ω, d, µ, T ) is a mixing Gibbs-Markov map, then there exist C > 0 and ρ ∈ (0, 1) such that, for

all f ∈ Lip∞ and g ∈ L1 and for every integer n:∣∣∣∣∫ f · g ◦ T n dµ−
∫
f dµ ·

∫
g dµ

∣∣∣∣ ≤ Cρn ‖f‖Lip∞ ‖g‖L1 . (1.4)

The second proposition is a central limit theorem for smooth observables, which can be proved
either by spectral perturbation of the transfer operator [10, Theorem 3.7] or martingale methods:

Proposition 1.4 (Central limit theorem).
Let (Ω, d, µ, T ) be a mixing Gibbs-Markov map. Let f ∈ L2(Ω) be such that

∫
Ω
f dµ = 0 and

E(D(f)) < +∞. Then:

1√
n

n−1∑
k=0

f ◦ T k → σ(f)N ,

where the convergence is in distribution, N is a standard Gaussian random variable, and:

σ(f)2 =

∫
Ω

f 2 dµ+ 2
+∞∑
n=1

∫
Ω

f · f ◦ T n dµ.
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With stronger assumptions, Burkholder-Rosenthal's inequality also holds: if we assume that
f ∈ Lp for some p > 2, on top of the hypotheses of Proposition 1.4, then there exists a constant C
such that, for all n: ∥∥∥∥∥

n−1∑
k=0

f ◦ T k
∥∥∥∥∥
Lp

≤ Cn
1
2 .

1.2 Stopping times

Let (Ω, π, λ, T, µ) be a Gibbs-Markov map. For some applications, most notably Zd-extensions of
Gibbs-Markov maps, we will be interested not in the application T , but in some of its iterates
Tϕ, where ϕ is a function on Ω taking its values in non-negative integers. The good notion which
ensures that Tϕ is �nice� is the one of stopping time. When applied to Markov maps, this type of
acceleration is sometimes called Schweiger's jump transformation (see [14] for the initial construction,
and [1, Section 4.6] for an alternative presentation of the Gibbs-Markov case). We recall its de�nition,
and describe the properties of the accelerated system Tϕ.

De�nition 1.5 (Stopping time).
Let (Ω, (Fn)n≥0) be a measurable space with a �ltration. A function ϕ : Ω → N ∪ {+∞} is a

stopping time if {ϕ ≤ n} ∈ Fn for all n ≥ 0. The σ-algebra at the stopping time ϕ is the σ-algebra:

Fϕ := {A ∈ B : A ∩ {ϕ ≤ n} ∈ Fn ∀n ≥ 0} .

The natural �ltration for the Gibbs-Markov map is:

Fn := σ

(
n−1∨
k=0

T−kπ

)
.

For this �ltration, F0 is trivial, so for any stopping time ϕ, either ϕ = 0 almost surely, or ϕ > 0
almost surely. Since we want to work with the application Tϕ, we should also require that ϕ < +∞
almost surely.

If ϕ is almost surely �nite, we will denote by πϕ the countable partition of Ω such that Fϕ = σ(πϕ),
by sϕ the separation time for points in Ω for the partition πϕ and the transformation Tϕ, and by Dϕ

the application Dπϕ,dϕ . We can state a �rst result.

Lemma 1.6.

Let (Ω, π, λ, T, µ) be a Gibbs-Markov map, and let ϕ be a stopping time. Assume that ϕ is almost
surely positive and �nite, and that Tϕ preserves the measure µ. Then (Ω, πϕ, λ, T

ϕ, µ) is a Gibbs-
Markov map.

Proof.
Since ϕ ≥ 1 and πϕ is �ner than π, the partition

∨n−1
k=0(Tϕ)−kπϕ is �ner than πn, and the partition

πϕ together with the transformation Tϕ generate the Borel σ-algebra on Ω.
Let a be in πϕ. Then there exist n ≥ 1 and a sequence (a0, · · · , an−1) of elements of π such that

a = [a0, · · · , an−1] and ϕ = n on a. By induction, we see that T ka = [ak, · · · , an−1] for all k < n,
and that T k is an isomorphism from a to [ak, · · · , an−1]. Hence, T n−1a = an−1 ∈ π. By applying T
one more time, we see that T na = Tϕa is a union of elements of π, that T n is an isomorphism from
a onto its image, and that (Ω, πϕ, T

ϕ, µ) has the large image property.
The new distance on Ω is dϕ := λ−sϕ , so tautologically dϕ(Tϕx, Tϕy) = λdϕ(x, y) whenever x and

y are in the same element of πϕ. Finally, the Lipschitz distortion property is an application of the
distortion lemma (Lemma 1.2), together with the fact that dϕ ≥ d.
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1.3 Assumptions on the observables

In this article we often work with a pair of real-valued functions (X,ϕ) de�ned on a space Ω on
which a Gibbs-Markov map acts. The function X stands for a well-behaved observable with good
integrability, so that we can apply, for instance, a central limit theorem. The function ϕ stands for
a �rst return time to a set of �nite measure; since this work is about ergodic theory with in�nite
measure, the function ϕ will not be integrable in general. The standard assumption will bear on
the behavior of the tails of ϕ, or in other words on the asymptotic decay of µ({ϕ > x}). We will
also need a regularity condition on ϕ, which is trivially satis�ed for discrete time dynamical systems
(then, ϕ is constant on each element of the partition π).

The standard regularity condition we demand for X and ϕ was already used in Proposition 1.4.
It is:

Eµ(D(X)) + Eµ(D(ϕ)) < +∞. (1.5)

This condition implies some kind of exponential decay of correlations, although the wording of such a
decorrelation property is not obvious: since ϕ need not be integrable, the cross-correlation coe�cients
are not de�ned. A weaker condition is used in Section 3.

As for integrability, X will usually be assumed to be in Lp(Ω, µ) for some p > 2. The assumption
on ϕ is that its tails are regularly varying. We introduce now the relevant de�nitions. A measurable
function ψ : R+ 7→ R+ is said to have regular variation of index β ∈ R at in�nity if, for all positive
x:

lim
y→+∞

ψ(xy)

ψ(y)
= xβ.

In addition, if β is nonnegative and ψ is a nondecreasing, unbounded and càglàd (left-continuous
with right limits) function with regular variation of index β, we de�ne its generalized inverse ψ∗ by:

ψ∗(x) = sup {t ≥ 0 : ψ(t) ≤ x} . (1.6)

In this article we work with random variables with regularly varying tails. We will routinely use
the following conditions on ϕ:

P (ϕ ≥ x) = O(1/ψ(x)), (1.7)

where the function ψ is nondecreasing, unbounded, càglàd, and has regular variation of index β ∈
[0, 1] at in�nity.

We will sometimes need a stronger assumption on the tail of ϕ, such as:

∀x > 0, P (ϕ ≥ x) = 1/ψ(x), (1.8)

where the function ψ has regular variation of index β ∈ [0, 1] at in�nity (by construction, such a
function ψ is automatically nondecreasing, unbounded, and càglàd).

2 Two limit theorems

We present the main results of [16]. The �rst of them is expressed in terms of coupling. Let us recall
the de�nition of a coupling, and a few useful facts. Let X and Y be two random variables taking
their values respectively in some Polish spaces X and Y . We call a coupling between X and Y a
random variable taking its value in X ×Y whose �rst marginal (its projection onto X ) has the same
law as X, and whose second marginal (its projection onto Y) has the same law as Y .

Let (Ω, µ, T ) be a conservative and ergodic dynamical system, where Ω is a Polish space and µ
is an in�nite, nonnegative T -invariant measure. For any Borel set A such that µ(A) > 0, we denote
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by ϕA the �rst return time in A, i.e., ϕA(x) := inf{i > 0 : T ix ∈ A} for all x in Ω, and we put
TA := TϕA|A . Since the transformation T is conservative and ergodic, the return time is �nite almost

everywhere in A (see e.g. [1, Proposition 1.2.2]), and (A, µ|A, TA) is an ergodic dynamical system.

De�nition 2.1.

We say that a dynamical system (Ω, µ, T ) induces a Gibbs-Markov map on a Borel set A if
0 < µ(A) < +∞ and (A, π, d, µ(·|A), TA), for some metric d on A and with respect to some partition
π, is a Gibbs-Markov map, and if ϕA is constant on each set of the partition π.

Notice that, if the set A is given, we can rescale µ so that µ|A is a probability measure. From
now on, when we restrict such a system to its induced system on some Borel set A, we shall always
assume that µ(A) = 1. We denote by ψ the inverse of the tail of the random variable ϕA under µ|A,
that is, for all x ≥ 0:

ψ(x) :=
1

µ|A(ϕA ≥ x)
.

Let A be a Borel subset of Ω with positive and �nite measure. For any measurable real-valued
function f on Ω, we denote by Xf the function on A de�ned by:

Xf (x) :=

ϕA(x)−1∑
i=0

f(T ix).

If f is integrable, then Xf is also integrable.
If f is a coboundary for T , then one can check that Xf is a coboundary for TA. Conversely, if Xf

is a coboundary for TA, then f is a coboundary for T . This is because if we have Xf = g̃ ◦ TA − g̃
and we put:

g(x) := g̃(TϕA(x)x)−
ϕA(x)−1∑
k=0

f(T kx),

then one can check that f = g ◦ T − g.
Let us introduce the Mittag-Le�er distributions, which naturally appear when one deals with

the distributional limit of local times. They are speci�ed by their moment-generating functions.

De�nition 2.2 (Mittag-Le�er distribution).
Let β be in [0, 1]. The Mittag-Le�er distribution of order β is the distribution on [0,+∞) such

that, for any random variable Yβ with this distribution, for all z in C (or all z in the open unit disc
of C if β = 0):

E(ezYβ) =
+∞∑
n=0

Γ(1 + β)n

Γ(1 + nβ)
zn. (2.1)

We will also denote by sinc(x) := sin(x)/x the cardinal sine. Then, the two main theorems of [16]
are the following.

Theorem 2.3.

Let (Ω, d, µ, T ) be a mixing Gibbs-Markov map. Let X and ϕ be measurable functions from Ω to
R and to R+ respectively, satisfying the condition (1.5). We put (Xi, ϕi) := (X ◦ T i, ϕ ◦ T i). Let
(X̃i)i∈N and (ϕ̃i)i∈N be copies of the processes (Xi)i∈N and (ϕi)i∈N respectively, such that (X̃i)i∈N and
(ϕ̃i)i∈N are mutually independent.
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Assume that X belongs to Lp(Ω, µ) for some p > 2. Assume that ϕ satis�es the condition (1.7)
for some β ∈ [0, 1) and some auxiliary function ψ. Then there exist r ∈ (0, 1) and a coupling between
(Xi, ϕi)i∈N and (X̃i, ϕ̃i)i∈N such that, almost surely, for all large enough integer N ,∣∣∣∣∣

N−1∑
i=0

Xi −
N−1∑
i=0

X̃i

∣∣∣∣∣ ≤ N
r
2 ,∣∣∣∣∣

N−1∑
i=0

ϕi −
N−1∑
i=0

ϕ̃i

∣∣∣∣∣ ≤ ψ∗(N r).

Theorem 2.4.

Let (Ω, µ, T ) be a dynamical system which induces a mixing Gibbs-Markov map on a Borel set
A. Assume that the function ψ associated with ϕA through Equation (1.8) is regularly varying with
index β ∈ [0, 1).

Let f be in L1(Ω, µ). Assume that
∫

Ω
f dµ = 0, that the random variable X|f | belongs to Lp(A, µ|A)

for some p > 2 and that Eµ|A(D(Xf )) is �nite. Then, for any probability measure ν � µ:

1√
sinc(βπ)ψ(N)

N−1∑
i=0

f ◦ T i → σ(f)
√
YβN , (2.2)

where the convergence is in distribution when the left-hand side is seen as a random variable from
(Ω, ν) to R, where Yβ and N are independent, Yβ is a standard Mittag-Le�er distribution of order
β and N is a standard Gaussian random variable, and where:

σ(f)2 =

∫
A

X2
f dµ+ 2

+∞∑
i=1

∫
A

Xf ·Xf ◦ T iA dµ. (2.3)

Moreover, σ(f) = 0 if and only if f is a coboundary.

This article generalizes these two theorems in multiple directions. We will explain how these two
theorems can be proved, so that we can control the in�uence of any change in the hypotheses.

2.1 Proof of the asymptotic independence

Here is a sketch of the proof of Theorem 2.3 as done in [16]. The techniques were initially designed
by E. Csáki and A. Földes and were applied to random walks in [7] and [8]. The argument works
well with independent excursions, but does not apply directly to Gibbs-Markov systems. The author
had to �nd a way to get back to a situation where independence is satis�ed, hence the notion of
piecewise i.i.d. processes. We recall the relevant de�nitions.

We �rst choose two parameters q and ε in (0, 1). Then, we cut the set of non-negative integers into
boxes of polynomial size in the following way. For any positive integers n and k with k < 2(1−q)n,
we de�ne In,k := {i ∈ N : 2n + k2qn ≤ i < 2n + (k + 1)2qn − 2qεn} and Jn,k := {i ∈ N :
2n + (k + 1)2qn − 2qεn ≤ i < 2n + (k + 1)2qn}. By convention, if k ≥ 2(1−q)n, we put In,k = Jn,k = ∅.

We put I :=
⋃

(n,k)∈N2

In,k and J :=
⋃

(n,k)∈N2

Jn,k. The set J is the set of gaps between the boxes; it will

be large enough that the processes de�ned on two distinct boxes In,k and In′,k′ with (n, k) 6= (n′, k′)
are almost independent.

De�nition 2.5 (Piecewise i.i.d. processes).
Let B be a Banach space. We say that a sequence of B-valued random variables (Yi)i∈N is a

piecewise i.i.d. process with parameters q and ε if:
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• the (Yi)i∈I are identically distributed;

• if i belongs to J , then Yi = 0;

• for all n, the B|In,k|-valued random variables ((Yi)i∈In,k)0≤k<2(1−q)n are independent and identi-
cally distributed.

The proof of Theorem 2.3 proceeds in three steps. First, we prove that, under suitable conditions
on X and ϕ, we can couple the process (Xi, ϕi)i∈I with a piecewise i.i.d. process with an almost
surely bounded di�erence. This is Lemma 3.2 in [16]:

Lemma 2.6.

Let (Ω, µ, T ) be a mixing Gibbs-Markov map. Let Y be a function from Ω to a Banach space
(B, ‖·‖B), and let q and ε be in (0, 1). We put Yi := Y ◦T i. Let (Y ∗i ) be a piecewise i.i.d. process with
parameters q and ε such that, for all integers n and k, the sequences (Yi)i∈In,k and (Y ∗i )i∈In,k have
the same law.

Assume furthermore that E(D(Y )) is �nite. Then there exists a coupling between (Yi)i∈N and
(Y ∗i )i∈N such that, almost surely, ∑

i∈I

‖Yi − Y ∗i ‖B < +∞.

Then, we check that throwing away the part of the process which are in the gaps makes only a
small di�erence, provided that the gaps are small enough. These are Lemma 3.3 and Lemma 3.4
in [16], respectively:

Lemma 2.7.

Assume that ϕ satis�es the condition (1.7). Let r ∈ (1− (1− ε)q, 1). Almost surely, for all large
enough integer N , ∑

i≤N
i∈J

ϕi ≤ ψ∗(N r). (2.4)

Lemma 2.8.

Assume that X ∈ Lp(Ω, µ) for some p > 2. Let r ∈ (1− (1− ε)q, 1). Almost surely, for all large
enough integer N , ∣∣∣∣∣∣∣

∑
i≤N
i∈J

Xi

∣∣∣∣∣∣∣ ≤ N
r
2 . (2.5)

At last, we prove the asymptotic independence for the piecewise i.i.d. process. This is Proposi-
tion 3.5 in [16]:

Proposition 2.9.

Let (X∗i , ϕ
∗
i )i∈N be a piecewise i.i.d. process with parameters q and ε. Let (X i)i∈N and (ϕi)i∈N be

two independent processes, such that (X i)i∈N and (X∗i )i∈N have the same law, and so do (ϕi)i∈N and
(ϕ∗i )i∈N.

Assume that there exist p > 2 and a constant C such that, for all n,

E

(
sup
i<2qn

∣∣∣∣∣
2n+i∑
`=2n

X∗`

∣∣∣∣∣
p)
≤ C2

pqn
2 . (2.6)
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If ϕ satis�es the condition (1.7), then there exist r ∈ (0, 1) and a coupling between (X∗i , ϕ
∗
i )i∈N

and (X i, ϕi)i∈N such that, almost surely, for all large enough integer N ,∣∣∣∣∣
N−1∑
i=0

X∗i −
N−1∑
i=0

X i

∣∣∣∣∣ ≤ N
r
2 , (2.7)∣∣∣∣∣

N−1∑
i=0

ϕ∗i −
N−1∑
i=0

ϕi

∣∣∣∣∣ ≤ ψ∗(N r).

To deduce Theorem 2.3 from these lemmas and propositions, we start from the process (Xi, ϕi) =
(X ◦ T i, ϕ ◦ T i). With Lemma 2.6, we couple it with a piecewise i.i.d. process (X∗i , ϕ

∗
i ). With

Proposition 2.9, we couple (X∗i , ϕ
∗
i ) with a piecewise i.i.d. process (X i, ϕi), where (X i) and (ϕi) are

independent. Finally, using Lemma 2.6 again, we couple (X i) with (X̃i) ' (X ◦ T i), and (ϕi) with
(ϕ̃i) ' (ϕ ◦ T i). The results copied here ensure that, with well-chosen coupling, at each step the
processes stay close one to the other.

Since we want to expand our initial result, we will check that each of these propositions remains
true under weaker conditions. The proof of Lemma 2.6 is very technical, and we will have to redo some
non-trivial computations. The proof of Lemma 2.7 will stay unchanged. The proof of Lemma 2.8
relies on two main ingredients; the �rst is a decorrelation as in Lemma 2.6 (except this time we work
with the blocks Jn,k and throw away the blocks In,k), and the second is a consequence of Burkholder-
Rosenthal's inequality, i.e., we need to prove that there exists a constant C (depending on X) such
that, for all N ,

E

(
sup
k≤N

∣∣∣∣∣
k−1∑
i=0

X ◦ T i
∣∣∣∣∣
p)
≤ CN

p
2 .

Finally, Proposition 2.9 remains the same, but the same consequence of Burkholder-Rosenthal's
inequality is needed to check that its hypotheses are satis�ed.

In a nutshell, to get a version of Theorem 2.3 under weaker conditions, there are two non-trivial
ingredients: the proof of Lemma 2.6, and Burkholder-Rosenthal's inequality.

2.2 Proof of the generalized CLT

We now explain how Theorem 2.3 can be used so as to get Theorem 2.4 as in [16]. In the following,
(Ω, µ, T ) is an ergodic dynamical system, where µ is an in�nite, σ-�nite T -invariant measure. Assume
that there is a measurable subset A ⊂ Ω such that µ(A) = 1 and the induced system (A, π, d, µ|A, TA)
is a mixing Gibbs-Markov map (the former condition can be achieved by normalizing the measure
µ).

We denote by ξN(x) :=
∑N

i=1 1A(T ix) the local time inA at timeN , and by τN(x) :=
∑N−1

i=0 ϕA(T iAx)
the sequence of return times in A (which is also the generalized inverse of (ξN)N≥0).

In this setting, the function ϕA is constant on each element of the partition π (so that D(ϕA) ≡ 0),
and not integrable. We assume that ϕA has nice tails, i.e., that it satis�es Condition (1.8) for some
β ∈ [0, 1) and some auxiliary function ψ.

We assume that X|f | belongs to Lp(A, µ|A) for some p > 2, that E(D(Xf )) is �nite, and that∫
Ω
f dµ = 0.
For any x in A and any large enough (depending on x) integer N , we have:

1√
sinc(βπ)ψ(N)

N−1∑
i=0

f(T ix) =

√
ξN(x)

sinc(βπ)ψ(N)

1√
ξN

ξN (x)−1∑
i=0

Xf (T
i
Ax)+

1√
sinc(βπ)ψ(N)

N−1∑
i=τξN

f(T ix).

9



The last term will prove to be negligible under our assumptions. By [16, Proposition 4.4],

ξN
sinc(βπ)ψ(N)

→ Yβ,

where the convergence is in distribution on (A, µ|A) and Yβ is a normalized Mittag-Le�er random
variable with parameter β. The assumption that (A, π, d, µ|A, TA) be mixing is not even necessary:
ergodicity is enough here.

Since Xf belongs to Lp(A, µ|A), has a null integral and E(D(Xf )) is �nite, we have a central limit
theorem 1.4:

1√
N

N−1∑
i=0

Xf ◦ T iA → σ(f)N ,

where the convergence is in distribution on (A, µ|A), where N is a normalized Gaussian random
variable and where the standard deviation σ(f) is given by Equation (2.3).

If (ξN) and (
∑N−1

i=0 Xf ◦ T iA) were to be independent, by [16, Lemma 4.1] we would have:√
ξN(x)

sinc(βπ)ψ(N)

1√
ξN

ξN (x)−1∑
i=0

Xf (T
i
Ax)→ σ(f)

√
YβN ,

with the same conventions as above. However, these processes are far from being independent. The
critical point here is that, by Theorem 2.3, the processes (τN) and (

∑N−1
i=0 Xf ◦T iA) are asymptotically

independent. We can couple them closely with two processes (τ̃N) and (
∑N−1

i=0 X̃f,i) which are actually
independent, and for which the convergence in distribution holds. Then, we need to check that the
distance between (

∑N−1
i=0 Xf ◦ T iA, τN) and (

∑N−1
i=0 X̃f,i, τ̃N) is not too large that the convergence in

distribution fails for the initial process. This is the role of the two following lemmas, respectively
Lemma 4.4 and Lemma 4.5 in [16].

Lemma 2.10.

Let (Ω, µ, T ) be a dynamical system which induces a mixing Gibbs-Markov map on a Borel set A.
Assume that the random variable ϕA on (A, µ|A) ful�lls the condition (1.8). Let r > 0 and r∗ > r.
Then, µ|A-almost surely, for all large enough integer N ,

sup
k≤N

(
ξk+ψ∗(ψ(N)r) − ξk

)
≤ ψ(N)r

∗
. (2.8)

Lemma 2.11.

Let (A, d, µ|A, TA) be a mixing Gibbs-Markov map. Let X ∈ Lp(A, µ|A), with p > 2, be such that∫
A
X dµ|A = 0 and Eµ|A(D(X)) < +∞.
For all r ∈ [0, 1] and all r∗ > 2/p+ (1− 2/p)r, almost surely, for all large enough integer N ,

sup
k≤N

sup
i≤Nr

∣∣∣∣∣
k+i−1∑
j=k

X ◦ T jA

∣∣∣∣∣ ≤ N
r∗
2 . (2.9)

Lemma 2.11 is a consequence of Burkholder-Rosenthal's inequality. Lemma 2.10 is trickier to
prove, and we use a coupling technique as in the proof of Lemma 2.6.

Finally, once we get the convergence in distribution according to the invariant distribution on
the induced system in A, we extend it to any absolutely continuous starting distribution using [17,
Corollary 1].

In a nutshell, to get a version of Theorem 2.4 under weaker conditions, provided that Theo-
rem 2.3 has already been proved, the critical components are some decorrelation results for the proof

10



of Lemma 2.10, Burkholder-Rosenthal's inequality, a central limit theorem, and the convergence in
distribution of the local times (see Proposition 4.4 in [16]). We shall also use in Section 6 a gener-
alization of [16, Lemma 4.1] (which, roughly, states the asymptotic independence of the processes
(ABn) and (Bn) given the independence of (An) and (Bn)) to continuous times, but the changes to
apply are extremely straightforward. Finally, [17, Corollary 1], which extends the convergence in
distribution from one initial probability measure to every absolutely continuous probability measure,
works well as long as the dynamical systems are indexed by a discrete time, but breaks down when
the time is continuous. We will have to replace it in Section 6.

3 Weakening the smoothness condition

The goal of this section is to prove the results stated in Theorem 2.3 and Theorem 2.4 under a milder
regularity condition. In Theorem 2.3, we require the real-valued random variables X and ϕ de�ned
on (Ω, d, µ, T ) to satisfy the condition (1.5):

E(D(X)) + E(D(ϕ)) < +∞.

Let θ be in (0, 1]. One can check that the following condition yields the same conclusions:

E(D(X)θ) + E(D(ϕ)θ) < +∞.

This weaker condition still guarantees an exponential decay of correlations, although one has to let
L act on di�erent Banach spaces to prove it, and the decorrelation will be slower. However, we can
go further and choose a criterion which only guarantees a polynomial decay of correlations. We shall
assume that, for some parameter θ > 0, the functions X and ϕ satisfy:

E(ln+(D(X))1+θ) + E(ln+(D(ϕ))1+θ) < +∞, (3.1)

where ln+ is the positive part of the logarithm. The price we pay for this is that the regularity
condition on X and ϕ on the one hand, and the integrability condition on X on the other hand,
are no longer independent. Namely, we will prove in Theorem 3.5 that the asymptotic independence
(Theorem 2.3) and the generalized central limit theorem (Theorem 2.4) hold under (3.1) if θ >
1/(p− 1).

3.1 Preliminary results

We will begin by getting the central limit theorem and Burkholder-Rosenthal's inequality under the
new regularity condition. As we can expect only a polynomial decay of correlation, spectral methods
can no longer be used directly; we use martingale methods instead. Our �rst result is a bound on
the speed at which the norm of LiX decays.

Lemma 3.1.

Let (Ω, d, µ, T ) be a Gibbs-Markov map. Let X ∈ Lp(Ω), with p > 1, be such that
∫

Ω
X dµ = 0.

Assume that, for some θ > 0, we have E(ln+(D(X))1+θ) < +∞. Then
∥∥LNX∥∥Lp = O(N−

(p−1)(1+θ)
p ).

In particular, if θ > 1/(p− 1) then
∑
N∈N

∥∥LNX∥∥Lp is �nite.

Proof.
The �rst part of the proof is a light version of the proof of Lemma 2.6 (Lemma 3.2 in [16]), where

we construct a coupling which satis�es some bounds in probability. The second part yields our claim.
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First step: Construction of a nice coupling

For any point x in Ω and any N ≥ 0, we de�ne:

µ̃(N)
x :=

∑
{y:TNy=x}

g(N)(y)δy.

For any measurable and integrable function X de�ned on Ω, we have LnX(x) =
∫

Ω
X dµ̃

(N)
x . Let

M ≥ 0. By the second step of the proof of Lemma 3.2 in [16], there exist constants C ≥ 1 and
ρ ∈ (0, 1) such that, for any cylinder a in πM ,∣∣µ̃(N+M)

x (a)− µ(a)
∣∣ =

∣∣∣∣LN+M1a(x)−
∫

Ω

1a dµ

∣∣∣∣ ≤ Cµ(a)ρN . (3.2)

Let X be as in Lemma 3.1. Let x be in Ω; let X
(N+M)
x be the random variable X de�ned on the

probability space (Ω, µ̃
(N+M)
x ), and let X∗ be a random variable distributed as X on (Ω, µ). We now

construct a coupling between X
(N+M)
x and X∗ such that these two random variables are close with

high probability.
Let X ∗ be a random variable with values in Ω and whose law is µ, and X (N+M)

x be a random
variable with values in Ω and whose law is µ̃(N+M)

x , so that X∗ = X(X ∗) and X(N+M)
x = X(X (N+M)

x )

in distribution. By Equation (3.2), there exists a coupling between X (N+M)
x and X ∗ such that, with

probability at least 1 − CρN , those two random variable take their values in the same cylinder of
length M . This induces a coupling between X

(N+M)
x and X∗.

A cylinder a = [a0, · · · , aM−1] of length M has a diameter of at most Diam(Ω)λ−M , so that X(a)
has a diameter of at most |X|Lip(a0) Diam(Ω)λ−M . This gives us a control on the di�erence between

X
(N+M)
x and X∗x as long as X (N+M)

x and X ∗ land in the same cylinder of length M .
Let γ be a random variable taking its values in π such that P(γ = a) = µ(a). Then, for any

δ > 0:

P
(∣∣X(N+M)

x −X∗
∣∣ > δ

)
≤ CρN +

∑
a∈π

µ(a)1
(
|X|Lip(a) Diam(Ω)λ−M > δ

)
= CρN + Pγ

(
|X|Lip(γ) Diam(Ω)λ−M > δ

)
. (3.3)

Now, we use a logarithmic Markov's inequality. If λM Diam(Ω)−1δ ≥ 1, then:

P
(∣∣X(N+M)

x −X∗
∣∣ > δ

)
≤ CρN + Pγ

(
ln
(
1 + |X|Lip(γ)

)1+θ
> ln

(
1 + λM Diam(Ω)−1δ

)1+θ
)

≤ CρN +
E
(

ln
(
1 + |X|Lip(γ)

)1+θ
)

ln (1 + λM Diam(Ω)−1δ)1+θ

≤ CρN +
E
((

1 + ln+

(
|X|Lip(γ)

))1+θ
)

ln (λM Diam(Ω)−1δ)1+θ

≤ CρN +
2θ
(
1 + E(ln+(D(X))1+θ)

)
ln (λM Diam(Ω)−1δ)1+θ

.

Let us take, for instance, δ = Diam(Ω)λ−
M
2 . Then we have, for some constant C ≥ 0:

P
(∣∣X(N+M)

x −X∗
∣∣ > Diam(Ω)λ−

M
2

)
≤ CρN + CM−(1+θ). (3.4)

Second step: Lp bound
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Let x be in Ω. Let N ≥ 0. Let X∗ and X
(N)
x be as in the �rst part of the proof, and coupled in

such a way that Pµ
(∣∣∣X(N)

x −X∗
∣∣∣ > Diam(Ω)λ−

N
4

)
≤ Cρ

N
2 + CN−(1+θ).

Let p∗ be such that 1/p+1/p∗ = 1. We denote by O the set on which
∣∣X∗ −X(N)

x

∣∣ > Diam(Ω)λ−
N
4 .

Since E(X∗) = 0: ∣∣LNX(x)
∣∣ =

∣∣E(X∗)− E(X(N)
x )

∣∣
≤ E

(∣∣X∗ −X(N)
x

∣∣)
≤ Diam(Ω)λ−

N
4 +

∥∥1O(X∗ −X(N)
x )

∥∥
L1

≤ CN−
(1+θ)
p∗
(
1 + ‖X‖Lp +

∥∥X(N)
x

∥∥
Lp
)
,

where the last inequality is an application of Hölder's inequality. Moreover, notice that
∥∥X(N)

x

∥∥
Lp =(

LN |X|p
) 1
p (x). Let us take the Lp norm on both sides. We recall the fact that the operator L is a

contraction when acting on L1.∥∥LNX∥∥Lp ≤ CN−
(1+θ)
p∗
(

1 + ‖X‖Lp +
∥∥∥∥X(N)

x

∥∥
Lp
∥∥
Lp

)
= CN−

(1+θ)
p∗
(

1 + ‖X‖Lp +
∥∥∥(LN |X|p) 1

p

∥∥∥
Lp

)
= CN−

(1+θ)
p∗

(
1 + ‖X‖Lp +

∥∥(LN |X|p)∥∥ 1
p

L1

)
≤ CN−

(1+θ)
p∗

(
1 + ‖X‖Lp + ‖|X|p‖

1
p

L1

)
= CN−

(1+θ)
p∗ (1 + 2 ‖X‖Lp)

= O(N−
(p−1)(1+θ)

p ).

Thanks to martingale methods developed by Gordin, this is enough to get a central limit theorem
and Burkholder-Rosenthal's inequality, as we will explain now. Let (Ω, d,B, µ, T ) be a Gibbs-Markov
map. Let X be a function on Ω satisfying the assumptions of Lemma 3.1. We de�ne C(X) :=
+∞∑
N=1

LNX and X̃ := X + C(X)− C(X) ◦ T . Then, X̃ and X are cohomologous, and by Lemma 3.1

the function X̃ belongs to Lp. Moreover, a short computation shows that LX̃ = 0.
The variables X and X̃ di�er only by a coboundary, whose in�uence on the partial sums will be

in general negligible. For all ε > 0, the random variables N−εC(X) and N−εC(X) ◦ TN converge in
Lp to 0, and N−εC(X) converges almost surely to 0 as N goes to +∞. Since C(X) belongs to Lp, the
function |C(X)|p belongs to L1, and by Birkho�'s theorem, N−1|C(X)|p ◦T n converges almost surely
to 0. Hence, N−1/pC(X) ◦ T n converges almost surely to 0. These facts mean that the asymptotic
behavior of N−ε

∑N−1
i=0 X ◦T i and N−ε

∑N−1
i=0 X̃ ◦T i is the same for all ε > 0 if we look for Lp bounds

and convergence, and for all ε ≥ 1/p if we look for almost sure convergence.
Now, we de�ne, for all N ∈ N, the σ-algebra GN := T−NB. The sequence (GN)N≥0 is a decreasing

�ltration. For all i > N ≥ 0, we have E(X̃ ◦ TN |Gi) = (Li−NX̃) ◦ T i = 0. Hence, (X̃ ◦ TN)N≥0

is a sequence of reverse martingale di�erences for the �ltration (GN)N≥0. The central limit theorem
follows:

Theorem 3.2.
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Let (Ω, d, µ, T ) be a Gibbs-Markov map. Let X ∈ Lp(Ω), with p ≥ 2, be such that
∫

Ω
X dµ = 0.

Assume that, for some θ > 1/(p− 1), we have E(ln+(D(X))1+θ) < +∞. Then:

lim
N→+∞

1√
N

N−1∑
i=0

X ◦ T i = N (0, σ2),

where the convergence is in distribution on (Ω, µ), and where N (0, σ2) is a centered Gaussian random
variable of variance:

σ2 =

∫
Ω

X2 dµ+ 2
+∞∑
N=1

∫
Ω

X ·X ◦ TN dµ.

The variance σ2 is zero if and only X is a coboundary.

We now prove a version (or rather, a consequence) of Burkholder-Rosenthal's inequality.

Theorem 3.3 (Burkholder-Rosenthal's inequality).
Let (Ω, d, µ, T ) be a Gibbs-Markov map. Let X ∈ Lp, with p ≥ 2, be a function satisfying the

assumptions of Theorem 3.2. Then there exists a constant C such that, for all N ≥ 0,∥∥∥∥∥
N−1∑
i=0

X ◦ T i
∥∥∥∥∥
Lp
≤ CN

1
2 . (3.5)

Proof.

We have put C(X) =
+∞∑
N=1

LNX. Since C(X)− C(X) ◦ T is a coboundary,

lim
N→+∞

N−
1
2

∥∥∥∥∥
N−1∑
i=0

(C(X)− C(X) ◦ T ) ◦ TN
∥∥∥∥∥
Lp

= 0.

Hence, we only have to prove this theorem for X̃ = X+C(X)−C(X)◦T . For any given positive
N , we apply Burkholder-Rosenthal's inequality (Theorem 21.1 in [6]) to the reverse martingale

di�erences
(
X̃ ◦ T i

)
0≤i≤N−1

. There exists a constant Cp, depending only on p, such that, for all

N ≥ 0, ∥∥∥∥∥
N−1∑
i=0

X̃ ◦ T i
∥∥∥∥∥
Lp
≤ Cp


E

(
N−1∑
i=0

E(X̃2 ◦ T i|Gi+1)

) p
2

 1
p

+

(
E

(
N−1∑
i=0

∣∣∣X̃ ◦ T i∣∣∣p)) 1
p

 .

We �rst use the identity E(X̃2 ◦ T i|Gi+1) =
(
LX̃2

)
◦ T i+1. This yields, for all N > 0:

E

(
N−1∑
i=0

E(X̃2 ◦ T i|Gi+1)

) p
2

 1
p

=

∥∥∥∥∥
N−1∑
i=0

(
LX̃2

)
◦ T i

∥∥∥∥∥
1
2

L
p
2

≤
∥∥∥X̃∥∥∥

Lp
N

1
2 .

We deal now with the last member of the inequality. One has:(
E

(
N−1∑
i=0

|X̃ ◦ T i|p
)) 1

p

=
(
NE(

∣∣∣X̃∣∣∣p)) 1
p

=
∥∥∥X̃∥∥∥

Lp
N

1
p .
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The process (X ◦ T i) is stationary. By an inequality by Ser�ing [15, Corollary B1], together
with the bound (3.5), under the conditions of Theorem 3.3 and if additionally p > 2, there exists a
constant C such that, for all N , ∥∥∥∥∥sup

k≤N

k−1∑
i=0

X ◦ T i
∥∥∥∥∥
Lp
≤ CN

1
2 .

This is actually this inequality we use, for instance to check the hypotheses of Proposition 2.9.

3.2 Adaptation of the Csáki-Földes argument

In this subsection we shall get generalizations of the main results of [16], Theorems 2.3 and 2.4, in
a low regularity setting. The central limit theorem and Burkholder-Rosenthal's inequality will be
instrumental, so the condition (3.1) with θ > 1/(p− 1) will appear. Other inequalities involving the
parameters q and ε chosen to construct a piecewise i.i.d. process will have to be satis�ed, and in
the end we will check that one can still �nd such parameters under those constraints. As stated in
Subsection 2.1, the only signi�cant point left to prove is the equivalent of Lemma 2.6.

Lemma 3.4.

In Lemma 2.6, the condition (1.5) on Y can be replaced by the condition (3.1), provided that:

q(1 + εθ) > 1. (3.6)

Proof.
We have to adapt some arguments of the original proof of Lemma 2.6. Using the same notations

as in the proof of Lemma 3.1, given any non-negative integers n and k and any x in Ω, we de�ne
two �nite sequences of random variables. The sequence (Yi,y)i∈In,k is the process (Y ◦T ix)i∈In,k when
the distribution of x is µ̃2qn

x , and the sequence (Y ∗i,y)i∈In,k is the process (Y ◦ T ix)i∈In,k when the
distribution of x is µ. In [16, Equation (3.3)], the author proved that, under the condition (1.5) on
Y , there exists a coupling between (Yi,y)i∈In,k and (Y ∗i,y)i∈In,k such that:

P

∑
i∈In,k

∥∥Yi,y − Y ∗i,y∥∥B > λ−2qεn−2

 ≤ C max
{
ρ, λ−1

}2qεn−2

, (3.7)

which was enough to ensure that:

∑
n∈N

2(1−q)nP

∑
i∈In,k

∥∥Yi,y − Y ∗i,y∥∥B > λ−2qεn−2

 < +∞. (3.8)

This last property is the key to prove Lemma 3.4. Here, the bound we will get will not be
as good as Equation (3.7), but still enough to prove that Equation (3.8) holds. We use the same
coupling between (Yi,y)i∈In,k and (Y ∗i,y)i∈In,k as the one constructed in the fourth step of the proof
of [16, Lemma 3.2]. One this coupling is done, by [16, Equation (3.5)], for any τ ∈ (λ−1, 1), for some
positive constants C and C ′, for any δ > 0,

P

∑
i∈In,k

∥∥Yi,y − Y ∗i,y∥∥B > δ

 ≤ Cρ2qεn−1

+

|In,k|−1∑
i=0

Pγ
(
|Y |Lip(γ) > C ′(λτ)|In,k|−iλ2qεn−1

δ
)
,
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where γ is a random variable taking values in π such that P(γ = a) = µ(a).
This bound is very similar to Equation (3.3), and is proved in the same way. As in the proof of

Lemma 3.1, we use a logarithmic Markov's inequality. If C ′λ2qεn−1
δ > 1, then:

P

( ∑
i∈In,k

∥∥Yi,y − Y ∗i,y∥∥B > δ

)

≤ Cρ2qεn−1

+

|In,k|−1∑
i=0

Pγ
(

ln
(

1 + |Y |Lip(γ)

)1+θ

> ln
(

1 + C ′λ2qεn−1

(λτ)|In,k|−iδ
)1+θ

)

≤ Cρ2qεn−1

+

|In,k|−1∑
i=0

Eγ
(

ln
(

1 + |Y |Lip(γ)

)1+θ
)

ln
(
C ′λ2qεn−1(λτ)|In,k|−iδ

)1+θ

≤ Cρ2qεn−1

+

|In,k|−1∑
i=0

2
(
1 + E

(
(ln+D(Y ))1+θ

))
(ln (C ′λ2qεn−1δ) + (|In,k| − i) ln(λτ))

1+θ

≤ Cρ2qεn−1

+
C ′′

ln (C ′λ2qεn−1δ)
θ
.

Let us take δ = λ−2qεn−2
, which is a valid choice for all large enough n. Then we get:

P

( ∑
i∈In,k

∥∥Yi,y − Y ∗i,y∥∥B > λ−2qεn−2

)
= O(2−qεθn),

which in turn implies that Equation (3.8) holds as long as 1−q−qεθ < 0, which is condition (3.6).

All the other ingredients we used to prove Theorems 2.3 and 2.4 only need minor modi�cations to
apply to the low regularity setting, either because the regularity of the observables has nothing to do
with them (Lemma 2.7), or because some intermediate result (for instance Burkholder-Rosenthal's
inequality) has already been proved.

Theorem 3.5.

In Theorem 2.3, the condition (1.5) on X and ϕ can be replaced by the condition (3.1), provided
that:

θ >
1

p− 1
.

In Theorem 2.4, the condition (1.5) on Xf can be replaced by the condition (3.1), provided that:

θ >
1

p− 1
.

Proof.
We begin by proving our new version of Theorem 2.3. The conclusion of Subsection 2.1 is

that the only non-trivial modi�cations are Burkholder-Rosenthal's inequality (Theorem 3.3) and the
existence of a nice coupling (Lemma 3.4). As long as their hypotheses are simultaneously satis�ed,
the conclusion of Theorem 2.3 holds.

We need to choose the parameters q and ε in such a way that Condition (3.6) is satis�ed. If we
choose the parameter q in ((1 + θ)−1, 1), the inequality q(1 + θ) > 1 is satis�ed. Then, if ε is chosen
close enough to 1, the inequality q(1 + εθ) > 1 is also satis�ed. Hence, there is a coherent way to
choose the parameters q and ε, which �nishes the proof of the �rst part of Theorem 3.5.
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The proof of our new version of Theorem 2.4 given that we have proved this version of Theorem 2.3
is in Section 4 of [16]. The smoothness of Xf is only relevant in proving the central limit theorem
(Theorem 3.2) and Burkholder-Rosenthal's inequality for the sequence

(∑
i<N Xf ◦ T iA

)
, which we

have got under our milder regularity condition.

4 Hilbert space-valued observables

Now that we have replaced spectral methods by martingale methods, we can pick a low-hanging
fruit: the case of observables X and f which take their values not in the real line, but in a Hilbert
space. This is mostly a matter of �nding the relevant literature, and it will be mildly useful in order
to remove the assumption of mixing in the next section.

For any measured space (Ω, µ) and any Hilbert spaceH, we shall denote by Lp(Ω, µ;H) (or simply
Lp(Ω;H) if there is no ambiguity for the choice of the measure) the space of H-valued Bochner-
integrable functions on Ω with a �nite moment of order p, endowed with the norm:

‖X‖Lp(Ω;H) :=

(∫
Ω

‖X‖pH dµ

) 1
p

.

As in the previous section, we start by proving the central limit theorem and Burkholder-
Rosenthal's inequality. Since we use the same martingale methods as in Section 3, we will state
our results under the same regularity conditions.

The reader can check �rst that any proof we wrote, in this article or in [16], and which does not
rely either on the central limit theorem or on Burkholder-Rosenthal's inequality can be very easily
adapted to �t our new setting. Some results are already designed to work in any Banach space (e.g.
Lemma 2.6), or do not involve the observable X in any way (e.g. Lemma 2.7). Otherwise, whenever
an inequality involves the absolute value of X, take the Hilbert norm instead; whenever the Lp norm
of X appears, take the Lp(Ω;H) norm instead. In particular, if we adapt Lemma 3.1, we get:

Lemma 4.1.

Let (Ω, µ, T ) be a Gibbs-Markov map. Let H be a Hilbert space. Let X ∈ Lp(Ω;H), with p ≥ 2,
be a function such that

∫
Ω
X dµ = 0 and which satis�es the regularity condition (3.1) for some

θ > 1/(p− 1).

Then
∑
N∈N

∥∥LNX∥∥Lp(Ω;H)
is �nite.

All the discussion of Subsection 3.1, where we explained how to add a coboundary to X and how
to de�ne a �ltration to get a reverse martingale array, is still valid. If we want to prove new versions
of Theorem 2.3 and Theorem 2.4, we only have to prove a central limit theorem and Burkholder-
Rosenthal's inequality.

Theorem 4.2 (Central limit theorem in Hilbert spaces).
Let (Ω, µ, T ) be a Gibbs-Markov map. Let H be a Hilbert space. Let X be a function which

satis�es all the hypotheses of Lemma 4.1. Then there exists a centered Gaussian variable N (0, S) on
H with covariance operator S such that:

lim
N→+∞

1√
N

N−1∑
i=0

X ◦ T i = N (0, S),
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where the convergence is in law on (Ω, µ), and where the covariance operator is such that, for any
two vectors u and v in H,

(Su, v) =

∫
Ω

(X, u) (X, v) dµ+
+∞∑
i=1

∫
Ω

(
X ◦ T i, u

)
(X, v) dµ+

+∞∑
i=1

∫
Ω

(X, u)
(
X ◦ T i, v

)
dµ.

The operator S is degenerate if and only if (X, u) is a coboundary for some non-zero vector u.

Proof.
In order to prove this theorem, we shall use a central limit theorem for Hilbert space-valued

martingales, namely Theorem 5.1 in [11]. We have to construct a martingale array, and then check
the three conditions of this theorem.

We put, as in Subsection 3.1, C(X) :=
∑+∞

i=1 LiX and X̃ := X+C(X)−C(X)◦T . Then, for each
i ∈ N, we write X̃i := X̃ ◦ T i. As we have seen, for each integer N and with the natural �ltration
(GN)N≥0, the sequence (X̃N−i)1≤i≤N is a martingale. Thus, if we de�ne X̃N,i := N−

1
2 X̃N−i, the

process (X̃N,i)1≤i≤N is a martingale array. Now we check the three conditions to apply Jakubowski's
theorem.

To begin with, for any N > 0 and x > 0:

P
(

sup
1≤i≤N

∥∥∥X̃N,i

∥∥∥
H
> x

)
≤ NP

(∥∥∥X̃∥∥∥
H
> xN

1
2

)
;

then, we use this estimate to bound the expectation:

E
(

sup
1≤i≤N

∥∥∥X̃N,i

∥∥∥2

H

)
=

∫ +∞

0

P
(

sup
1≤i≤N

∥∥∥X̃N,i

∥∥∥
H
> x

)
dx

≤
∫ +∞

0

min
{

1, NP
(∥∥∥X̃∥∥∥

H
> xN

1
2

)}
dx

=
1√
N

∫ +∞

0

min
{

1, NP
(∥∥∥X̃∥∥∥

H
> x

)}
dx.

Let ε > 0, and let M > 0 be such that P
(∥∥∥X̃∥∥∥

H
> x

)
≤ εx−2 for all x ≥M . Then:

E
(

sup
1≤i≤N

∥∥∥X̃N,i

∥∥∥2

H

)
≤ M√

N
+

1√
N

∫ +∞

M

min
{

1, εNx−2
}

dx

=
max{M,

√
εN}√

N
+

1√
N

∫ +∞

max{M,
√
εN}

εNx−2 dx

≤ max{M,
√
εN}√

N
+

ε
√
N

max{M,
√
εN}

,

and lim supN→+∞ E
(

sup1≤i≤N

∥∥∥X̃N,i

∥∥∥2

H

)
≤ 2
√
ε. Since this is true for all ε > 0, the �rst condition

is satis�ed.
Then, for any two vectors u and v in H,

N∑
i=1

(
X̃N,i, u

)(
X̃N,i, v

)
=

1

N

N∑
i=1

[(
X̃, u

)(
X̃, v

)]
◦ T i,
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which by Birkho�'s ergodic theorem converges almost surely to a constant as N goes to +∞.
Now, let (ej)j∈N be an orthonormal basis of H, let M ∈ N and ε > 0. We compute:

P

( ∑
1≤i≤N

∑
j≥M

(
X̃N,i, ej

)2

> ε

)
= P

(
1

N

∑
1≤i≤N

(∑
j≥M

(
X̃, ej

)2
)
◦ T i > ε

)

→
N→+∞

1

[∑
j≥M

E
((

X̃, ej

)2
)
> ε

]
→

M→+∞
0.

Hence, all the hypotheses of the central limit theorem are satis�ed, and N−
1
2

∑N−1
i=0 X̃ ◦ T i con-

verges in distribution to a Gaussian random variable. Since the addition of a coboundary does not
change such a limit, the partial sums N−

1
2

∑N−1
i=0 X ◦ T i have the same limit in distribution. All we

have left to �nd is the expression of the covariance operator S. The same theorem by Jakubowski
states that, for any two vectors u and u in H,

(Su, v) = lim
N→+∞

1

N
E

[(
N−1∑
i=0

X̃ ◦ T i, u

)(
N−1∑
i=0

X̃ ◦ T i, v

)]
.

We �rst prove that one can replace X̃ by X in this formula. Indeed,

1

N
E

[(
N−1∑
i=0

X̃ ◦ T i, u

)(
N−1∑
i=0

X̃ ◦ T i, v

)]
=

1

N
E

[(
N−1∑
i=0

X ◦ T i, u

)(
N−1∑
i=0

X ◦ T i, v

)]

+ E

[(
C(X)− C(X) ◦ TN , u

)( 1

N

N−1∑
i=0

X̃ ◦ T i, v

)]

+ E

[(
1

N

N−1∑
i=0

X ◦ T i, u

)(
C(X)− C(X) ◦ TN , v

)]
,

and since both N−1
∑N−1

i=0 (X, u)◦T i and N−1
∑N−1

i=0 (X̃, v)◦T i converge to 0 in L2, the last two lines
vanish as N goes to +∞. Hence:

(Su, v) = lim
N→+∞

1

N
E

[(
N−1∑
i=0

X ◦ T i, u

)(
N−1∑
i=0

X ◦ T i, v

)]

= lim
N→+∞

1

N

N−1∑
i=0

N−1∑
j=0

E
[(
X ◦ T i, u

) (
X ◦ T j, v

)]
= lim

N→+∞

[
E ((X, u) (X, v)) +

N−1∑
i=1

(
1− i

N

)
E
((
X ◦ T i, u

)
(X, v)

)
+

N−1∑
i=1

(
1− i

N

)
E
(
(X, u)

(
X ◦ T i, v

))]

= E [(X, u) (X, v)] +
+∞∑
i=1

E
[(
X ◦ T i, u

)
(X, v)

]
+

+∞∑
i=1

E
[
(X, u)

(
X ◦ T i, v

)]
,

where the last equality comes from the dominated convergence theorem. The fact that the operator
S is degenerate if and only if (X, u) is a coboundary for some non-zero vector u is similar to the
1-dimensional case, for which it is a classical result.
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Burkholder-Rosenthal's inequality for Hilbert space-valued martingales is [12, Theorem 8.33].
Since the central limit theorem and Burkholder-Rosenthal's inequality were the only missing ingre-
dients, new versions of Theorem 2.3 and Theorem 2.4 follow immediately:

Proposition 4.3.

Let (Ω, d, µ, T ) be a mixing Gibbs-Markov map. Let H be a Hilbert space. Let X and ϕ be
measurable functions from Ω to H and to R+ respectively, satisfying the condition (3.1) for some
parameter θ. We put (Xi, ϕi) := (X ◦ T i, ϕ ◦ T i). Let (X̃i)i∈N and (ϕ̃i)i∈N be copies of the processes
(Xi)i∈N and (ϕi)i∈N respectively, such that (X̃i)i∈N and (ϕ̃i)i∈N are mutually independent.

Assume that X belongs to Lp(Ω;H) for some p > 2; that ϕ satis�es the condition (1.7) for some
β ∈ [0, 1) and some auxiliary function ψ; and that θ > 1/(p− 1).

Then there exist r ∈ (0, 1) and a coupling between (Xi, ϕi)i∈N and (X̃i, ϕ̃i)i∈N such that, almost
surely, for all large enough integer N ,∥∥∥∥∥

N−1∑
i=0

Xi −
N−1∑
i=0

X̃i

∥∥∥∥∥
H

≤ N
r
2 ,∣∣∣∣∣

N−1∑
i=0

ϕi −
N−1∑
i=0

ϕ̃i

∣∣∣∣∣ ≤ ψ∗(N r).

Proposition 4.4.

Let (Ω, µ, T ) be a dynamical system which induces a mixing Gibbs-Markov map on a Borel set A.
Assume that the function ψ associated with ϕA is regularly varying with index β ∈ [0, 1).

Let f be in L1(Ω, µ;H). Assume that
∫

Ω
f dµ = 0, that the random variable X|f | belongs to

Lp(A, µ|A;H) for some p > 2 and satis�es the regularity condition (3.1) for some θ > 1/(p− 1).
Then, for any probability measure ν � µ:

1√
sinc(βπ)ψ(N)

N−1∑
i=0

f ◦ T i →
√
YβN (0, S), (4.1)

where the convergence is in distribution when the left-hand side is seen as a random variable from
(Ω, ν) to R, where Yβ and N (0, S) are independent, Yβ is a standard Mittag-Le�er distribution of
order β and N (0, S) is a Gaussian random variable on H with covariance operator S, and where,
for any two vectors u and v in H,

(Su, v) =

∫
A

(Xf , u) (Xf , v) dµ+
+∞∑
i=1

∫
A

(
Xf ◦ T iA, u

)
(Xf , v) dµ+

+∞∑
i=1

∫
A

(Xf , u)
(
Xf ◦ T iA, v

)
dµ.

Moreover, S is degenerate if and only if (f, u) is a coboundary for some non-zero vector u.

5 Non-mixing maps

The goal of this section is to weaken the hypothesis of mixing of Theorems 2.3 and 2.4, so as to prove
the following:

Proposition 5.1.

In Theorem 2.3 and Theorem 2.4, one can replace �mixing� by �ergodic�, provided that the variance
in Equation (2.3) is replaced by:

σ(f)2 = lim
N→+∞

1

N

∫
A

(
N−1∑
i=0

Xf ◦ T iA

)2

dµ|A.
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For the sake of brevity, we use the strong regularity condition (1.5), even though the weaker
condition (3.1) works as well.

We shall use the fact that, when an ergodic Gibbs-Markov map is not mixing, some of its iterates
will be. More precisely: let (Ω, d, π, T, µ) be an ergodic Gibbs-Markov map. We can assume without
loss of generality that there exists a parameter λ > 1 such that d(x, y) = λ−s(x,y), where s(x, y) is
the time of separation of x and y for the partition π and the transformation T . Then there exist an
integer M ≥ 1 and a partition (Ak)k∈Z/MZ of Ω into M subsets such that:

• (Ak)k∈Z/MZ is coarser than π;

• the subsets Ak are T
M -invariant modulo µ;

• T (Ak) = Ak+1 for all k in Z/MZ;

• the dynamical systems (Ak, d, T
M) are topologically mixing.

We use the acceleration process described in Subsection 1.2, with the stopping time constant and
equal to M . The map TM is an iterate of T , and as such preserves µ. We get a Gibbs-Markov
map (Ω, dM , πM , T

M , µ) which is not ergodic, but has exactly M ergodic components (Ak)k∈Z/MZ.
Moreover, these components have the same measure, and the system is mixing on each of them. We
will use the notation µk := Mµ|Ak , so that T `∗µk = µk+` for all non-negative integer `. We will also
write D = Dπ,d and DM = DπM ,dM .

This is enough for the consequences of Theorem 2.3 to hold for the sequence of processes
(XMi+`, ϕMi+`)i≥0. To get a control on the initial process, we will work with the vector-valued
processes ((XMi+`, ϕMi+`)0≤`<M)i≥0 de�ned on Ak, and apply a version of Theorem 2.3. We now
describe how the integrability and regularity of observables behave with respect to the iteration, and
how nice we can expect (XMi+`)0≤`<M and (ϕMi+`)0≤`<M to be.

Let f be a function de�ned on Ω. Let k be in Z/MZ and 0 ≤ ` < M . If f belongs to Lp(Ω, µ),
then:

∥∥f ◦ T `∥∥Lp(Ak,µk)
=

(∫
Ak

|f ◦ T `|pM dµ|Ak

) 1
p

= M
1
p

(∫
Ak+`

|f |p dµ|Ak+`

) 1
p

≤M
1
p ‖f‖Lp(Ω,µ) ,

so that each of the functions f ◦ T ` belongs to Lp(Ak, µk). Similarly, if f satis�es the condition (1.7)
with some auxiliary function ψ, then, for all x > 0:

Pµk(f ◦ T ` > x) = Pµk+`(f > x) ≤MPµ(f > x) ≤ M

ψ(x)
,

so that each of the functions f ◦ T ` satis�es the condition (1.7) with the auxiliary function ψ/M .
Assume now that f is Lipschitz on each element of the partition π. Let aM be in πM , with

aM ⊂ Ak, and let x and y be in aM . Let a be the element of the partition π such that T `ak ⊂ a.
Then:

|f(T `x)− f(T `y)| ≤ |f |Lipd(a)d(T `x, T `y) = λ`−M |f |Lipd(a)d(TMx, TMy) ≤ λ`−M+1|f |Lipd(a)dM(x, y),

so that |f ◦ T `|LipdM
(aM ) ≤ λ`−M+1|f |Lip(a). Integrating over all ak such that T `ak ⊂ a, and then over

all a in Ak+` ∩ π, we get:

Eµk
(
DM(f ◦ T `)

)
≤ λ`−M+1Eµ (D(f)|Ak+`) ≤MλEµ (D(f)) .
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Hence, if the regularity condition (1.5) is satis�ed by f on (Ω, π, d, T, µ), then it is satis�ed by f ◦T `
on (Ak, πM , dM , T

M , µk) for all 0 ≤ ` < M . The same is true for any weakened regularity condition
such as condition (3.1).

Now that these fundamental properties are laid down, let us go for the proof of Proposition 5.1.
The reader may check that Theorem 2.3 can be trivially generalized to account for multiple occur-
rences of the heavy-tailed observable:

Proposition 5.2.

Let (Ω, d, µ, T ) be a mixing Gibbs-Markov map. Let M be a positive integer. Let X(0), · · · , X(M−1)

and ϕ(0), · · · , ϕ(M−1) be measurable functions from Ω to R and to R+ respectively, each one satis-

fying the condition (1.5). We put (X
(`)
i , ϕ

(`)
i ) := (X(`) ◦ T i, ϕ(`) ◦ T i). Let ((X̃

(`)
i )0≤`<M)i∈N and

((ϕ̃
(`)
i )0≤`<M)i∈N be copies of the processes ((X

(`)
i )0≤`<M)i∈N and ((ϕ

(`)
i )0≤`<M)i∈N respectively, such

that ((X̃
(`)
i )0≤`<M)i∈N and ((ϕ̃

(`)
i )0≤`<M)i∈N are mutually independent.

Assume that there exists p > 2 such that each X(`) belongs to Lp(Ω, µ). Assume that there exists
β ∈ [0, 1) such that each ϕ(`) satis�es the condition (1.7) with the same auxiliary function ψ. Then

there exist r ∈ (0, 1) and a coupling between ((X
(`)
i , ϕ

(`)
i )0≤`<M)i∈N and ((X̃

(`)
i , ϕ̃

(`)
i )0≤`<M)i∈N such

that, almost surely, for all large enough integer N ,

M−1∑
`=0

∣∣∣∣∣
N−1∑
i=0

X
(`)
i −

N−1∑
i=0

X̃
(`)
i

∣∣∣∣∣ ≤ N
r
2 ,

M−1∑
`=0

∣∣∣∣∣
N−1∑
i=0

ϕ
(`)
i −

N−1∑
i=0

ϕ̃
(`)
i

∣∣∣∣∣ ≤ ψ∗(N r).

This result for the X(`) side is a direct consequence of Proposition 4.3 and the equivalence of
norms, although it can be proved in a more elementary way. For the ϕ(`) side, the proof requires
minor tweaks of Lemma 2.7 and Proposition 2.9.

Proof of Proposition 5.1.
Proof of Theorem 2.3 without mixing

Let (Ω, d, T, µ) be an ergodic Gibbs-Markov map. Let X and ϕ be measurable functions from Ω
to R and to R+ respectively, both satisfying the condition (1.5), such that X belongs to Lp(Ω, µ) for
some p > 2 and ϕ satis�es the condition (1.7) for some β ∈ [0, 1) and some auxiliary function ψ. Let
M ≥ 1 and (Ak)k∈Z/MZ ⊂ π be as studied in the beginning of this section. Let k be in Z/MZ.

For all 0 ≤ ` < M , let us put X(`) := X ◦ T ` and ϕ(`) := ϕ ◦ T `. All these observables are well
de�ned almost everywhere on Ak; moreover, each function X(`) belongs to Lp(Ak, µk) and satis�es
the condition (1.5), and each function ϕ(`) satis�es the conditions (1.7) (with the same parameter
β ∈ [0, 1) and the auxiliary function ψ/M) and (1.5). Hence, we can apply Proposition 5.2 to TM

on Ak. Notice that, for all x ≥ 0, we have (ψ/M)∗(x) = ψ∗(Mx).

Let ((X̃
(`)
i , ϕ̃

(`)
i )0≤`<M)i∈N be as in Proposition 5.2 and already coupled with ((X

(`)
i , ϕ

(`)
i )0≤`<M)i∈N

in such a way that, µk-almost surely, for all large enough integer N :

M−1∑
`=0

∣∣∣∣∣
N−1∑
i=0

X
(`)
i −

N−1∑
i=0

X̃
(`)
i

∣∣∣∣∣ ≤ N
r
2 ,

M−1∑
`=0

∣∣∣∣∣
N−1∑
i=0

ϕ
(`)
i −

N−1∑
i=0

ϕ̃
(`)
i

∣∣∣∣∣ ≤ ψ∗(MN r).
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We put XMi+` := X̃
(`)
i , and de�ne a process (ϕi) in the same way. Then the processes (X i) and (ϕi)

are independent, and distributed respectively as (X◦T i) and (ϕ◦T i), when the starting point is chosen
under the distribution µk. In addition, µk-almost surely, for all large enough integer N = N0M +N1

(with N1 < M),∣∣∣∣∣
N−1∑
i=0

(
X ◦ T i −X i

)∣∣∣∣∣ ≤
N1−1∑
`=0

∣∣∣∣∣
N0+1∑
i=0

(
X

(`)
i − X̃

(`)
i

)∣∣∣∣∣+
M−1∑
`=N1

∣∣∣∣∣
N0∑
i=0

(
X

(`)
i − X̃

(`)
i

)∣∣∣∣∣ ≤ 2

(
N − 1

M
+ 1

) r
2

,

and a similar bound holds for the di�erence between
∑N−1

i=0 ϕ◦T i and
∑N−1

i=0 ϕi. Up to an arbitrarily
small increase in r, if N is large enough, the coupling between (X ◦ T i, ϕ ◦ T i) and (X i, ϕi) ful�lls
the conclusions of Theorem 2.3 when the starting point is chosen according to the distribution µk.

To �nish the proof, notice that µ is the average of the µk:

µ =
1

M

M−1∑
k=0

µk.

Since for each k there is a coupling between (X ◦ T i, ϕ ◦ T i) under the distribution µk and some
suitable process, we have a canonical coupling between (X ◦ T i, ϕ ◦ T i) under the distribution µ and
a process (X̂i, ϕ̂i), by taking the average of the couplings. The process (X̂i, ϕ̂i), together with the
coupling we constructed, satis�es all the conclusions of Theorem 2.3.

Proof of Theorem 2.4 without mixing

As we explained in Subsection 2.2, the points about which we need to be careful are Burkholder-
Rosenthal's inequality, the central limit theorem, the convergence in distribution of the local times,
and the proof of Lemma 2.10.

Burkholder-Rosenthal's inequality for the sequence (Xf ◦ T i) comes either from the multidimen-
sional version of this inequality we used in Section 4, or from the fact that the inequality holds along
each of the subsequences (Xf ◦ TMi+k), where 0 ≤ k < M .

Once we have induced the system on any Ak ⊂ A such that TM is a mixing Gibbs-Markov map
on Ak, a central limit theorem holds:

lim
N→+∞

1√
N

N−1∑
i=0

Xf ◦ T iA = σ(f)N ,

where the convergence is in distribution on any (Ak, µk), where N is a normalized Gaussian random
variable, and where:

σ(f)2 = lim
N→+∞

1

N

∫
A

(
N−1∑
i=0

Xf ◦ T iA

)2

dµ

=
1

M

∫
A

(
M−1∑
k=0

Xf ◦ T kA

)2

dµ+ 2
+∞∑
i=1

∫
A

(
M−1∑
k=0

Xf ◦ T kA

)(
Mi+M−1∑
k=Mi

Xf ◦ T kA

)
dµ

 .
The convergence in distribution of the local times stays unchanged, as [16, Proposition 4.1] only

requires ergodicity, and not mixing.
The only point which is not essentially trivial is the adaptation of Lemma 2.10 (we refer to [16,

Lemma 4.4] for its proof). This lemma means roughly that the process (ξN)n≥0 does not increase
too fast; to prove it, we show instead that its inverse (τN) =

∑N−1
i=0 ϕA ◦T i increases quickly enough.
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More speci�cally, at some point we prove that the sequence (P(ξψ∗(nr) > nr
∗
))n≥0 is summable if

r < r∗. This requires some amount of independence for the sequence (ϕA ◦ T i). In the mixing

case, we work with the subsequence (ϕA ◦ T n
qr∗ i) for some well-chosen q. In the ergodic, non-

mixing case, our best tool is to induce the transformation on some Ak. This leads us to work with

the subsequences ((
∑M−1

`=0 ϕA ◦ T `) ◦ TMnqr
∗
i). Most of the estimates in the proof will change by a

constant factor depending onM , but a small change of q will compensate for them. The summability
of the sequence (P(ξψ∗(nr) > nr

∗
))n≥0 follows, and with it versions of Lemma 2.10 and Theorem 2.4

which do not require mixing.

6 Semi-�ows and �ows

Our ultimate goal in this article is to get a version of Theorem 2.4 for the geodesic �ow on Z or
Z2-periodic manifolds of negative curvature. There are three directions in which we would like to
adapt our results:

• instead of working with discrete time dynamical systems (towers over a Gibbs-Markov system),
we want results in a continuous time setting (suspension �ows over a Gibbs-Markov system);

• we want results for Z or Z2-extensions of a Gibbs-Markov map (sometimes called �random
walks driven by a Gibbs-Markov map�), where the data is not directly given in terms of a �rst
return time but in terms of a transition kernel;

• we want results for invertible systems, and more precisely for natural extensions of Gibbs-
Markov maps.

The geodesic �ow on periodic manifolds mixes those three features: it can be seen for instance as a
suspension �ow over a Zd-extension of the natural extension of a Gibbs-Markov map (and the terms
�suspension �ow�, �Zd-extension� and �natural extension� in this sentence commute).

We will not state a version of Theorem 2.4 for each combination of �suspension �ow�, �Zd-
extension� and �natural extension�. Instead, we will go to the most complex case by the following
path: �rst we extend Theorem 2.4 to suspension �ows (Subsection 6.1), then to Zd-extensions of
suspension �ows (Subsection 6.2), and �nally to the geodesic �ow (Subsection 6.3). Our results can
be downgraded to accommodate, for instance, Zd-extensions of Gibbs-Markov maps.

6.1 Suspension �ows

In discrete time we studied non-invertible transformations; continuous time non-invertible transfor-
mations are semi-�ows, that is, actions of the additive semi-group R+. In discrete time, given an
ergodic transformation (Ω, µ, T ) and a measurable subset of non-zero measure A, we could easily de-
�ne an induced dynamical system (A, µ|A, TA) and a �rst return time ϕA. We could also see (Ω, µ, T )
as a tower of base (A, µ|A, TA) and height function ϕA. For semi-�ows, it will be more convenient to
adopt this second point of view.

De�nition 6.1 (Gibbs-Markov semi-�ow).
Let (A, π, d,B, µA, TA) be an ergodic Gibbs-Markov map. Let ϕA be a measurable function de�ned

on A and such that ϕA > 0 almost surely. The Gibbs-Markov semi-�ow of base (A, π, d,B, µA, TA)
and height ϕA is the dynamical system (Ω, µ, (gt)t≥0), where:

• Ω is the quotient of the topological space A × R+ by the equivalence relation (x, ϕA(x) + t) ∼
(TA(x), t) for all (x, t) in A× R+;
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• the semi-�ow (gt)t≥0 acts on A× R+ by translation on the second coordinate, and on Ω by its
canonical projection;

• µ = µA ⊗ Leb on A × R+ and is de�ned canonically on Ω by restriction to a fundamental
domain.

Gibbs-Markov semi-�ows arise naturally when one studies the geodesic �ow on Z or Z2 covers of
compact manifolds of negative curvature, or Z or Z2 periodic hyperbolic billiards. Since (A, µA, TA)
is ergodic, so is (Ω, µ, (gt)t≥0). Up to a subset of measure 0, we can identify A with the subset A×{0}
of Ω, and extend µA to Ω by putting µA(B) = µA(x ∈ A : x× {0} ∈ B) for any measurable subset
B ⊂ Ω.

For almost any point x in A and any integer N ≥ 0, the N -th return time is τN(x) :=
∑N−1

k=0 ϕA ◦
T kA(x). For almost any point x in A and any non-negative t, the local time in A at time t is
ξt(x) := Card{s ∈ (0, t] : gs(x) ∈ A}, so that ξτN = N for all N and t ≤ τξt for all t. All these
functions can be extended to Ω.

For any real-valued function f on Ω such that
∫ ϕA(x)

0
|f(x, t)| dt is �nite for almost every x in A,

we put Xf (x) :=
∫ ϕA(x)

0
f(x, t) dt. If f belongs to L1(Ω, µ), then Xf is well-de�ned on A and belongs

to L1(A, µA).
Our goal in this section is to extend Theorems 2.3 and 2.4 to ergodic Gibbs-Markov semi-�ows.

Fortunately, Proposition 5.1 already extends Theorem 2.3 in a satisfactory manner. Our work will
consist in adapting Theorem 2.4, of which we give the following variant:

Proposition 6.2.

Let (Ω, µ, (gt)t≥0) be an ergodic Gibbs-Markov semi-�ow of base (A, π, d,B, µA, TA) and of height
function ϕA. Let f be a real-valued function from Ω to R. Assume that:

• f is measurable and X|f | belongs to Lp(Ω, µA) for some p > 2;

•
∫

Ω
f dµ = 0;

• the function ψ(t) = µA(ϕA ≥ t)−1 is regularly varying with index β ∈ [0, 1);

• E(D(Xf )) and E(D(ϕA)) are �nite.

Then, for any probability measure ν absolutely continuous with respect to either µ or µA:

1√
sinc(βπ)ψ(t)

∫ t

0

f ◦ gs ds→ σ(f)
√
YβN , (6.1)

where the convergence is in distribution when the left-hand side is seen as a random variable from
(Ω, ν) to R, where Yβ and N are independent, Yβ is a standard Mittag-Le�er distribution of order
β and N is a standard Gaussian random variable, and:

σ(f)2 = lim
N→+∞

1

N

∫
A

(
N−1∑
i=0

Xf ◦ T iA

)2

dµA. (6.2)

Moreover, σ(f) = 0 if and only if f is a coboundary.

In order prove the convergence in distribution of the local time, it will be convenient to relate the
properties of the local time of a Gibbs-Markov semi-�ow with those of a suitably discretized version.
This is done with the next two lemmas.
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Lemma 6.3.

Let a : R+ → R+ be a function with regular variation. Let (ξt)t≥0 and (Xt)t≥0 be two stochas-
tic processes taking their values in R+. Assume that there exists a positive constant C such that
limt→+∞Xt = C in distribution, that there exists a random variable Y such that limt→+∞ a(t)−1ξt = Y
in distribution, and that (ξt)t≥0 is non-decreasing. Then, in distribution,

lim
t→+∞

a(Ct)−1ξtXt = Y.

Proof.
Without loss of generality, we can assume that C = 1. Let ε ∈ (0, 1). For all large enough t, we

have P(Xt /∈ (1− ε, 1 + ε)) ≤ ε. Since (ξt) is non-decreasing, this inequality yields:

P
(
ξtXt /∈

(
ξ(1−ε)t, ξ(1+ε)t

))
≤ ε

Since this inequality holds for all ε > 0 and the sequence (a(t)−1ξ(1+ε)t) is tight, the sequence
(a(t)−1ξtXt) is also tight, and thus any subsequence of (a(t)−1ξtXt) has limit points in P(R+).

Let β be the index of the regular variation of a. For all ε ∈ (0, 1) and ρ ≥ 0, for all large enough
t, we have:

E
(
e−ρ(1+ε)βY

)
− ε = lim

t→+∞
E
(
e−ρ

ξ(1+ε)t
a(t)

)
− ε

≤ lim inf
t→+∞

E
(
e−ρ

ξtXt
a(t)

)
≤ lim sup

t→+∞
E
(
e−ρ

ξtXt
a(t)

)
≤ lim

t→+∞
E
(
e−ρ

ξ(1−ε)t
a(t)

)
+ ε = E

(
e−ρ(1−ε)βY

)
+ ε.

Since this sequence of inequalities holds for all ε > 0, for all ρ ≥ 0,

lim
t→+∞

E
(
e−ρ

ξtXt
a(t)

)
= E

(
e−ρY

)
.

Let us take any subsequence (a(tn)−1ξtnXtn )n≥0 of (a(t)−1ξtXt)t≥0 with tn → +∞, and any limit
point Y ∗ of this subsequence for the weak topology in P(R+). Then, by the dominated convergence
theorem, for all ρ ≥ 0 we have E

(
e−ρY

)
= E

(
e−ρY

∗)
. The Laplace transform from P(R+) to C(R,R)

is injective, so Y = Y ∗ in distribution. Since this holds for any subsequence, we have proved at last
the convergence in distribution we claimed: a(t)−1ξtXt → Y .

Lemma 6.4.

Let (Ω, µ, (gt)t≥0) be an ergodic Gibbs-Markov semi-�ow of base (A, π, d,B, µA, TA) and of height
function ϕA, where E(D(ϕA)) is �nite. Let ψ(t) = µA(ϕA ≥ t)−1.

If ψ is regularly varying with index β ∈ [0, 1), then:

lim
t→+∞

1

sinc(βπ)ψ(t)
ξt = Yβ, (6.3)

where the convergence is in distribution when the left-hand side is seen as a random variable from
(A, µA) to R and where Yβ is a standard Mittag-Le�er random variable of order β.
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Proof.
If ϕA only takes integer values and is constant on each element of π, this is [16, Proposition 4.2].

In the general case, let us de�ne a function ϕA which, for all a in π, is constant on a and takes there
the value dsupa ϕAe > 0. Let ∆ := ϕA − ϕA ≥ 0. We de�ne (ξt), (τN) and ψ for the Gibbs-Markov
semi-�ow of base (A, π, d,B, µA, TA) and of height function ϕA in the obvious way.

We have ∆ ≤ 1 + Diam(A)D(ϕA). Since ϕA ≥ ϕA, we have ψ ≤ ψ. On the other hand, for all
t ≥ 0 and ε ∈ (0, 1),

µA(ϕA ≥ t) ≤ µA(ϕA ≥ (1− ε)t) + µA(∆ ≥ εt)

≤ µA(ϕA ≥ (1− ε)t) +
1 + Diam(A)E(D(ϕA))

εt
.

Hence, for all ε > 0, we have ψ ≥ ψ ≥ (1− ε)β(1 + o(1))ψ, which �nally yields ψ ∼ ψ.
Let t ≥ 0, and put N := ξt. Then t ∈ [τN , τN+1). Moreover, τn = τn +

∑n−1
k=0 ∆ ◦ T kA for all n ≥ 1,

so that t+
∑N−1

k=0 ∆ ◦ T kA ∈ [τN , τN+1). Hence, for all t ≥ 0:

ξt = ξ
t+

∑ξt−1
k=0 ∆◦TkA

= ξ
t(1+ 1

t

∑ξt−1
k=0 ∆◦TkA).

By Birkho�'s ergodic theorem, almost surely,

lim
t→+∞

1

ξt

ξt−1∑
k=0

∆ ◦ T kA = E(∆).

By Birkho�'s ergodic theorem again, since µ is in�nite, N−1τN converges to +∞ almost surely.
Taking the generalized inverse to the sequence (τN), one gets that t−1ξt converges to 0 almost surely.
Hence, 1+t−1

∑ξt−1
k=0 ∆◦T kA converges in distribution to 1. Lemma 6.4 follows from [16, Proposition 4.2]

applied to (ξt), and from Lemma 6.3.

With Lemma 6.4, we are ready to prove Proposition 6.2.

Proof of Proposition 6.2.
The �rst and second steps of the proof of Theorem 1.11 in [16] (adapted to take into account

the fact that we work with an ergodic system as in Subsection 5, and not necessarily a mixing one)
can be adapted straightforwardly. Any result they refer to (e.g. Lemma 2.11, Lemma 2.10...) has a
direct translation in the continuous-time setting, where the �rst return time ϕA takes values in R+,
where the local time (ξt) is de�ned on R+, etc.

Thus, under the assumptions of the proposition:

1√
sinc(βπ)ψ(t)

∫ t

0

f ◦ gs ds→ σ(f)
√
YβN ,

where the convergence is in distribution when the left-hand side is seen as a random variable from
(Ω, µA) to R, where Yβ and N are independent, Yβ is a standard Mittag-Le�er distribution of order
β and N is a standard Gaussian random variable, and σ(f) is given by the formula (6.2).

We shall now extend this result to any starting distribution absolutely continuous with respect
to either µA or µ. However, we cannot use [17, Corollary 1], which only deals with discrete time
systems. Moreover, this result does not translate readily to the continuous time setting, due to a
couple of obstructions. First, we know that the result holds for the starting distribution µA, but
µA is not absolutely continuous with respect to µ. Moreover, since the �rst return time ϕA is not
assumed to be bounded from below by a positive constant, it is not obvious that one can extend
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the convergence in distribution with starting distribution µA to a starting distribution absolutely
continuous with respect to µ by looking at boxes A × [0, ε]. The bad case which could happen a
priori is that Xf is large where ϕA is close to 0, and that the underlying Gibbs-Markov dynamic can
spend a lot of consecutive iterations where ϕA is small, making for instance

∫
A

∫ ε
0
|f |(x, t) dt dµA

in�nite. This phenomenon would make ine�ective the control on Xf on what happens during a small
window of time. We will exclude this possibility by using Lemma 2.10.

We begin by proving the result for starting distributions absolutely continuous with respect to
µA, then deduce the case of starting distributions absolutely continuous with respect to µ.

Probability measures absolutely continuous with respect to µA
Let f be a function satisfying the assumptions of the proposition we want to prove.
For now, assume that the base (A, µA, TA) is not only ergodic, but mixing; it is then also exact,

so that, for any function h in L1(A, µA), the sequence (Lnh)n≥0 converges to the constant function∫
A
h dµA in L1 norm [1, Theorem 1.3.3].
Let ν = h dµA be a probability measure absolutely continuous with respect to µA, and let ε > 0.

Let n be such that ‖Lnh− 1‖L1 ≤ ε.
We already know that, for any real-valued, uniformly continuous and bounded function G on R,

lim
t→+∞

EµA

(
G

(
1√

sinc(βπ)ψ(t)

∫ t

0

f ◦ gs ds

))
= E

(
G
(
σ(f)

√
YβN

))
.

Since Lnh dµA and µA di�er by at most ε in total variation norm,

lim sup
t→+∞

∣∣∣∣∣ELnhdµA
(
G

(
1√

sinc(βπ)ψ(t)

∫ t

0

f ◦ gs ds

))
− E

(
G
(
σ(f)

√
YβN

))∣∣∣∣∣ ≤ ε ‖G‖∞ .

Moreover, Lnh dµA is the distribution of T nAx given that x has distribution h dµA, so that, for all t:

ELnhdµA

(
G

(
1√

sinc(βπ)ψ(t)

∫ t

0

f ◦ gs ds

))
= EhdµA

(
G

(
1√

sinc(βπ)ψ(t)

∫ t+τn

τn

f ◦ gs ds

))
.

Obviously, ψ(t)−1/2
∫ τn

0
f ◦ gs ds converges to 0 almost surely. By Lemma 2.10, for all r > 0, almost

surely, for all large enough t, we have ξt+τn − ξt ≤ ψ(t)r. Looking at the second step of the proof of
Theorem 1.11 in [16] and adapting it to the continuous time setting, we also learn that for all δ > 0,

almost surely, for all large enough t, we have X|f | ◦ T ξtA ≤ ψ(t)
1
p

+δ. Hence, for all r, δ > 0, almost
surely, for all large enough t,∣∣∣∣∫ t+τn

t

f ◦ gs ds

∣∣∣∣ ≤ ξt+τn∑
k=ξt

X|f | ◦ T kA ≤ (ξt+τn − ξt + 1)ψ(t+ τn)
1
p

+δ ≤ (ψ(t)r + 1)ψ(t+ τn)
1
p

+δ.

By taking r and δ small enough, we see that ψ(t)−1/2
∫ t+τn
t

f ◦ gs ds converges to 0 almost surely.
Hence,

lim sup
t→+∞

∣∣∣∣∣EhdµA
(
G

(
1√

sinc(βπ)ψ(t)

∫ t

0

f ◦ gs ds

))
− E

(
G
(
σ(f)

√
YβN

))∣∣∣∣∣ ≤ ε ‖G‖∞ .

Since this is true for all ε > 0, the convergence in distribution we claimed occurs when the starting
point is chosen according to the measure ν, where ν is any distribution absolutely continuous with
respect to µA, as long as the base of the Gibbs-Markov semi-�ow is mixing.
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For the ergodic but not mixing case, let M be the period of the system. Then for any probability
density h in L1(A, µA), the densities M−1

∑M−1
k=0 Ln+kh converge to 1 in L1(A, µA), and the same

strategy works.

Probability measures absolutely continuous with respect to µ
Let ν be a probability measure absolutely continuous with respect to µ, and let νA be its projection

onto A. By construction, νA is absolutely continuous with respect to µA, and we have a natural
coupling between ν and νA. Moreover, if we denote by (ft)t≥0 the process (f ◦ gt)t≥0 where the
starting point is chosen according to ν, and (f̃t)t≥0 the same process but where the starting point is
chosen according to νA, then, under this coupling, they di�er only by a translation in time:∣∣∣∣∫ t

0

fs ds−
∫ t

0

f̃s ds

∣∣∣∣ ≤ ∫ ϕA

0

∣∣∣f̃s∣∣∣ ds+

∫ t+ϕA

t

∣∣∣f̃s∣∣∣ ds.

Using the same method as above, we can show that ψ(t)−1/2
∣∣∣∫ t0 fs ds−

∫ t
0
f̃s ds

∣∣∣ converges almost

surely to 0. We only need to consider the asymptotic behavior of (f̃t)t≥0, which is already covered
by the previous case since νA � µA.

Finally, if Xf is a coboundary, let ũ be a real-valued function on A such that Xf = ũ ◦ TA − ũ.
For all t ∈ [0, ϕA), let us de�ne:

u(x, t) := ũ(TAx)−
∫ ϕA(x)

t

f ◦ gs(x, 0) ds.

Then
∫ t

0
f ◦ gs ds = u ◦ gs − u for all t ≥ 0, so f is a coboundary. Conversely, if f is a coboundary,

there exists a measurable function u such that, for all t:∫ t

0

f ◦ gs ds = u ◦ gt − u,

and thus Xf = u ◦ TA − u is also a coboundary.

6.2 Zd-extensions of semi-�ows

An important class of dynamical systems endowed with an in�nite measure comes from Z or Z2-
extensions of Gibbs-Markov maps (or suspension �ows over a Gibbs-Markov map). We will adapt
our result to this setting, and will apply it further to the study of the geodesic �ow on some Z or Z2

periodic manifolds with negative sectional curvature. One of the important features of those systems
is that the data is usually given in terms of a step function and a step time, and not directly in terms
of a �rst return time.

De�nition 6.5 (Zd extension of a Gibbs-Markov semi-�ow).
Let (A, π, dA,B, µA, T ) be an ergodic Gibbs-Markov map. Let r be a real-valued, measurable func-

tion on A which is almost surely positive. Let d be a non-negative integer, and let F be a Zd-valued
measurable function on A which is σ(π)-measurable (i.e. almost surely constant on each element of
π).

The Zd extension with base (A, π, dA,B, µA, T ), with step F and step time r is the dynamical
system (Ω, µ, (gt)t≥0), where:

• Ω is the quotient of the topological space A×Zd×R+ by the equivalence relation (x, q, r(x)+t) ∼
(T (x), q + F (x), t) for all (x, q, t) in A× Zd × R+;
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• the semi-�ow (gt)t≥0 acts on A× Zd × R+ by translation on the third coordinate, and on Ω by
its canonical projection;

• µ = µA ⊗ Leb⊗Leb on A × Zd × R+ and is de�ned canonically on Ω by restriction to a
fundamental domain.

Such an extension is said to be degenerate if F can be written as a sum of a coboundary and a
function with values in a translate of a proper sublattice of Zd, and non-degenerate otherwise.

We are interested in recurrent extensions, which is quite restrictive: it excludes non-degenerate
Zd-extensions for all d ≥ 3. In order to apply Proposition 6.2, we describe such a process as a Gibbs-
Markov semi-�ow. The method is the same as with random walks: we look at the shift on the set
of excursions starting from zero. Let us consider a recurrent extension with base (A, π, dA,B, µA, T ),
step F and step time r. Without loss of generality, we can assume that dA(x, y) = λ−s(x,y) with λ > 1
and where s(x, y) is the separation time of x and y for the partition π and the transformation T .

We can identify A with A0 := A× {0} × {0}, and de�ne:

• the �rst return time ϕ in A0 by ϕ(x) := inf{t > 0 : gt(x, 0, 0) ∈ A0} (this function can be
extended to Ω);

• the discretized �rst return time ϕ in A0 as the return time for the extension with the same
base, the same step function but with a step time constant and equal to 1;

• the position at time t as the unique element St ∈ Zd such that, for some y ∈ A and s < r(y),
we have gt(x, 0, 0) ∼ (y, St, s).

Since the semi-�ow is assumed to be recurrent, ϕ and ϕ are �nite almost surely. Since ϕ is the �rst
return time to a subset of the initial dynamical system, by Kac's theorem, the application Tϕ preserves
the measure µA. We use the setting of Subsection 1.2 to describe an accelerated Gibbs-Markov map.
For all n ≥ 0, the event {ϕ ≤ n} only depends on the value of (F, F ◦ T, · · · , F ◦ T n−1); as F is F1-
measurable, this event is Fn-measurable. Hence, ϕ is a stopping time which is almost surely positive
and �nite. We use Lemma 1.6 to de�ne a new Gibbs-Markov map (A0, πϕ, dϕ,B, µA, Tϕ). The Zd-
extension is then measurably isomorphic to the Gibbs-Markov semi-�ow of base (A0, πϕ, dϕ,B, µA, Tϕ)
and height ϕ. We will write D = Dπ,dA and Dϕ = Dπϕ,dϕ .

We can use Section 6.1 to de�ne the sequence of return times (τN) in A0, the local time (ξt) in
A0, and so on. By putting r ≡ 1, we also de�ne discretized versions of these quantities, which we
distinguish with a bar: (St), (τN), (ξt), ψ(t)... They are useful to relate the properties of the initial
Zd-extension with those of its discretized counterpart, which have been extensively studied.

First, we will relate some properties of the induced Gibbs-Markov semi-�ow to those of the initial
data (for instance, the functions r and F ) so as the express the hypotheses of Proposition 6.2 in a
way which is better suited to the setting of Zd-extensions. Then, we will relate the distributional
properties of (ξt) to those of (ξt) to leverage the existing literature on the discretized version.

Lemma 6.6 (Smoothness of the �rst return time).
For a recurrent Zd-extension with base (A, π, dA,B, µA, T ) and step time r, with dA(x, y) = λ−s(x,y)

and the choice of distance dϕ mentioned before,

E (Dϕ(ϕ)) ≤ λ

λ− 1
E (D(r)) .
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Proof.
Let a be in πϕ, and let x, y be in a. For all k < ϕ(x), the points T k(x) and T k(y) are in the same

element of π, so that dA(Tϕ(x), Tϕ(y)) = λϕ(x)−kdA(T k(x), T k(y)). For 0 ≤ k < ϕ(x), let us denote
by ak(a) the element of π in which T k(x) and T k(y) lie. Then,

|ϕ(x)− ϕ(y)| =

∣∣∣∣∣∣
ϕ(x)−1∑
k=0

(r(T k(x))− r(T k(y)))

∣∣∣∣∣∣
≤

ϕ(x)−1∑
k=0

|r|LipdA
(ak(a))dA(T k(x), T k(y))

≤ dA(Tϕ(x), Tϕ(y))

ϕ(x)−1∑
k=0

λk−ϕ(x)|r|LipdA
(ak(a))

≤ dϕ(x, y)

ϕ(x)−1∑
k=0

λk−ϕ(a)+1|r|LipdA
(ak(a)).

In short, we have the inequality:

Dϕ(ϕ) ≤
ϕ−1∑
k=0

λ−kD(r) ◦ Tϕ−1−k. (6.4)

At this point, we use the structure of the extension to leverage this inequality. LetM be a positive
integer. Let (q0, · · · , qM) be in (Zd)M . Assume that there exists some 0 ≤ k < M such that qk = qM .
Then the initial path (q0, · · · , qM) can be split in a unique way into two sub-paths (q0, · · · , qM−N−1)
and (qM−N , · · · , qM) such that qM−N = qM and qk 6= qM for all M −N < k < M . Conversely, given
two such sub-paths, by concatenation, we can create a new path (q0, · · · , qM) with qM−N = qM . If we
apply this observation to the path (S0(x), · · · , SM(x)) for any x ∈ A, we see that the two following
sets are identical:

• {x ∈ A : ∃ 0 ≤ k < M, Sk(x) = SM(x)};

•
M⊔
N=1

{x ∈ A : TM−N(x) ∈ {ϕ = N}}.

The most interesting consequence for us will be the following inequality, which holds for all M ≥ 1:

M∑
N=1

1{ϕ=N} ◦ TM−N ≤ 1. (6.5)

If we take the expectation on both sides of Equation (6.4), we get:

E (Dϕ(ϕ)) ≤ E

(
ϕ−1∑
k=0

λ−kD(r) ◦ Tϕ−1−k

)

=
+∞∑
k=0

λ−kE
(
1{ϕ>k} ·D(r) ◦ Tϕ−1−k) .
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Let us �x the integer k ≥ 0. Then, because of Equation (6.5), for all M > k,

E
(
1{ϕ≤M}1{ϕ>k} ·D(r) ◦ Tϕ−1−k) =

M∑
N=k+1

E
(
1{ϕ=N} ·D(r) ◦ TN−1−k)

=
M∑

N=k+1

E
(
1{ϕ=N} ◦ TM−N ·D(r) ◦ TM−1−k)

≤ E
(
D(r) ◦ TM−1−k)

= E (D(r)) .

Since the system is recurrent, ϕ is almost surely �nite, so that limM→+∞ 1{ϕ≤M} = 1 almost surely.
By the monotone convergence theorem,

E (Dϕ(ϕ)) ≤
+∞∑
k=0

λ−kE
(
1{ϕ>k} ·D(r) ◦ Tϕ−1−k) ≤ +∞∑

k=0

λ−kE (D(r)) =
λ

λ− 1
E (D(r)) .

Let f be in L1(Ω, µ). We de�ne on A (or, similarly, A0):

• for all q in Zd, the function Xf,q(x) :=
∫ r(x)

0
f ◦ gs(x, q, 0) ds;

• Xf (x) :=
∫ ϕ(x)

0
f ◦ gs(x, 0, 0) ds.

Then Xf (x) =
∑ϕ(x)−1

k=0 Xf,Sk(x)(T
kx). Using the same argument as in the proof of Lemma 6.6, we

get:

Lemma 6.7 (Smoothness of the observables).
For a recurrent Zd-extension with base (A, π, dA,B, µA, T ), where dA(x, y) = λ−s(x,y), for all f in

L1(Ω, µ),

E (Dϕ(Xf )) ≤
λ

λ− 1
E

(
sup
q∈Zd

D (Xf,q)

)
. (6.6)

Proof.
The di�erence between this lemma and Lemma 6.6 is that the function D (Xf,q) depends on q,

so that its weighted sum along an excursion will depend on that excursion. Bounding each of these
functions by supq∈Zd D (Xf,q), which does not depend on q anymore, solves this problem.

In particular, if E (D (Xf,q)) is �nite for all q and Xf,q ≡ 0 for all but a �nite number of positions
q, then E (Dϕ(Xf )) is also �nite.

Remark 6.8 (Alternative upper bounds).
By manipulating more precisely the proof of Lemma 6.6, one can �nd other upper bounds for

E (Dϕ(Xf )). For example, for all θ in [0, 1],

E (Dϕ(Xf )) ≤
∑
q∈Zd

(
+∞∑
k=0

λ−kP(ϕ > k and Sϕ−1−k = q)1−θ

)
‖D (Xf,q)‖L1/θ .

For θ = 1, this bound is worse than the one we already proved. However, for θ = 0, it becomes:

E (Dϕ(Xf )) ≤
∑
q∈Zd

(
+∞∑
k=0

λ−kP(ϕ > k and Sϕ−1−k = q)

)
‖D (Xf,q)‖∞ . (6.7)
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This bound is especially useful if π is a �nite partition, for then the semi-norms ‖D(·)‖∞ and E(D(·))
are equivalent, and:

E

(
sup
q∈Zd

D (Xf,q)

)
' sup

q∈Zd
‖D (Xf,q)‖∞ .

Hence, the bound (6.7) is improved from the bound (6.6) by the addition of the summable weights∑+∞
k=0 λ

−kP(ϕ > k and Sϕ−1−k = q). This function is similar to the Green function for some kind of
�reversed random walk� (this analogy can be made rigorous if the base of the extension is an ergodic
Markov chain), and decreases exponentially fast in |q| if the steps are bounded (which is the case if
the partition is �nite).

There is unfortunately no such simple condition on the integrability of the array of functions
(Xf,q)q∈Zd which guarantees that Xf belongs to Lp for some p > 2, or at least no condition with such
a short proof. This problem is di�cult even in the case of true random walks. We will only give the
following criterion, which holds for all p ≥ 1:

∥∥X|f |∥∥pLp ≤ E

((
ϕ−1∑
k=0

∥∥∥X|f |,Sk∥∥∥L∞
)p)

.

We shall also give a su�cient condition, which is alas very strong.

Lemma 6.9.

Let (Ω, µ, T ) be a recurrent Zd-extension with an ergodic Gibbs-Markov base (A, µA, TA). Let
f ∈ L1(Ω, µ). Let 1 ≤ p∗ < p ≤ +∞.

If X|f |,q ≡ 0 for all but �nitely many q, and if X|f |,q ∈ Lp(A, µA) for all q, then X|f | ∈ Lp∗(A, µA).

Proof.
Let 1 ≤ p∗ < p ≤ +∞ and f be as in the hypotheses of the lemma. Since X|f |,q ≡ 0 for all but

�nitely many q, we can �nd a �nite box B ⊂ Zd such that 0 ∈ B and X|f |,q ≡ 0 whenever q /∈ B.
We induce the whole system into A×{0} in two steps: �rst we induce from A×Zd into A×B, and
then from A×B into A× {0}.

On A× B, the integral of f along an excursion is only the integral on f during the �rst step of
the excursion: after that, the process is outside of the box B, so f ≡ 0. The function induced on
A×B is just given by X̃|f |(x, q) := X|f |,q(x) for all x ∈ A and q ∈ B.

By Lemma 1.6, up to a scaling of the measure, the dynamical system induced on A×B is Gibbs-
Markov, the stopping time being given by the �rst return time in B. The subset A× {0} ⊂ A× B
is a union of elements of the Gibbs-Markov partition of A × B. Let τ be the �rst return time to
A× {0} for the Gibbs-Markov map on A×B. Then PµA(τ ≥ n) is exponentially decaying.

The function X|f | is the sum of the X̃|f | along an excursion from A× {0} in A×B, so that:

E
(
Xp∗

|f |

)
≤ E

(τ−1∑
k=0

(max
q∈B

X|f |,q) ◦ T kA

)p∗


=
+∞∑
n=1

E

1τ=n

(
n−1∑
k=0

(max
q∈B

X|f |,q) ◦ T kA

)p∗


≤
+∞∑
n=1

np
∗E

(
1τ=n

n−1∑
k=0

(max
q∈B

X|f |,q)
p∗ ◦ T kA

)
.
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Let r > 1 be such that rp∗ < p. By Hölder's inequality,

E
(
Xp∗

|f |

)
≤

+∞∑
n=1

np
∗
∥∥∥∥max
q∈B

Xp∗

|f |,q

∥∥∥∥
Lr
‖1τ=n‖L r

r−1

≤
+∞∑
n=1

np
∗
∥∥∥∥max
q∈B

X|f |,q

∥∥∥∥p∗
Lrp∗

P (τ = n)1− 1
r

≤
∥∥∥∥max
q∈B

X|f |,q

∥∥∥∥p∗
Lp

+∞∑
n=1

np
∗P (τ = n)1− 1

r .

Since the tails of τ decay exponentially and r > 1, the sequence np
∗P (τ = n)1− 1

r is summable
and

∥∥X|f |∥∥Lp∗ is �nite.
In particular, if p > 2, we can choose p∗ > 2 in Lemma 6.9 and apply Proposition 6.2
Finally, we shall adapt the convergence in law of the local time from the discrete case to the

continuous case.

Lemma 6.10.

Let us consider a recurrent Zd-extension with base (A, π, dA,B, µA, T ) and step time r, with r ∈
L2(A, µA) and such that E(D(r)) is �nite. Assume that ψ has regular variation of index β ∈ [0, 1).

Then ψ(t) ∼ ψ(t/
∫
r dµ), and in particular ψ has regular variation of index β.

Proof.
The Zd-extension of a Gibbs-Markov semi-�ow and its discretized counterpart di�er only by a

random change of time. Our goal is to prove that this distortion is almost linear, in order to relate
ψ and ψ.

Since E(D(r)) is �nite and r is assumed to be in L2(A, µA), the variance of the Birkho� sums
can be controlled: there exists a constant K such that, for all positive integer n, the variance of(
n
∫
r dµA

)−1∑n−1
k=0 r ◦ T k is at most Kn−1. By Chebyshev's inequality, for any positive integer n,

PµA

(
1

n

n−1∑
k=0

r ◦ T k /∈
[
(1− ε)

∫
A

r dµA, (1 + ε)

∫
A

r dµA

])
≤ K

nε2
=

o(1)

ψ(n)
,

as β < 1. Then, for all ε > 0 and large enough t, we have the upper bound:

1

ψ(t)
= PµA (ϕ ≥ t)

≤ PµA

ϕ ≥ t and

b((1+ε)
∫
r dµA)−1tc−1∑
k=0

r ◦ T k ≤ t


+ PµA

b((1+ε)
∫
r dµA)−1tc−1∑
k=0

r ◦ T k ≥ t


≤ PµA

(
ϕ ≥ t

(1 + 2ε)
∫
r dµA

)
+

1

ψ
(

t∫
r dµA

)o(1)

= (1 + o(1))
(1 + 2ε)β

ψ
(

t∫
r dµA

) .
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A lower bound on ψ(t)−1 can be obtained in the same way:

1

ψ(t)
≥ (1 + o(1))

(1− 2ε)β

ψ
(

t∫
r dµA

) .
By letting t go to +∞, these bounds yield for all ε ∈ (0, 1/2):

1

(1 + 2ε)β
≤ lim inf

t→+∞

ψ(t)

ψ
(

t∫
r dµA

) ≤ lim sup
t→+∞

ψ(t)

ψ
(

t∫
r dµA

) ≤ 1

(1− 2ε)β
.

We get Lemma 6.10 by letting ε go to 0.

The assumption in Lemma 6.10 that r belongs to L2 and not only to L1 is quite arti�cial. One
could compute the asymptotic distribution of the local time directly, and get the asymptotics of
the function ψ under the assumption that r belong to L1. However, since the setting and methods
involved are quite di�erent from what we work with in this article, we are content from now with
just deducing the asymptotics of ψ from those of ψ. The price to pay is that r has to belong to L2,
which excludes for instance Z or Z2-periodic billiards with unbounded horizon.

Proposition 6.2, together with Lemmas 6.6 to 6.10, gives:

Theorem 6.11.

Let (Ω, µ, (gt)t≥0) be an ergodic Zd-extension of base (A, π, d,B, µA, TA), of step time r and of step
function F . Let f be a real-valued function from Ω to R. Assume that:

• r belong to L2(A, µA);

• the function ψ is regularly varying with index β ∈ [0, 1);

• f is measurable and X|f | belongs to Lp(Ω, µA) for some p > 2;

•
∫

Ω
f dµ = 0;

• E(D(r)) and E(supq∈Zd D(Xf,q)) are �nite.

Then ψ(t) ∼ ψ(t/
∫
r dµ), and, for any probability measure ν absolutely continuous with respect

to either µ or µA:
1√

sinc(βπ)ψ(t)

∫ t

0

f ◦ gs ds→ σ(f)
√
YβN ,

where the convergence is in distribution when the left-hand side is seen as a random variable from
(Ω, ν) to R, where Yβ and N are independent, Yβ is a standard Mittag-Le�er random variable of
parameter β and N is a standard Gaussian random variable, and where:

σϕ(f)2 = lim
N→+∞

1

N

∫
A

(
N−1∑
i=0

Xf ◦ T iϕ

)2

dµA. (6.8)

The literature on the local time of random walks is extensive, and includes discrete-time random
walks for which the randomness is generated by a Gibbs-Markov map (see among others [2], [3],
[18, Section 7.3]). Together with the Darling-Kac theorem [1, Theorem 3.6.4], this yields the 1- and
2-dimensional cases:
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Corollary 6.12.

Let (Ω, µ, (gt)t≥0) be an ergodic Zd-extension of base (A, π, d,B, µA, TA), of step time r and of
step function F on Z. Assume that it is non-degenerate, that r and F belong to L2(A, µA), and that
E(D(r)) is �nite. Under these hypotheses, the quantity σ(F ) is positive and �nite, where:

σ(F )2 = lim
N→+∞

1

N

∫
A

(
N−1∑
i=0

F ◦ T i
)2

dµA.

Let f be a real-valued, measurable function from Ω to R. Assume that X|f | belongs to Lp(A, µA)
for some p > 2, that

∫
Ω
f dµ = 0, and that E(supq∈Zd D(Xf,q)) is �nite. Then, for any probability

measure ν absolutely continuous with respect to either µ or µA:(
πσ(F )2

2
·
∫
A
r dµA

t

) 1
4
∫ t

0

f ◦ gs ds→ σϕ(f)
√
|N ′|N ,

where the convergence is in distribution when the left-hand side is seen as a random variable from
(Ω, ν) to R, where N and N ′ are independent, N is a standard Gaussian random variable, N ′ is
a centered Gaussian random variable of variance π/2 (so that E(|N ′|) = 1), and σϕ(f) is given by
Equation (6.8).

Corollary 6.13.

Let (Ω, µ, (gt)t≥0) be an ergodic Zd-extension of base (A, π, d,B, µA, TA), of step time r and of
step function F on Z2. Assume that it is non-degenerate, that r and F belong to L2(A, µA), and that
E(D(r)) is �nite. Under these hypotheses, the covariance matrix Σ(F ) is positive de�nite, where, for
all u and v in R2:

(u,Σ(F )v) = lim
N→+∞

1

N

∫
A

(
N−1∑
i=0

F ◦ T i, u

)(
N−1∑
i=0

F ◦ T i, v

)
dµA.

Let f be a real-valued, measurable function from Ω to R. Assume that X|f | belongs to Lp(A, µA)
for some p > 2, that

∫
Ω
f dµ = 0, and that E(supq∈Zd D(Xf,q)) is �nite. Then, for any probability

measure ν absolutely continuous with respect to either µ or µA:(
2π
√

det(Σ(F ))

ln(t)

) 1
2 ∫ t

0

f ◦ gs ds→ σϕ(f)
√
EN ,

where the convergence is in distribution when the left-hand side is seen as a random variable from
(Ω, ν) to R, where N and E are independent, N is a standard Gaussian random variable, E is an
exponential random variable of parameter 1 (so that E(E) = 1), and σϕ(f) is given by Equation (6.8).

There are analogous results for Z-extensions with a transition kernel which is in the basin of
attraction of a symmetric Lévy stable distribution of index β ∈ (1, 2]. In all those situations, the
integrability and smoothness conditions on the observable f hold as soon as X|f |,q ≡ 0 for all but
�nitely vertices q, and for those q the function X|f |,q belongs to Lp(A, µA) for some p > 2 and
E(D(Xf,q)) is �nite.

6.3 Flows

Our last goal is to prove distributional convergence theorems not for semi-�ows, but for �ows. Since
�ows are invertible dynamical systems, we will work not with Gibbs-Markov maps, but with natural

36



extensions thereof. In this subsection, we will denote by (A+, π, λ,B+, µ+, T+) a Gibbs-Markov map
and by (A,B, µ, T ) its natural extension. We also denote by B+ the σ-algebra of the future on A,
which is the backward image of B+ by the canonical projection from A onto A+. The partition π is
also pulled backwards to a countable partition of A, that we also denote by π. The dynamical system
(A, µ, T ) is isomorphic to a subshift of πZ. For each a ∈ π, let us choose an element xa = (xa,n)n∈Z ∈ a.
Then, for each a in π and each x = (xn)n∈Z in a, let us put:

p+(x)n :=

{
xa,n if n ≤ 0
xn if n ≥ 0

.

The function p+ : A→ A corresponds to a projection onto a piece of unstable manifold by holonomy
along the stable manifold. A function f is B+-measurable is and only if f ◦p+ = f ; we then says that
the function only depends on the future. Such functions are convenient, as they factorize over the
initial Gibbs-Markov map. In particular, any limit theorem we have for observables of (A+, µ+, T+)
can be applied to observables which depends only on the future of (A, µ, T ).

To de�ne a distance on the natural extension of a Gibbs-Markov map, we use the separation
times:

s+(x, y) := inf{n ≥ 0 : T nx and T ny do not belong to the same element of π},
s−(x, y) := inf{n ≥ 0 : T−nx and T−ny do not belong to the same element of π}.

With these two separation times we de�ne two pseudo-distances d+ := λ−s+ and d− := λ−s− , and a
distance d := d+ + d−.

The notion of Zd-extension of a Gibbs-Markov semi-�ow was de�ned in the beginning of Sub-
section 6.2. Given a real-valued, measurable function r on A which is almost surely positive, and a
Zd-valued measurable function F on A which is σ(π)-measurable, we can de�ne in the same way a
Zd-extension of base (A, π, d, µA, TA), with step F and step time r. By the next lemma, with mild
assumptions on r, we can assume that r depends only on the future. While this is a classic result [5,
Lemma 1.6], the precise expression of the coboundary used in the proof will be useful later on.

Lemma 6.14.

Let f be a measurable real-valued function on A. Assume that ‖D(f)‖∞ is �nite. Then there
exists a function u which is bounded by λ(λ − 1)−1 ‖D(f)‖∞, uniformly 1/2-Hölder, and such that
the function f+ := f + u ◦ T − u is B+-measurable.

Proof.
Let us put:

u :=
+∞∑
n=0

f ◦ T n − f ◦ T n ◦ p+.

Let n ≥ 0. If x and y are in the same element of
∨+∞
k=−n T

−kπ, then T kx and T ky are in the
same element of π for all k ≥ −n, so that d(x, y) ≤ λ−n and |r(x) − r(y)| ≤ λ−n ‖D(f)‖∞. Hence,
|f ◦T n− f ◦T n ◦ p+| ≤ ‖D(f)‖∞ λ−n, and the function u is well-de�ned and bounded. We compute:

f + u ◦ T − u = f +
+∞∑
n=1

(
f ◦ T n − f ◦ T n−1 ◦ p+ ◦ T

)
−

+∞∑
n=0

(f ◦ T n − f ◦ T n ◦ p+)

= f ◦ p+ +
+∞∑
n=1

f ◦ T n ◦ p+ − f ◦ T n−1 ◦ p+ ◦ T.

This shows that the function f+ = f + u ◦ T − u is B+-measurable.
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Now we prove that u is 1/2-Hölder on each element of π. Let a be in π, and let x, y be in a. If
d+(x, y) = 0, then p+(x) = p+(y) and |f ◦ T n(x)− f ◦ T n(y)| ≤ ‖D(f)‖∞ λ−nd−(x, y), so that:

|u(x)− u(y)| ≤ λ

λ− 1
‖D(f)‖∞ d−(x, y).

If d−(x, y) = 0, then we split the sum:

|u(x)− u(y)| ≤
bs+(x,y)/2c∑

n=0

|f ◦ T n ◦ p+(x)− f ◦ T n ◦ p+(y)|+ |f ◦ T n(x)− f ◦ T n(y)|

+
+∞∑

n=bs+(x,y)/2c+1

|f ◦ T n(x)− f ◦ T n ◦ p+(x)|+ |f ◦ T n(y)− f ◦ T n ◦ p+(y)|

≤ 2 ‖D(f)‖∞
(
λbs+(x,y)/2c−s+(x,y)+1

λ− 1
+
λ−bs+(x,y)/2c−1

λ− 1

)
≤ 4λ ‖D(f)‖∞

λ− 1
d+(x, y)

1
2 .

For general x and y in a, let z be the element of a such that the positive coordinates of z are the
positive coordinates of x, and the negative coordinates of z are the negative coordinates of y. Then
d+(x, z) = d−(y, z) = 0, and d−(x, z) = d−(x, y), and d+(y, z) = d+(x, y). Thus:

|u(x)− u(y)| ≤ |u(x)− u(z)|+ |u(z)− u(y)| ≤ 4λ ‖D(f)‖∞
λ− 1

(
d+(x, y)

1
2 + d−(x, y)

1
2

)
.

Let us apply Lemma 6.14 to the step time r. Since we can take
√
λ instead of λ as an expansion

factor for the Gibbs-Markov map, without loss of generality, we can assume that the functions u and
r+ are actually Lipschitz. The function r+ is not always positive, but if r is bounded below by a
positive constant, then there is an integer N such that

∑N−1
k=0 r+ ◦ T k is positive and can be used

as a new step time for the suspension �ow. Hence, if r is bounded below by a positive constant
and satis�es the assumptions of Lemma 6.14, we can assume without loss of generality that r is
B+-measurable.

We �nally tackle our �rst concrete example: the geodesic �ow on periodic manifolds of negative
sectional curvature. Other systems, such as billiards, can be studied in a similar fashion; however,
there are signi�cant adaptations to do. Periodic manifolds of negative curvature are in many respects
the easiest examples to work with.

Let M be a compact, connected manifold with a Riemannian metric of negative sectional curva-
ture; let µM be a Gibbs measure on T 1M . For d = 1 or 2, let p : N →M be a connected Zd-cover of
M . Let (gt)t∈R be the geodesic �ow on the unit tangent bundle T 1N of N , which is endowed with a
measure µN by lifting µM . With these notations, we will prove:

Proposition 6.15.

Let f be a real-valued Hölder function on T 1N with compact support. Assume that
∫
T 1N

f dµN =
0. Let ν � µN . If d = 1, there exists a non-negative constant K(f) such that:

lim
t→+∞

1

t
1
4

∫ t

0

f ◦ gs(x, v) ds = K(f)
√
|N ′|N ,

where the convergence is in distribution when (x, v) has distribution ν on T 1N , where N and N ′
are independent, N is a standard Gaussian random variable, and N ′ is a centered Gaussian random
variable of variance π/2 (so that E(|N ′|) = 1).
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If d = 2, there exists a non-negative constant K(f) such that:

lim
t→+∞

1√
ln(t)

∫ t

0

f ◦ gs(x, v) ds = K(f)
√
EN ,

where the convergence is in distribution when (x, v) has distribution ν on T 1N , where N and E are
independent, N is a standard Gaussian random variable, and E is an exponential random variable
of parameter 1.

In both cases, K(f) = 0 if and only if f is a coboundary.

The proof relies on an isomorphism between the geodesic �ow on T 1M and a suspension �ow
over the natural extension of a Gibbs-Markov map with �nite alphabet [4], [5, Theorem 3.12]. We
recall the main features of this isomorphism. One can �nd �nitely many submanifolds A1, . . . , Ap
transverse to the geodesic �ow and a function r :

⋃
iAi → R∗+ such that:

1. each Ai has a box structure given by the strong stable manifold and the weak unstable manifold
of T 1M (actually, each Ai can be constructed as a union of pieces of strong stable manifold
which intersect a given piece of strong unstable manifold; the non-integrability of the foliation
by strong stable and unstable manifolds prevents it from being a union of pieces of strong
unstable manifold);

2. the function r is bounded from below and from above by some positive constants, and for all
x ∈

⋃
iAi, one has r(x) = inf{t > 0 : gt(x) ∈

⋃
iAi};

3. r is Hölder on each subset {x ∈ Ai : gr(x)(x) ∈ Aj};

4. since the foliation by strong stable leaves is invariant under the �ow, r is constant on each piece
of strong stable manifold in each subset {x ∈ Ai : gr(x)(x) ∈ Aj};

5. the image of any maximal piece of weak unstable manifold in some Ai by gr is a union of
maximal pieces of weak unstable manifold;

6. the backward image of any maximal piece of strong stable manifold in some Ai by gr is a union
of maximal pieces of strong stable manifold.

Let A :=
⋃
iAi, and π := {A1, . . . , Ap}, and Tx := gr(x)(x) for x ∈ A. Let µA be the Liouville

measure on A, renormalized so as to be a probability measure. Then T preserves the measure µA.
We can re�ne the partition π into a partition π′ so that r is Hölder on each element of π′. Any

point x ∈ A can be encoded by the sequence of transversals in π′ to which T nx belongs for all n ∈ Z.
By the points (5) and (6), the dynamical system (A, µA, T ) is a subshift of �nite type of (π′)Z. If we
denote by dA the distance on A inherited from the distance on T 1M , then the geodesic �ow on T 1M
is measurably isomorphic to the suspension �ow of base (A, π′, dA, µA, T ) and height function r. By
(4), the height function only depends on the σ-algebra of the future.

Proof of Proposition 6.15.
Encoding of the geodesic �ow on T 1N : We use the symbolic encoding of the geodesic �ow on

T 1M described above. First, let us prove that the geodesic �ow on N is isomorphic to a Zd-extension
of a suspension �ow whose base is the natural extension of a Gibbs-Markov map. This is done as
in [13]. Each transversal a ∈ π has a box structure, so the preimage p−1a is homeomorphic to a×Zd.
For each a, we choose one of the pieces of p−1a and let it correspond to a × {0} ⊂ π × Zd. This
de�nes an origin on p−1π, in that it distinguishes a single isomorphism between p−1π and π × Zd,
and from there an isomorphism between p−1π′ and π′ × Zd.
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Hence, the geodesic �ow onN is measurably isomorphic to the Zd-extension of base (A, π′, dA, µA, T )
and height function r for some step function F . The function x 7→ gr(x)(x) is continuous from any
element of p−1π′ to its image, and by connectedness is a single element of p−1π. Hence, F is constant
on any element of π′.

The system we work on is measurably isomorphic to A × [0, r] × Zd. We extend the function r
to the whole space by r(x, t, q) = r(x). We can de�ne a projection p+ onto the reference unstable
leaves in each Ai, that we extend to A× [0, r]× Zd by p+(x, t, q) = (p+(x), t, q); this is well-de�ned
because r = r ◦ p+ on A. For any measurable and integrable function f on A× [0, r]× Zd, we put:

Yf (x, q) :=

∫ r(x)

0

f(x, t, q) dt.

We have Yf (x, q) = Xf,q(x) for all x ∈ A and q ∈ Zd. Having a single function de�ned on A×Zd, and
not a family of functions de�ned on A, will soon be convenient. Finally, we de�ne T ′ from A × Zd
onto itself by T ′(x, q) = (Tx, q + F (x)).

Properties of the projection of a function f onto A×Zd: Given the observable f , we want
to prove that Yf is at least Hölder, and that up to the addition of a coboundary, it depends only on
the future. We focus now on the regularity of Yf .

Let dN denote the distance on T 1N , and κ− the smallest absolute value of a Lyapunov exponent
of the geodesic �ow on M . Then there exists a positive constant K with the following property.
Let α be in (0, 1], and let f be a α-Hölder function on T 1N with compact support. Let x and y
be in the same element a of π, and let q ∈ Zd. If x and y are in the same strong stable leaf, then
dN(gt(x, q), gt(y, q)) ≤ KdN(x, y)e−κ−t for all t ≥ 0, whence:

|f ◦ gt(x, q)− f ◦ gt(y, q)| ≤ K|f |Holαe
−ακ−tdN(x, y)α,

and:

|Yf (x, q)− Yf (y, q)| ≤
K|f |Holα

ακ−
dN(x, y)α.

If x and y are in the same small piece of strong unstable manifold, we can repeat the same process
with minor modi�cations. However, a is made of pieces of weak unstable manifold. To circumvent
this issue, choose a point x in the piece of strong unstable manifold included in a, and then take
pieces of strong unstable manifold intersecting the piece of strong stable manifold going through x;
this process generates a new transversal b. By choosing pieces of strong stable manifold of the right
size, one can ensure that b has a box structure, and is the image of a under the geodesic �ow stopped
at non-constant times. More precisely, we can ensure that there exists a function δ : a→ R which is
Hölder continuous, such that b = gδ(a) and δ = 0 on the pieces of strong stable and strong unstable
manifold going through x. We do this on each element a ∈ π, so as to de�ne a Hölder function δ on
the Poincaré section π and from there on p−1π. Let α′ be the Hölder exponent of δ.

Let a′ be in π′. If x and y are in the same piece of weak unstable manifold in a′, then gr(x)(x) and
gr(y)(y) are in the same piece of weak unstable manifold in some element a ∈ π, and gr(x)+δ(T ′x)(x)
and gr(y)+δ(T ′y)(y) are on the same piece of strong unstable manifold. By inverting the �ow, we get
for all t ≥ 0:

dN(gr(x)+δ(T ′x)−t(x), gr(y)+δ(T ′y)−t(y)) ≤ KdN(gr(x)+δ(T ′x)(x), gr(y)+δ(T ′y)(y))e−κ−t,

whence, using the fact that L := r + δ ◦ T ′ − δ is constant on the pieces of weak unstable manifold

40



in a′:

|Yf (x, q) −Yf (y, q)|

=

∣∣∣∣∣
∫ r(x)+δ(T ′x)

δ(T ′x)

f(gr(x)+δ(T ′x)−t(x, q, 0)) dt−
∫ r(y)+δ(T ′y)

δ(T ′y)

f(gr(y)+δ(T ′y)−t(y, q, 0)) dt

∣∣∣∣∣
≤
∫ L+min{δ(x),δ(y)}

max{δ(T ′x),δ(T ′x)}
|f |HolαdN(gr(x)+δ(T ′x)−t(x), gr(y)+δ(T ′y)−t(y))α dt

+ |δ(x)− δ(y)| ‖f‖∞ + |δ(T ′x)− δ(T ′y)| ‖f‖∞

≤ Kα|f |Holα

ακ−
dN(gr(x)+δ(T ′x)(x), gr(y)+δ(T ′y)(y))α

+ |δ|Holα′ (a) ‖f‖∞ dN(x, y)α
′
+ |δ|Holα′ (Ta) ‖f‖∞ dN(T ′x, T ′y)α

′
.

If λ is the smallest dilation constant of the map x 7→ gr(x)(x) on the unstable leaves of T 1M , there
is a positive constant K ′ such that K ′dN(x, y) ≤ d(x, y) := λ−s+(x,y) + λs−(x,y), and the subshift
on A+ is Gibbs-Markov for the distance λ−s+ . Thus the function Yf is bounded by ‖f‖∞ r and
min{α, α′}-Hölder for the distance d on each subset A× {q}, uniformly in q.

Towards the limit theorem: We now introduce a well-chosen coboundary which, once added
to f , yields a function which only depends on the future. We will then be able to factor the dynamical
system over the initial Gibbs-Markov map, and use our previous theorems. Using the same method as
in Lemma 6.14, we consider the following functions u and f+, de�ned on A×Zd and T 1N respectively:

u(x, q) := Yf−f◦p+ +
+∞∑
n=1

(Yf ◦ T ′n(x, q)− Yf ◦ T ′n ◦ p+(x, q)) ,

f+(x, t, q) := f ◦ p+(x, t, q) +
1

r(x)

+∞∑
n=1

(
Yf ◦ T ′n ◦ p+(x, q)− Yf ◦ T ′n−1 ◦ p+ ◦ T ′(x, q)

)
.

We extend u to T 1N by putting, for t < r(x):

u(x, t, q) := u(x, q) +

∫ t

0

(f+ − f)(x, t, s) ds.

Since r is Lipschitz and bounded away from zero, the functions u and f+ are bounded and
min{α, α′}/2-Hölder, and f+ = f+ ◦ p+. The function f+ − f is a bounded coboundary for the
geodesic �ow, as is the function Yf+ − Yf for the transformation T and the function Xf+ − Xf for
the transformation TA.

The return time r and the new observable f+ only depend on the future. Proposition 6.15 is
a consequence of Corollaries 6.12 and 6.13 applied to f+. We need to check that f+ satis�es the
assumptions of these corollaries. However, the criterion �X|f+| ∈ Lp for some p > 2 and

∫
f+ dµ = 0�

is too restrictive for our purposes, as it behaves badly when a coboundary is added to f . As in [16,
Remark 4.6], it can be replaced by:

• sup
0≤t≤ϕ

∣∣∣∣∫ t

0

f+ ◦ gs ds

∣∣∣∣ ∈ Lp(A, µA) for some p > 2;

•
∫
A

Xf+ dµA = 0.
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The function f+ is measurable. Up to a change in the metric onA, the function Yf+ can be assumed
to be Lipschitz on each element a× {q} of p−1π′ uniformly in a and q, so that E(supq∈Zd D(Xf+,q))
is �nite.

The section π is made of �nitely many boxes, which implies that the step time r is bounded.
This makes the family X|f |,q uniformly bounded. Moreover, p−1π is locally �nite, so there are only
�nitely many elements of p−1π which are at a distance less than ‖r‖∞ of the support of f , which we
assumed to be compact. Hence, X|f |,q ≡ 0 for all but �nitely many q, and X|f |,q is bounded for all q.
By Lemma 6.9, we know that X|f | ∈ Lp for all �nite p. Then:∥∥∥∥ sup

0≤t≤ϕ

∣∣∣∣∫ t

0

f+ ◦ gs ds

∣∣∣∣∥∥∥∥
Lp
≤
∥∥∥∥ sup

0≤t≤ϕ

∣∣∣∣∫ t

0

f ◦ gs ds

∣∣∣∣∥∥∥∥
Lp

+ 2 ‖u‖L∞ ≤
∥∥X|f |∥∥Lp + 2 ‖u‖L∞ ,

so sup0≤t≤ϕ

∣∣∣∫ t0 f+ ◦ gs ds
∣∣∣ is also in Lp for all p > 2. Finally,

∫
A
Xf+ dµA =

∫
A
Xf dµA =

∫
N
f dµN =

0.

The periodic billiards are more di�cult to handle, because the step time r for the underlying
Gibbs-Markov map is unbounded. Hence, the argument which concludes that X|f |,q = 0 for all but
�nitely many q if f has compact support fails. It is possible to write down a limit theorem which
applies to functions supported by �nitely many boxes A× [0, r]× {q}, but that would be inelegant
and hard to apply to any given example.
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